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QED atom

1 QED atoms (e+e−, µ+e−, τ+e−, µ+µ−, τ+µ−, τ+τ−) are composed of
unstructured and point-like lepton pairs, simple than the hydrogen formed of a
proton and an electron.

2 The properties of QED atoms have been studied to test QED, fundamental
symmetries, New Physics, gravity, and so on (hep-ex/0106103, 0912.0843,
1710.01833, 1802.01438, Phys.Rept. 975 (2022) 1-61).

3 Only positronium (e+e−) and muonium (µ+e−) had been discovered in 1951 and
1960 respectively.
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Positronium

1 Positronium was discovered by Martin Deutsch in 1951.
2 "I’m really glad that I did not get the Nobel Prize in 1956. It would have spoiled

my life." by Martin Deutsch
3 Positronium in medicine and biology: Nature Reviews Physics 1 (2019)527, Rev.

Mod. Phys. 95 (2023) 021002.

τ+τ− atom and τ mass 6 / 50



Introduction The Frame of Calculation Reduce the uncertainties Summary

True muoniumS.J.Brodsky and R.F.Lebed Phys. Rev. Lett. 102, 213401 (2009)

03/23/22V.Shiltsev | DM@ BSW2226

merge at 5o-15o
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New colliders for true muonium

1 DIMUS: super-compact Dimuonium Spectroscopy collider at Fermilab,
2203.07144.

2 True muonium @ e+e− colliders with standard crossing angle, 2309.11683.

3

III. ACCELERATOR

Effective accelerator lattice design of the electron-
positron collider for µ+µ− search and studies has been
discussed in [12]. Low beam energy Eb = 408 MeV re-
sults in a compact (12 m×6 m footprint), simple and
symmetric configuration collider with a large 75o cross-
ing angle of the intersecting beams to arrange a non-
zero dimuonium longitudinal momentum. Schematics of
the two intersecting bulb-shape storage rings with two
intersection points is shown in Fig. 2. The main chal-
lenges of such collider design include: a) the need in high
positron production rate O(1011s−1), required for high
luminosity; b) low beam energy and high bunch inten-
sity result in strong intra-beam scattering (IBS) and re-
duced Touschek lifetime, c) large collision angle leads to
a number of potentially damaging effects in e+e− beams
interaction. The demand for the positron production is

FIG. 2. Schematics of the intersecting storage rings.

set by the total number of positrons circulating in the
collider and the beam lifetime which in turn depends on
an interplay of beam beam effects, intrabeam scattering
and Touschek effect - see Table I. The existing high-flux
electron SRF accelerator complex at the NML (FAST
facility) at Fermilab is an excellent source of high en-
ergy electrons in the energy range of 100-300 MeV [13].
Its maximum operational e− production capacity is 3000
bunches×5 Hz×2 · 1010 = 3 · 1014e−/s [13]. In order to
have full energy injection into the collider at 408 MeV,
another 1.3 GHz SRF cryomodule will need to be in-
stalled - and the NML/FAST facility has plenty of space
and all the required infrastructure. Note, that the de-
mand of 4· 1010 e+/s for DIMUS does not require full
operational capacity of the SRF linac - it can be obtained
with 1% e− → e+ conversion efficiency with a mere 200
bunches×1 Hz×2 · 1010 = 4 · 1012e−/s.

The positron production complex - see Fig. 3 - does
not exist now and will need to include i) conversion of
either 50 MeV or 300 MeV electrons (pulse of 200 bunches
333 ns apart) to positrons and a collection system; ii)
acceleration of positrons to either ∼ 200 MeV and their
bunch-by-bunch injection into a 120 m long accumulator
(damping) ring where they are spaced by 2 ns; after sub-
second damping time 200 low intensity positron bunches
collapse into one with ∼4·1010 e+’s; ii) then the single
positron bunch is extract and accelerated to 408 MeV
before being injected into the 23 m long (∼80 ns) DIMUS

e+ ring, to become one of 40 colliding e+ bunches.

FIG. 3. Schematics of two possible schemes of positron pro-
duction, damping and injection for DIMUS.

The above injection/extraction manipulations will re-
quire fast kickers with 4 ns EM pulse duration, similar to
ones developed and tested for TESLA and ILC colliders
[14, 15].

IV. DETECTOR

Design of the detector for the DIMUS collider is
strongly coupled to the physics goals of such a machine.
Here we will focus on the e+e− decay of the true muo-
nium. While other decays modes are possible, they are
more challenging in terms of detection and reconstruc-
tion. The primary physics background for the e+e− mode
will consist of Bhabba scattering events with produc-
tion rates three orders of magnitude larger than those of
the signal. However, a number of handles are available
to suppress the background. Firstly, due to their non-
zero lifetime, true muonium states will travel approxi-
mately 2 mm before decaying into e+e−, while electrons
and positrons in Bhabba scattering process will originate
at the interaction region. It is therefore imperative to
achieve excellent spacial resolution for the e+e− vertex
reconstruction.

The size of the interaction region is expected to be ap-
proximately 300 microns along the direction of the beam
z. In order to contribute negligibly to the position reso-
lution, a detector capable of reconstructing e+e− vertex
with precision of better than 100 µm along the beam
is needed. Pixelated silicon detectors with 3-4 layers of
sensors and 100-150 µm pixel size should be able to pro-
vide the target resolution. With the combined vertex z-
position resolution of better than 400 µm, a cut of vz > 2
mm would allow the reduction of the Bhabba background
to a very small level.

Furthermore, one can explore the resonant nature of
the electron-positron invariant mass M(e+e−) for the
signal, while discriminating it against the continuous
Bhabba background. The typical energy of electrons and
positrons originating in true muonium decays is of the or-
der of a hundred MeV, while transition between the true
muonium states happens with the emission of photons in
the 100 eV – 2 KeV range. It is therefore desirable to
achieve electron/positron energy resolution at the 10−2

level in the electromagnetic calorimeter and even better
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τ+τ− atom

1 τ+τ− atom is the smallest QED atom for Bohr radius is 30.4 fm (Moffat:1975uw)
2 τ+τ− atom is is named tauonium (Avilez:1977ai,Avilez:1978sa), ditauonium

(2204.07269, 2209.11439 ), and true tauonium (2202.02316).
3 We named them following charmonium just as Jτ (nS) for n2S+1LJ = n3S1 and

JPC = 1−−, χτJ(nP) for n2S+1LJ = n + 13PJ and JPC = J++.
4 The production ητ (2202.02316), and Jτ (2302.07365).

e−

e+

γ γ

µ−

µ+

τ−

τ+
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The spectroscopy of τ+τ− atom, 2204.07269

3

where the last numerical expression is obtained using the values of the tau lepton mass mτ and QED coupling at
zero momentum α listed in Table I. The binding energy of the ground state (n = 1) of true tauonium (T ) is, thus,
En=1 = −23.655 keV, and its mass is

mT = 2mτ + En=1 = 3553.696 ± 0.240 MeV, (3)

where the uncertainty is dominated by the current precision of the tau lepton mass [17]. Note that the ∼23.65 keV
binding energy of the ditauonium ground states is about ten times smaller than the current uncertainty of the central
value of the ditauonium mass itself.

TABLE I: Values of the masses of the leptons and (approximate) constituent quarks, tau lifetime, QED coupling, and hadronic
photon vacuum polarization self-energy for N f = 3 quark flavours, ∆α(3)

had(m2
T ), and Rhad(m2

T ) ratio in e+e− collisions, both evaluated
at the T mass scale, used in this work [17]. The quoted value of ∆α(3)

had(m2
T ) is computed using alphaQED19 [18, 19].

me (MeV) mµ (MeV) mτ (MeV) mu (MeV) md (MeV) ms (MeV) τ (fs) α ∆α(3)
had(m2

T ) Rhad(m2
T )

0.51099895 105.6583745 1776.86 ± 0.12 335 340 490 290.3 ± 0.5 1/137.036 ≈0.0077 ≈2.2

The Bohr radius of the ditauonium ground-state is a0 = 2/(αmτ) = 30.4 fm, and its Rydberg constant amounts to
R∞ = α/(4πa0) = 3.76 keV. Namely, ditauonium is the smallest of all leptonium atoms, and has the largest “photon
ionization” energy among them, i.e., it is the most strongly bound of all leptonia. The velocity of each tau in the
n-th Bohr orbit is β = 1/(n mτa0) = α/(2n), which justifies the use of nonrelativistic bound-state perturbation theory
(NRQED) [20] to calculate its properties as commonly done for the lighter positronium and dimuonium systems.

FIG. 2: Leading-order energy levels and lifetimes of the three lowest (n = 1, 2, 3) para- (n1S0) and ortho- (n3S1) ditauonium states
decaying into a pair of photons and of lighter charged fermions ( f f = e+e−, µ+µ−, qq), respectively.

Figure 2 shows the LO energy levels, determined from Eq. (2), and the LO decay lifetimes determined as explained
in Section III, for the three lowest ditauonium states (n = 1, 2, 3). The excited spectrum is obtained considering that a
n2S +1S1 ditauonium state can decay via an electric dipole transition, which conserves the spin quantum number, to a
n2S +1PJ state with the emission of a photon with energy En ∝ α2mτ. The radiative transitions from the 33S1 state to
the 23P state, as well as the transition from the latter to the 13S1 state, have energies of

En′→n =
α2mτ

4

(
n−2 − n′−2

)
=


−3.28 keV, for the n = 3→ 2 transitions,
−17.74 keV, for the n = 2→ 1 transitions.

(4)

Namely, the Lyman-α photon line of a ditauonium atom transitioning between the first excited (n = 2) and the ground
(n = 1) states has an energy of 17.74 keV.
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γγ → ητ → γγ, 2202.02316

4
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FIG. 2: Effective photon-photon luminosities dLγγ/dWγγ as a function of Wγγ for the various e+e− (left) and LHC ultraperipheral
(right) collisions considered here. The dashed curves in the right plot show the luminosities with nuclear overlap allowed.

the resonance according to its associated Breit–Wigner (B–W) distribution [41]. Spin-correlated diphoton decays of
the tensor χc2 meson are implemented following the formula derived in [42, 43]. The loop-induced LbL background
is simulated with MadGraph5_aMC@NLO v2.6.6 [44, 45], with the virtual box contributions computed at leading
order. Table II lists (middle columns) the computed cross sections times Bγγ for signal and backgrounds in the
different colliding systems. The relative production cross sections are given by the proportions ηc(1S) : χc,2(1P) :
χc,0(1P) : ηc(2S) : T0 ≈ 100 : 50 : 30 : 25 : 1, basically driven by their different Γ2

γγ/(Γtot · m2
X) ratios as per the

product of Eq. (2) times Bγγ. The cross sections for para-ditauonium are factors ×25–100 smaller than for the rest
of resonances, mostly because of the narrow diphoton width of this state (Table I) that leads to a correspondingly
smaller photon-fusion production probability. The exponentially decreasing LbL continuum below the ditauonium
peak is about ≈100 larger than the signal peak, but can be largely removed with appropriate kinematic criteria and/or
constrained in mass sidebands free of any resonance peak. We note that the production cross sections for excited n1S0
para-ditauonioum states, densely (few keV) spaced above the T0 mass, can be derived from that of the 11S0 ground
state via σ(n1S0) = σ(11S0)/n3, following Eq. (1). Such higher orbital para-ditauonium states have n3-suppressed
diphoton widths, and thereby smaller γγ-fusion production cross sections and longer lifetimes that compete with their
single-tau weak decays. Since these excited states will add only a few percent contributions to the diphoton yields
within the Gaussian-smeared T0 ground-state peak, they are neglected hereafter.

TABLE II: Photon-fusion production cross sections σ × Bγγ for para-ditauonium signal and backgrounds (C-even charmonium
states, and LbL scattering over mγγ ∈ (mT0

± 100 MeV), and |ηγ | < 5) decaying to diphotons, at various e+e− facilities and in UPCs
at the LHC. The last column lists the total produced T0 and dominant irreducible χc2 yields for the integrated luminosities quoted
at each collider (those for the LHC correspond to LHCb). Uncertainties (not quoted) are around ±10% (except for ηc(2S), see text).

Colliding system, c.m. energy, Lint, exp. σ × Bγγ N × Bγγ
ηc(1S) ηc(2S) χc,0(1P) χc,2(1P) LbL T0 T0 χc,2(1P)

e+e− at 3.78 GeV, 20 fb−1, BES III 120 fb 3.6 ab 15 ab 13 ab 30 ab 0.25 ab – –

e+e− at 10.6 GeV, 50 ab−1, Belle II 1.7 fb 0.35 fb 0.52 fb 0.77 fb 1.7 fb 0.015 fb 750 38 500

e+e− at 91.2 GeV, 50 ab−1, FCC-ee 11 fb 2.8 fb 3.9 fb 6.0 fb 12 fb 0.11 fb 5 600 3 · 105

p-p at 14 TeV, 300 fb−1, LHC 7.9 fb 2.0 fb 2.8 fb 4.3 fb 6.3 fb 0.08 fb 24 1290

p-Pb at 8.8 TeV, 0.6 pb−1, LHC 25 pb 6.3 pb 8.7 pb 13 pb 21 pb 0.25 pb 0.15 8

Pb-Pb at 5.5 TeV, 2 nb−1, LHC 61 nb 15 nb 21 nb 31 nb 62 nb 0.59 nb 1.2 62

The uncertainties of the theoretical cross sections quoted in Table II can be estimated from the ingredients of Eq. (2).
The relative uncertainties of the Γγγ and Γtot widths of all resonances propagate into their final σ × Bγγ cross section
scaled by a factor of two and linearly, respectively. They are negligible for T0 and, added in quadrature, amount to
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γγ → ητ → γγ at Z pole, 2202.02316
6

FIG. 3: Diphoton invariant mass distribution from photon-fusion processes in e+e− collisions expected at FCC-ee over mγγ ≈ 2.8–
3.8 GeV, shown as theoretical cross sections (left, with the T0 width arbitrarily set to 0.1 MeV to make it visible) and as number
of counts accounting for experimental resolution (right, with the LbL continuum subtracted). The bottom panel of the right plot,
shows the pseudodata minus the background-only fit.

properties of the para-ditauonium state, but it was not a priori expected for the tensor χc2 meson. The fact remains
that although the χc2 decay photon angular distribution is partially different from that of the pure scalar T0 state, its
yields are ∼50 times larger than those of the signal, and the best significance found by the BDT analysis corresponds
to a working point that keeps the maximum number of signal counts without any effective background reduction.

In the final step of the analysis, a fit is performed of the simulated diphoton invariant mass distribution over
mγγ ≈ 2.8–3.8 GeV with two models: the default one that combines the expected T0 signal plus all backgrounds,
and the null-hypothesis that assumes no para-ditauonium signal to be present. In the fit, all resonances are fixed at
their nominal masses with yields normalizations fixed to their theoretical predictions, with statistical uncertainties
corresponding to Lint = 50 ab−1 at Belle II and FCC-ee, and with systematic uncertainties assigned as explained next.

First, as aforementioned, the ηc(1S) state is of no concern for the T0 extraction as it does not have any overlap
with the signal for the expected photon energy resolution, and plays no actual role in the fit. Second, for the χc0
and ηc(2S) mesons that partially overlap the T0 signal, one can identify ranges of their diphoton lineshapes (e.g.,
between mγγ ≈ 3200–3400 MeV and 3750–3900 MeV, respectively), where both charmonium states can be measured
virtually free from any contamination from other nearby resonances. This will allow for a first estimation of their
signal contamination with O(1%) systematic uncertainties. In addition, one can exploit the large γγ → χc0, ηc(2S)
samples available, amounting to ∼10–100 million events at Belle II and FCC-ee, to measure alternative decays with
O(100) times larger branching fractions than the diphoton one (such as, e.g., the four-meson χc0 [51] and three-meson
ηc(2S) [52, 53] channels). All such measurements can provide ultraprecise determinations of the χc0 and ηc(2S) total
and diphoton widths and, thereby, an accurate control of their corresponding contamination in the T0 signal region.
The third case is that of the largest χc2 → γγ background. Since it almost perfectly overlaps with the T0 signal mass
region, an independent precise determination of its diphoton width (and associated γγ cross section) is mandatory
prior to any attempt to extract the T0 signal. To independently measure the Γtot,γγ(χc2) widths, one can exploit the very
large event data samples produced in two-photon fusion but decaying into alternative charged-particle final states, free
of any T0 contribution and with an accurate momentum resolution that allows for a reconstruction of its natural B–W
shape with Γtot(χc2) ≈ 1.97 MeV. The χc2 → π+π−π+π− decay, with a branching fraction of 1% (i.e., 36 times larger
than that of χc2 → γγ), provides a potential data sample of about 1.4 (11) million events at Belle II (FCC-ee). A fit of
the exclusive 4-charged-pion invariant mass distribution around mχc2 to the expected B–W shape for this resonance,
would lead to an extraction of the χc2 natural width at Belle II (FCC-ee) with a statistical uncertainty about twenty
(fifty) times smaller than the ∼9% value of the current LHCb state-of-the-art measurement in the χc2 → Jψ(µµ)µµ
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e+e− → Jτ → µ+µ− at STCF, 2302.07365

8

accuracy, and (iii) to reduce the c.m. energy spread δ√s down to values of the same order. Regarding the first point, the
BES III collaboration performed a fine mass scan experiment in 2018 with five points around the tau pair production
threshold with a

√
s spread of δ√s = 1.24 MeV, and a total integrated luminosity of 140 pb−1 [45]. The final expected

uncertainty in mτ will be around 50 keV. Similarly, Belle II forecasts to reach tau mass uncertainties below 150 keV
(systematic and statistical sources combined) with about 300 fb−1 of data [46]. Combining these results, plus all
others from the PDG world average [11], it is not inconceivable to reach a precision of O(50 keV) in the tau mass
(i.e., twice this value, O(100 keV), in the T mass) whenever a dedicated search for the ditauonium is carried out at
a future STCF. Regarding the

√
s calibration, the BES-III experiment has already achieved a high accuracy, at the

level of 2 · 10−5, by exploiting the measurement of monochromatic laser photons backscattered from the e± beams in
its beam energy measurement system (BEMS) [47]. The application of the same technique at three different lepton
colliders can reach accuracies of the actual c.m. energy not worse than 50 keV [48]. Last but not least, on the c.m.
energy spread, the possibility of monochromatization of electron/positron beams has been considered several times
in the literature [49–51], with values of δ√s = 50 keV at the tau-pair production threshold theoretically achievable.

TABLE IV: Cross sections and expected number of events for the s-channel production of ortho-ditauonium (T1), and for the τ+τ−

and (background) µ+µ− continua, in e+e− at
√

s ≈ mT at various facilities. The last column lists the expected signal statistical
significance.

Colliding system,
√

s (δ√s spread), Lint, experiment σ N S/
√

B

T1 τ+τ− µ+µ− T1 T1 → µ+µ− µ+µ−

e+e− at 3.5538 GeV (1.47 MeV), 5.57 pb−1, BES III 1.9 pb 117 pb 6.88 nb 10.4 2.1 38 300 0.01σ

e+e− at
√

s ≈ mT (1.24 MeV), 140 pb−1, BES III 2.2 pb 103 pb 6.88 nb 310 63 9.63 · 105 0.06σ

e+e− at
√

s ≈ mT (1 MeV), 1 ab−1, STCF 2.6 pb 95 pb 6.88 nb 2.6 · 106 5.3 · 105 6.88 · 109 6.4σ

e+e− at
√

s ≈ mT (100 keV), 0.1 ab−1, STCF 22 pb 46 pb 6.88 nb 2.2 · 106 4.5 · 105 6.88 · 108 17σ

Table IV lists the expected resonant T1 cross sections and number of events at various e+e− facilities. We list first
the two BES-III mτ scan runs performed around the τ-pair threshold in 2011 and 2018 with Lint = 5.57, 140 pb−1

and δ√s = 1.469, 1.24 MeV, respectively [45, 52]. For each of these two cases, we expect about 2 and 60
e+e− → T1(µ+µ−) events produced respectively, which are too small numbers to be observed on top of the orders-of-
magnitude larger dimuon continuum background. On the other hand, the STCF is expected to integrate 1 ab−1 around
the e+e− → τ+τ− threshold with a default δ√s ≈ 1 MeV spread [18, 19]. One single run under these conditions will
produce more than half-a-million T1 particles decaying into dimuons, enough to observe its production with a sig-
nificance around S/

√
B = 6.5σ. For the STCF facility, we consider in addition the possibility to monochromatize the

beams down to δ√s ≈ 100 keV, albeit with a factor of ten loss in the integrated luminosity. Such assumptions should
be considered as conservative given that spreads as low as δ√s ≈ 50 keV are expected at these colliding energy (albeit
with corresponding losses in the beam luminosities) [50, 51]. With such a monochromatization working point, we
expect more than 2.2 million ditauonium events produced per 0.1-ab−1 scan point that would allow a detailed study
of the resonance. In particular, if the c.m. energy is calibrated to within 50-keV with the BEMS (or any similar)
technique, one can then determine the ditauonium mass within this precision by carrying out a scan with e.g., five
collision points around the production threshold even with a reduced 0.1 ab−1 integrated luminosity per point. With
such a setup, one would be able to determine the position of the T1 mass peak within an accuracy just driven by the
O(50 keV) calibration value. This is illustrated in Fig. 4 (right) where the s-channel cross section around the mT
pole for a fixed δ√s = 100 keV spread is shown. The three sets of 5-scan points show the expected extracted T1 cross
sections (with error bars approximating the statistical uncertainties only) for three possible cases where the actual
ditauonium mass corresponds to the assumed PDG mass at the moment of performing the experiment, or where it is
actually shifted by ±50 keV with respect to it. The plot shows clearly that a Gaussian fit (dashed curves) to whichever
measured set of five cross section points should provide a peak value whose position will only be driven by the accu-
racy in the knowledge of the c.m. energy calibration. Such an extraction of the mT value with ±50 keV uncertainty
would allow a direct determination of the τ lepton mass, mτ = (mT − Ebind) /2 (with Ebind = −23.655 keV), to within
±25 keV. Given that the tau lepton decays into final states with invisible neutrinos that complicate the accurate mea-
surement of its mass (and that any approach based on a high-luminosity τ+τ− threshold scan will inevitably produce
ditauonium, even without monochromatized beams, as shown in Table IV), no other mτ-determination method can
likely match the precision and accuracy of the ditauonium-mass presented here. We note that the T1 cross section
is about 2% (50% for monochromatized beams) of the total tau-pair production for the e+e− collisions at

√
s ≈ 2mτ

considered in Table IV. Namely, about 2% of the τ pairs produced in standard e+e− threshold scans will form an ortho
bound state. It is obvious from this study that ditauonium should be an integral part of the experimental programme
of precision studies of the tau lepton at any future STCF.

1 S/
√
B is 6.4 σ (17 σ) with 1 ab−1 data and δW = 1(0.1) MeV.

2 With monochromatized beams can also provide a very precise extraction of the
tau lepton mass with at least O(25 keV) uncertainty.
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Monochromatization @ e+e− → H @ FCC-ee, EPJP 137 (2022) 1, 31

2 Angeles Faus-Golfe, Marco Alan Valdivia Garcia, Frank Zimmermann: The Challenge of Monochromatization

2 FCC-ee Monochromatization Schemes

Introducing IP dispersion of opposite sign for the two colliding beams reduces the rms spread σW in the centre-of-mass

energy W = 2Eb as (σw/W )m.c. = σδ/(
√

2λ), by the monochromatization (m.c.) factor λ =
(
D∗
x

2σ2
δ/(εxβ

∗
x) + 1

)1/2
,

where σδ ≡ σEb
/Eb denotes the relative beam energy spread (which for ultra-relativistic beams is equal to the relative

momentum spread), Eb the beam energy, β∗
x the horizontal beta function at the IP, D∗

x the horizontal IP dispersion
function, and εx the horizontal emittance.

In the definition of λ, we may take σEb
to mean the energy spread without collision so that σδ = σδ,SR, where

σδ,SR denotes the natural relative momentum spread due to synchrotron radiation in the collider arcs. Alternatively,
we may also wish to take into account the additional beneficial effect that monochromatization avoids the blow up of
the relative rms beam energy spread to a larger value of σδ,coll due to the additional contribution from beamstrahlung,
which is significant in collisions with zero IP dispersion (subindex D∗ = 0). To this end, we introduce the effective
monochromatization factor λeff , that compares the true collision energy spread without and with monochromatization
(subindex m.c.) λeff ≡ σW,D∗=0/σW,m.c. = (σδ,coll/σδ,SR) (D∗

x
2σ2
δ,SR/(εxβ

∗
x) + 1)1/2. For the examples we consider in

this article, λeff is more than two times larger than λ.
Differently from classical proposals [4–12,15], due to the strong impact of beamstrahlung at the higher beam energy

of FCC-ee, it is convenient to introduce dispersion in the horizontal plane. A wide horizontal beam size reduces the
beamstrahlung, while preserving a small vertical beam size, which is crucial for attaining a high luminosity. For FCC-ee
the dispersion is also created more easily in the horizontal plane than in the vertical, since the beams are crossed and
separated in this plane.

The baseline layout of FCC-ee was optimized for operation on the Z-pole resonance, for WW pair production, for
ZH running and at the top quark threshold and features a large crossing angle of 30 mrad. A large crossing angle is
also required in the possible additional run for s-channel Higgs production, to separate the two beams and feed them
into their respective beam pipe, corresponding to the right aperture in the next arc, and to avoid any harmful effects
of parasitic collisions.

Figure 1 illustrates two monochromatization schemes compatible with the above assumptions. In the first approach,
crab cavities are added for both beams on either side of each IP, representing a significant total transverse deflecting RF
voltage, comparable in strength to the HL-LHC crab cavities, at 100 times lower energy, but 60 times larger crossing
angle. These crab cavities would render the collision effectively head-on, and yield the “optimum” mochromatization,
i.e. the smallest possible collision energy spread, for a given value of IP dispersion. In the second approach, the crab
cavities are omitted. The combination of large crossing angle and nonzero IP dispersion then leads to a correlation
between collision energy and longitudinal position, as indicated in the right picture of Fig. 1.

Fig. 1. FCC-ee monochromatization scheme featuring interaction-point dispersion of opposite sign for the two colliding beams,
with (left) or without crab crossing and integrated resonance scan (right). Different colours schematically indicate bunch portions
with slightly different energies.

3 Emittance

With zero IP dispersion, beamstrahlung increases energy spread and bunch length. Instead, for the case of monochrom-
atization the horizontal emittance increases, roughly as

εx,tot = εx,SR +∆εx,BS , (1)

τ+τ− atom and τ mass 14 / 50



Introduction The Frame of Calculation Reduce the uncertainties Summary

Recent progress: NNNLO

1 AMFlow: 2201.11669, 2201.11636, 2201.11637
2 e+e− → tt̄ at NNNLO in QCD, 2209.14259
3 Υ → e+e−, decay constant of Bc , 2207.14259, 2208.04302
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τ

Need more precise measurements mτ , Γτ , (g − 2)τ in PDG 2022

ττττ � � �
�

���� � � ����.�� ± 	.�
 ���

�τ� − �τ−���������� < 
.�× �	−�� �� � �	�

���� ���� τ � 
�	.� ± 	.��× �	−�	 �

�τ � ��.	� μ�

�������� ������ ������ > −	.	�
 ��! < 	.	��� �� � ���

"��τ � � −	.

	 �� 	.#�× �	−�
 � ��� �� � ���

$��τ � � −	.
�	 �� 	.		�	× �	−�
 � ��� �� � ���
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mτ and lepton universality, 1405.1076

• Comparing the electronic branching fractions of τ and µ, lepton universality can
be tested as

(
gτ
gµ

)2

=
τµ
ττ

(
mµ

mτ

)5 B(τ → eνν̄)

B(µ→ eνν̄)
(1 + FW )(1 + Fγ), (1)

• BESIII measurement, 1405.1076

(
gτ
gµ

)2

= 1.0016 ± 0.0042, (2)
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Measured mτ , 175 M enents with 190 fb−1, Belle II 2305.19116

1776 1776.5 1777
]2c [MeV/τm

BES (1996)
-0.17
+0.25

-0.21
+0.181776.96

BELLE (2007)
 0.35± 0.13 ±1776.61

KEDR (2007)
 0.15±-0.23

+0.251776.81

BaBar (2009)
 0.41± 0.12 ±1776.68

BES III (2014)
-0.13
+0.10 0.12±1776.91

Belle II Preliminary (2023)
 0.11± 0.08 ±1777.09

PDG Average (2022)
 0.12±1776.86

44 

175 M 

10 
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mτ measurement at BESIII, 1405.1076

Scan ECM (MeV) L(nb−1)
J/ψ 3088.7 78.5 ± 1.9

3095.3 219.3 ± 3.1
3096.7 243.1 ± 3.3
3097.6 206.5 ± 3.1
3098.3 223.5 ± 3.2
3098.8 216.9 ± 3.1
3103.9 317.3 ± 3.8

τ 3542.4 4252.1 ± 18.9
3553.8 5566.7 ± 22.8
3561.1 3889.2 ± 17.9
3600.2 9553.0 ± 33.8

ψ′ 3675.9 787.0 ± 7.2
3683.7 823.1 ± 7.4
3685.1 832.4 ± 7.5
3686.3 1184.3 ± 9.1
3687.6 1660.7 ± 11.0
3688.8 767.7 ± 7.2
3693.5 1470.8 ± 10.3
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FIG. 5: (left) The distribution in acoplanarity angle between two charged tracks and (right) the distribution in PTEM. Dots
with error bars are data and the histogram is τ pair inclusive MC. The upper two plots are from the second scan point, the
middle two are from the third scan point, and the lower two are from the fourth scan point.
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FIG. 6: (left) The CM energy dependence of the τ pair cross section resulting from the likelihood fit (curve), compared to the
data (Poisson errors), and (right) the dependence of the logarithm of the likelihood function on mτ , with the efficiency and
background parameters fixed at their most likely values.

and σ(Ei
CM,mτ ) is the corresponding cross section for τ pair production which has the form [3]

σ(ECM,mτ , δ
BEMS
w ) =

1√
2πδBEMS

w

∫ ∞

2mτ

dE′
CMe

−(ECM−E′
CM)2

2(δBEMS
w )2

∫ 1− 4m2

E′2
CM

0

dxF (x,E′
CM)

σ1(E
′
CM

√
1− x,mτ )

|1−∏
(ECM)|2 . (15)

Here, δBEMS
w is the CM energy spread, determined

from the BEMS; F (x,ECM) is the initial state radia-
tion factor [25];

∏
(ECM) is the vacuum polarization fac-

tor [24, 26, 27]; and σ1(ECM,mτ ) is the high accuracy,

improved cross section from Voloshin [28]. In carrying
out the maximum likelihood (ML) fit, mτ , RData/MC

and σB are allowed to vary, subject to the requirement
σB ≥0.
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mτ measurement at BESIII, 1405.1076

final state 1 2 3 4 total
Data MC Data MC Data MC Data MC Data MC

ee 0 0 4 3.7 13 12.2 84 76.1 101 92.0
eμ 0 0 8 9.1 35 31.4 168 192.6 211 233.1
eπ 0 0 8 8.6 33 29.7 202 184.4 243 222.6
eK 0 0 0 0.5 2 1.8 16 16.9 18 19.3
μμ 0 0 2 2.9 8 9.2 49 56.3 59 68.4
μπ 0 0 4 3.9 11 14.1 89 86.7 104 104.7
μK 0 0 0 0.2 3 0.8 7 9.0 10 10.1
ππ 0 0 1 2.0 5 7.7 57 54.0 63 63.8
πK 0 0 1 0.3 0 0.8 10 8.2 11 9.3
KK 0 0 0 0.0 1 0.1 1 0.3 2 0.4
eρ 0 0 3 6.1 19 20.6 142 132.0 164 158.7
μρ 0 0 8 3.3 8 11.8 52 63.3 68 78.5
πρ 0 0 5 3.4 15 10.8 97 96.0 117 110.2
Total 0 0 44 44.2 153 151.2 974 975.7 1171 1171.0
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New data taking scenario at BESIII, from Zhang Jianyong TAU2018

Data comparison 

2018/09/24-28 Zhang Jianyong 20 

In 2011, two modes(eμ,eπ) ,  454 events, extend 13 decay modes, 

We obtained 1171 events  

σstat. will be decrease to 

σsyst  is estimated to be 0.090 MeV if σtotal is required to be less 

than 0.1 MeV 

0.070

1171/454
  = 0.044 MeV 
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Statistical uncertainty < 45 keV, systematical uncertainty 90 keV, 1812.10056
Data taking scenario (II) 

2018/09/24-28 Zhang Jianyong 16 

Three energy regions: 

 Low energy region 
     Point 1, 14 pb-1, to determine  

     background 

 Near threshold  
     Point 2, 39 pb-1 and point 3,  

     26 pb-1,  to determine tau mass 

 High energy region 
     Point 4, 7 pb-1  for Χ2 check 

     Point 5, 14 pb-1  to determine  

     detection efficiency 

Total lum. ~100pb-1,   

uncertainty: 0.1MeV 

We obtain more than 130 pb-1  

tau scan data! 
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e+e− → τ+τ− → νX−ν̄X+ around the τ+τ− production threshold

1 Updated cross sections

σex(W,mτ,Γτ, δw) =
∫ ∞

m(Jτ)
dW ′ e

− (W−W′)2
2δ2w√

2πδw

∫ 1−m(Jτ)2

W′2

0
dxF(x,W ′)

σ̄(W ′ √1 − x,mτ,Γτ)

|1 − Π(W ′ √1 − x)|2
.

2 Cross sections in BESIII, 1405.1076

σ(ECM,mτ , δ
BEMS
w ) =

1√
2πδBEMS

w

∫ ∞

2mτ

dE′
CMe

−(ECM−E′
CM)2

2(δBEMS
w )2

∫ 1− 4m2

E′2
CM

0

dxF (x,E′
CM)

σ1(E
′
CM

√
1− x,mτ )

|1−∏
(ECM)|2

3 Difference: shift 2mτ to m(Jτ ) in the range of integration and add Γτ as a
variable of the cross sections after including Jτ (nS) atom.
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σ̄(W ,mτ , Γτ ), orthogonal perfect normalized basis, 1312.4791

1 σ̄(W ,mτ , Γτ )

σ̄(W ,mτ , Γτ ) =
4πα2

3W 2
24π
W 2 Im [Gν̄X+νX−(0, 0,W − 2mτ )] , (3)

2 Gν̄X+νX−(r⃗ , r⃗ ′,E ) represents a Green function of τ+τ− currents in the
non-relativistic effective theory, where τ+τ− decay to ν̄X+νX−

Gν̄X+νX−(r⃗ , r⃗ ′,E ) =
∑

n

ψn(r⃗)ψ
∗
n(r⃗

′)
En − E − iϵ

Br [n → ν̄X+νX−] +
∫

d3k⃗

2π3

ψ
k⃗
(r⃗)ψ∗

k⃗
(r⃗ ′)

E
k⃗
− E − iϵ

, (4)

3 Then

σ̄(W ) = σ̄Jτ (W ) + σ̄(W )con. (5)
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Breit-Wigner formula

1 Green function approach to bound states is consistent with Breit-Wigner formula
for a narrow bound states

σ̄Jτ (W ) =
∑

n

6π2

W 2 δ(W −m(Jτ (nS)))Γ(Jτ (nS) → e+e−)Br(Jτ (nS) → ν̄X+νX−) (6)

2 Ignore the binding Energy of Jτ (nS) for it much less than δw

σ̄Jτ (W ) =
6π2

W 2 δ(W − 2mτ )
∑

n

Γ(Jτ (nS) → e+e−)Br(Jτ (nS) → ν̄X+νX−) (7)
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Decay mode of Jτ (nS)

Γtotal(Jτ (nS)) = ΓAni (Jτ (nS)) + ΓWeak(Jτ (nS)) + ΓE1(Jτ (nS))

ΓAni (Jτ (nS)) = (2 + R)Γ(Jτ (nS) → e+e−)

ΓWeak(Jτ (nS)) = 2Γ(τ → νX−) (8)
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Parameters

1 Parameters

mτ = mPDG
τ = 1776.86 MeV, R = 2.342 ± 0.0645,

Γτ = 2.2674 ± 0.0039 meV, δW = 1 MeV,
εX+Y− /E = (8±0.2)%, εµ+µ− = 45%,

α(0) = 1/137.036, ∆αhad(mJτ ) = (74 ± 7)× 10−4. (9)

2 The resulting NLO expression for σ̄Jτ (W ) is given by

σ̄Jτ (W ) = (3.11 ± 0.02) δ
(
W − 2mτ + 13.8 keV

1 MeV

)
pb, (10)

where 13.8 keV =
∑

n BnBr
Jτ (nS)

X+Y− /E
Γ
Jτ (nS)
e+e− /

∑
n Br

Jτ (nS)

X+Y− /E
Γ
Jτ (nS)
e+e− .
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Decay mode of Jτ (nS)

2

ments [22], the primary source of statistical uncertainty arises67

from the energy scale and efficiency. And in KEDR measure-68

ments [24], the primary statistical uncertainty is attributed to69

efficiency and luminosity measurement. In the next genera-70

tion of experiments, the statistical uncertainty is anticipated71

to decrease due to the large integrated luminosity, while the72

systematic uncertainty will be mitigated through the adoption73

of new fitting methods and the application of advanced tech-74

nologies to the detector and accelerator.75

The cross section σ(e+e− → X+Y− /E) around the τ+τ− pro-76

duction threshold is [22–25]77

σ(W,mτ,Γτ, δW ) =
∫ ∞

mJτ

dW ′
1√

2πδW
e
− (W−W′ )2

2δ2W ×

∫ 1− m2
Jτ

W′2

0
dx F(x,W ′)

σ̄(W ′
√

1 − x,mτ,Γτ)

|1 − Π(W ′
√

1 − x)|2
. (1)

Here, W is the center-of-mass energy, δW is the center-of-mass78

energy spread, F(x,W) is the initial state radiation factor [27],79

Π(W) is the vacuum polarization factor [28], and σ̄(W,mτ,Γτ)80

is the Born cross section. With Jτ(nS ) atoms included, Eq. (1)81

differs from those given in Refs. [22–25], where 2mτ is re-82

placed by the ground state mass mJτ in the range of integra-83

tion, the τ decay width Γτ is added as a variable, and the con-84

tribution of Jτ(nS ) atoms (σ̄Jτ (W)) is included in σ̄(W,mτ,Γτ)85

as86

σ̄(W,mτ,Γτ) = σ̄Jτ (W) + σ̄con.(W), (2)

where σ̄con.(W) is the cross section from the e+e− → τ+τ−87

continuum process and is calculated to the next-to-leading or-88

der (NLO) of in the fine structure constant α, as has been done89

for σ̄Jτ (W).90

At the NLO [15, 29], the cross section σ̄Jτ from narrow91

atoms is given by the Breit-Wigner function [18]92

σ̄Jτ (W) =
∑

n

6π2|1 − Π(2mτ)|2
(
1 − 3α

4π

)

W2Γ
Jτ(nS )
total

×

δ(W − mJτ(nS ))Γ
Jτ(nS )
X+Y− /E × Γ

Jτ(nS )
e+e− , (3)

where mJτ(nS ) = 2mτ − En is the mass of Jτ(nS ),93

|1 − Π(2mτ)|2(1−3α/4π) is recalled here since the initial state94

radiation factor and the vacuum polarization factor have been95

considered in Eq. (1), ΓJτ(nS )
X+Y− /E is the partial decay width of96

Jτ(nS ) → X+Y− /E, and ΓJτ(nS )
e+e− is that of Jτ(nS ) → e+e−. We97

have98

Γ
Jτ(nS )
e+e− =

α5mτ

6n3|1 − Π(2mτ)|2
(
1 − 13α

4π
+CnS

coulomb
α

π

)
,

Γ
Jτ(nS )
X+Y− /E = 2Γτ + Γ(Jτ(nS )→ γχτJ), and

Γ
Jτ(nS )
total = Γ

Jτ(nS )
X+Y− /E + (2 + R)ΓJτ(nS )

e+e− . (4)

Futher detailed data are available in Table II, which is cal-99

culated to NLO of in the fine structure constant α [15, 30].100

Here, 2Γτ is twice the free-τ decay width of the two leptons101

composing Jτ (since the lifetime of the bound state is about102

10 times shorter than that of its components and relativis-103

tic corrections are neglected due to their minute contribu-104

tions of the order of 10−4). The uncertainties of R and105

Γτ are included in the theoretical uncertainties. The factor106

(2 + R) comes from e+e−, µ+µ−, and hadronic final states107

with Rexp. = 2.342 ± 0.0645 [31], the total τ decay width108

Γτ = 2.2674 ± 0.0039 meV [18], and Γ(Jτ(nS ) → γχτJ) is109

the E1 transition width (The the annihilation decays of χτJ110

are ignored since their contributions are smaller than σ̄Jτ (W)111

by a factor of 10−6.). With Green functions, the Coulomb112

corrections (CnS
coulomb) are calculated [15, 30] as 5.804, 4.428,113

3.810, 3.518, 3.358, 3.256, 3.186, 3.134, 3.093, and 3.061 for114

n = 1 − 10 and are presented in Table I respectively.

TABLE I: The Coulomb corrections (CnS
coulomb).

n 1 2 3 4 5

CnS
coulomb 5.804 4.428 3.810 3.518 3.358

n 6 7 8 9 10

CnS
coulomb 3.256 3.186 3.134 3.093 3.061

115

Most of the NLO corrections of Γ(Jτ(nS ) → e+e−) come116

from the vacuum polarization factor Π. Then we get117

σ̄Jτ (W) = (3.11 ± 0.02) δ
(

W − 2mτ + 13.8 keV
1 MeV

)
pb, (5)

where 13.8 keV =
∑

n EnBrJτ(nS )
X+Y− /EΓ

Jτ(nS )
e+e− /

∑
n BrJτ(nS )

X+Y− /EΓ
Jτ(nS )
e+e−118

with BrJτ(nS )
X+Y− /E being the branching fraction of Jτ(nS ) →119

X+Y− /E. The uncertainty from R is one order of magnitude120

greater than that from mτ and Γτ.121

TABLE II: The decay data of Jτ(nS ) in meV.

n Γ
Jτ(nS )
e+e− 2Γτ Γ

Jτ(nS )
E1 Γ

Jτ(nS )
total Γ

Jτ(nS )
e+e− BrJτ(nS )

X+Y− /E

1 6.484 4.535 0.0000 32.695 0.899

2 0.808 4.535 0.0000 8.044 0.455

3 0.239 4.535 0.0072 5.573 0.195
∑∞

n=1 1.795 ± 0.012

We use the NLO cross sections σ̄con.(W) and take NNLO122

corrections as uncertainties here [32]. To reduce the uncer-123

tainties from the initial state radiation factor and the vacuum124

polarization factor in Eq. (1), and that from the integrated lu-125

minosity [31], we introduce RX+Y− /E , ratio of the cross sections,126

as127

RX+Y− /E(W, δW ,mτ) =
σ(W,mτ,Γτ, δW )
σµ

+µ− (W, δW )
. (6)

Here, σµ
+µ− (W, δW ) is calculated with σ̄µ

+µ− (W) = 4πα2(1+3α/4π)
3W2128

in Eq. (1). The higher order correction terms, such as129

9αm2
µ/πW2 and m4

µ/W
4, are ignored because they are merely130
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Cross sections from Jτ (nS)

1 Then we get the Jτ (nS) contribution the cross section

σ̄Jτ (W ) = (3.11 ± 0.02) δ(W − 2mτ ) pb MeV (11)

2 Updated σ̄(W ,mτ , Γτ )

σ̄(W ) = (3.11 ± 0.02)δ
(
W − 2mτ + 13.8keV

MeV

)
pb + θ(W − 2mτ )σ̄con.(W )(12)

3 Continue σ̄con.(2mτ )

σ̄Continue(2mτ ) = 236 pb (13)
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Cross sections from Jτ (nS)

W (MeV)
3550 3555 3560

5−10

3−10

1−10

10

310

σatom(mPDG
τ )

σcon.(mPDG
τ )

σtotal(mPDG
τ )

σ
(p

b)

2mτ
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Reduce the uncertainties

1 The measured cross secitons

σX
+Y− /E (W ) =

NX+Y− /E (W )

Lε (14)

2 Uncertaintiy of ISR(∼ 0.5% @ BESIII), the vacuum polarization factor (0.14%),
and the integrated luminosity (∼ 0.5%@ BESIII ) are all larger than 0.1%.

3 Systematical uncertainty of cross section measurement at STCF must > 0.2%.
4 The significance of 5σ require S/

√
(∆stat.(B + S))2 + (∆syst.(B + S))2 > 5.

5 Ignore statistical uncertainty, significance of 5σ require S/B > 1% at STCF.
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Uncertainty of J/ψ decay: 10 B events

�/ψ�����/ψ�����/ψ�����/ψ���� 
� ���� � ( �−�	−−�

)��  ( ��*+.*�� ± �.��+ )�,

-�## .���� / ( *�.+ ± 	.& 0�, �% ( 	�	�

����� ������� �

�/ψ���� ����� � ����/ψ���� ����� � ����/ψ���� ����� � ����/ψ���� ����� � ��� !����"�# �$� �$� ��#%&�#�� ��'�� ���(���
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Reduce the uncertainties

1 We introduce RX+Y− /E , ratio of the cross sections, as

RX+Y− /E (W , δW ,mτ ) =
σ(W ,mτ , Γτ , δW )

σµ+µ−(W , δW )
. (15)

Here, σµ
+µ−(W , δW ) is calculated with σ̄µ

+µ−(W ) = 4πα2(1+3α/4π)
3W 2 .

2 The measurement is

RX+Y− /E (W , δW ,mτ ) =
NX+Y− /E

Nµ+µ−
. (16)
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Fit approach

1 A least-square fit is applied

χ2 =
∑

i=1

(
Rdata

i − R̂i (mτ )

∆Rdata
i

)2

. (17)

2 R̂i (mτ ) is the theoretical fit function with Jτ . The expected mτ can be
determined from the minimum value of χ2.

3 To quantify the significance of the Jτ , another fit is performed by excluding the
σ̄Jτ in R̂i . This leads to a new minimum value χ2

without Jτ
at a new τ mass.

4 The significance of the Jτ atom can be calculated from ∆χ2
Jτ

= χ2
without Jτ

− χ2.
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Determine energy points

1 A least-square fit is applied

χ2 =
3∑

i=1

χ2
i =

3∑

i=1

(
Rdata

i − R̂i (mτ )

∆Rdata
i

)2

, (18)

2 Where Rdata
i =

Ndata
X+Y−/E , i

Ndata
µ+µ−, i

and ∆Rdata
i is its statistical uncertainty (the systematic

uncertainty is discussed below).

3 The values of χ2
i

Li
are relatively large at W = 3552.56 and 3555.83 MeV.

4 An additional energy point of 3549.00 MeV is needed to obtain the whole
lineshape of the e+e− → X+Y− /E cross section.
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Numbers of the events

3

global factors of about 2 × 10−5 here. With mτ = mPDG
τ131

and δW = 1 MeV [33], the cross sections σatom(mPDG
τ ),132

σcon.(mPDG
τ ), and σtotal(mPDG

τ ) are shown in Fig. 1.133

W (MeV)
3550 3555 3560

5−10

3−10

1−10

10

310

σatom(mPDG
τ )

σcon.(mPDG
τ )

σtotal(mPDG
τ )

σ
(p

b)

2mτ

FIG. 1: Cross sections σatom(mPDG
τ ), σcon.(mPDG

τ ), and σtotal(mPDG
τ ) as

functions of center-of-mass energy W. The black vertical line shows
the τ+τ− mass threshold.

Next, we estimate the sensitivity of observing the Jτ(nS ) at134

a future high luminosity facility such as the super tau-charm135

facility (STCF) in China [33] and the super charm-tau factory136

(SCTF) in Russia [38]. To determine which energy points137

are optimal for the study, we use the χ2 values per integrated138

luminosity as139

χ2
i

Li
=

(σtotal
i (mPDG

τ ) − σcon.
i (mτ))2 · εX+Y− /E

σtotal
i (mPDG

τ )
, (7)

where σtotal
i (mPDG

τ ) = σ(W,mτ,Γτ, δW ) in Eq. (1) is the to-140

tal cross section for energy point i assuming mτ = mPDG
τ ,141

σcon.
i is the cross section when only the continuum is included142

in Eq. (2), εX+Y− /E = 8% is the reconstruction efficiency of143

e+e− → X+Y− /E events [22, 33], and Li is the integrated lu-144

minosity. The reconstruction efficiency is estimated based on145

Monte Carlo simulations, where KKMC [34, 35] is used to146

simulate the production of τ pairs, and TAUOLA [36, 37] is147

used to generate all the τ decay modes. Note that in the cal-148

culation of σcon.
i (mτ), mτ is allowed to vary so that χ2

i
Li

has dif-149

ferent values at each energy point. Here, we choose the best150

solution by minimizing the value of Σi
χ2

i
Li

within the region of151

3.54 < W < 3.56 GeV. In the end, we find the values of χ2
i
Li

152

are relatively large at W = 3552.56 and 3555.83 MeV, and153

that at 3552.56 MeV is about half of that at 3555.83 MeV. Be-154

sides the above two energy points, an additional energy point155

of 3549.00 MeV is needed to obtain the whole lineshape of156

the e+e− → X+Y− /E cross section.157

We determine how large data samples are required in or-158

der to observe the Jτ(nS ) at W = 3549.00, 3552.56, and159

3555.83 MeV by performing 105 sets of simulated pseudo-160

experiments with the reconstruction efficiencies of εX+Y− /E =161

(8.0 ± 0.2)% [22, 33] and εµ+µ− = (45.00 ± 0.01)% [33, 39],162

and other quantities used in Eq. (3). The numbers of expected163

events for e+e− → X+Y− /E and e+e− → µ+µ− in simulated164

data samples are determined by Ndata
X+Y− /E = σtotal(mPDG

τ ) · L ·165

εX+Y− /E and Ndata
µ+µ− = σµ

+µ− · L · εµ+µ− . The statistical uncer-166

tainties of Ndata
X+Y− /E and Ndata

µ+µ− are the square roots of them. For167

e+e− → X+Y− /E at W = 3549.00 MeV, since the signal yield168

(N) is small, the statistical uncertainty of N is estimated with169

the Bayesian approach implemented in the Bayesian Pois-170

son Upper Limit Estimator at a 68.27% confidence level [40],171

where the number of expected background events is zero. The172

numbers of expected events and the statistical uncertainties173

for e+e− → X+Y− /E and e+e− → µ+µ− in the simulated data174

samples are summarized in Table III, where the integrated lu-175

minosities are optimized and determined based on the χ2 value176

to estimate the Jτ(nS ) signal significance reaching a 5σ level177

(discussed below). For each set of pseudoexperiment, we gen-178

erate randomly the numbers of events (Ndata
X+Y− /E, i and Ndata

µ+µ−, i,179

i = 1, 2, and 3) according to Poisson distributions.180

TABLE III: Numbers of e+e− → X+Y− /E and µ+µ− events and their
statistical uncertainties in the pseudoexperiments with mτ = mPDG

τ .

i Li/fb−1 Wi/MeV Ndata
X+Y− /E, i Ndata

µ+µ− , i

1 5 3549.00 0.1+1.2
−0.1 (1.1764 ± 0.0003) × 107

2 500 3552.56 (8.772 ± 0.009) × 105 (1.17394 ± 0.00003) × 109

3 1000 3555.83 (2.4052 ± 0.0005) × 107 (2.34331 ± 0.00005) × 109

A least-square fit is applied to each set of the181

pseudoexperiment pseudoexperiments with182

χ2 =

3∑

i=1


Rdata

i − R̂i(mτ)

∆Rdata
i


2

, (8)

where Rdata
i =

Ndata
X+Y− /E, i

Ndata
µ+µ− , i

and ∆Rdata
i is its statistical uncertainty183

calculated from those of Ndata
X+Y− /E, i and Ndata

µ+µ−, i; R̂i(mτ) is the ex-184

pected ratio at the τmass mτ to be determined from the fit. The185

fit to one pseudoexperiment is shown in Fig. 2(a), and the cor-186

responding contribution from the Jτ(nS ) atom cross section187

(σatom) is shown in Fig. 2(b). For 105 sets of simulated pseu-188

doexperiments, the average value of χ2/ndf is 0.7/2, where189

ndf is the number of degrees of freedom. This indicates a190

very good fit to the simulated data samples.191

By removing the Jτ(nS ) atom contribution in calculating192

R̂i(mτ) and refiting the data, we find a much poorer fit quality193

(the average value of χ2/ndf is 51/2 for the 105 sets of sim-194

ulated pseudoexperiments) and the difference in the χ2s mea-195

sures the statistical significance of the Jτ(nS ) signals. Fig-196

ure 3 shows the normalized distribution of the statistical sig-197

nificances in all the pseudoexperiments. We conclude that in198

the scenario of taking 5 fb−1 data at 3549.00 MeV, 500 fb−1
199

at 3552.56 MeV, and 1000 fb−1 at 3555.83 MeV as indi-200

cated in Table III, we have a 96% chance of discovering the201

Jτ(nS ) with a statistical significance larger than 5σ and an al-202

most 100% chance of observing it with a significance larger203
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Determine χ2 and mτ

1 A least-square fit is applied

χ2 =
3∑

i=1

(
Rdata

i − R̂i (mτ )

∆Rdata
i

)2

, (19)

2 Where Rdata
i =

Ndata
X+Y−/E , i

Ndata
µ+µ−, i

and ∆Rdata
i is its statistical uncertainty.

3 And R̂i (mτ ) is the expected ratio at the τ mass mτ to be determined from the fit.
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Ratio of the events

W (MeV)
3550 3552 3554 3556

9−10

8−10

7−10

6−10

5−10

4−10

3−10

2−10
-1L dt = 1.505 ab∫

W (MeV)

3552 3553 3554 3555 3556

0.994

0.996

0.998

1

1.002

R

Rwithout Jτ/R
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The cross section of Jτ

W (MeV)
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 d
t 

= 
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5 
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∫
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The statistical significance distribution in 105 sets pseudoexperiments

Significance 
2 4 6 8 10 12

P
ro

ba
bi

lit
y

0

0.05

0.1

-1L dt = 1.505 ab∫

(σ)

-1L dt = 1.505 ab∫
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The significance of Jτ (nS) as a function of mNatural
τ −mPDG

τ .
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The significance of Jτ (nS) in 105 sets pseudoexperiments

1 The average value of χ2/ndf is 0.7/2 with Jτ (nS), and 51/2 without Jτ (nS).
2 Taking into account the systematic uncertainties, the average signal significance

of Jτ is 6.7σ, which is 6.8σ without systematic uncertainties.
3 We conclude that in the scenario of taking 5 fb−1 data at 3549.00 MeV, 500 fb−1

at 3552.56 MeV, and 1000 fb−1 at 3555.83 MeV, we have a 96% chance of
discovering the Jτ (nS) with a statistical significance larger than 5σ and an almost
100% chance of observing it with a significance larger than 3σ.

4 These data samples correspond to 350 (175) days’ runtime at the STCF(SCT).
5 If the δW is reduced to 0.1MeV, the required integrated luminosity is only 66 fb−1.
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mτ

1 With these data samples, a high precision τ mass is obtained

mτ = (1 776 860.00 ± 0.25 (stat.)± 0.99 (syst.)) keV.

2 The fit with the Jτ (nS) contribution removed gives a shift of −4 keV relative to
the nominal fit with both the bound state and continuum contributions.
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The systematic uncertainties σmτ

1 The uncertainty of the energy scale W is estimated according to the VEPP-4M,
which had a characteristic uncertainty of 1.5 keV in the beam energy in the ψ(2S)
mass scan (hep-ex/0306050). The uncertainty of W2 (W3) is estimated to be
1.5

√
2 = 2.12 keV, leading to 0.72 (0.35) keV in σmτ .

2 σmτ from energy spread and energy scale are 16 keV and +22
−86 keV from BESIII

(1405.1076), and 25 keV and 40 keV from KEDR ( JETP Lett. 85 (2007)
347-352). Take the maximum ratio of 16/22 ∼ 0.73, leading to
0.73 ×

√
0.722 + 0.352 =0.59 keV in σmτ .

3 εX+Y− /E = (8.0 ± 0.2)% lead to 0.04 keV in σmτ .
4 By exchanging the NLO correction with the NNLO correction in the calculation of

the e+e− → X+Y− /E cross sections, which is included in 0.07 keV in σmτ due to
the theoretical accuracy.
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The systematic uncertainties σmτ

5

is listed in Table IV. Taking into account the systematic uncer-258

tainties mentioned above, we obtain an average signal signif-259

icance of the Jτ of 6.7σ, which will be 6.8σ if the systematic260

uncertainties are not taken into account.261

TABLE IV: The systematic uncertainties of the mτ (σmτ ) in keV.

Sources σmτ/keV

Energy scale of W2 0.72

Energy scale of W3 0.35

Energy spread δW 0.59

Efficiency 0.04

Theory 0.07

Systematic uncertainties 0.99

The value of mNatural
τ may be different from the central value262

of mPDG
τ = 1776.86 MeV [18]. We examine the statistical sig-263

nificance of the Jτ(nS ) signals as a function of the difference264

mNatural
τ −mPDG

τ as shown in Fig. 4, and find that the uncertainty265

in mτ remains unchanged, since it is mainly determined by the266

beam properties.267

To conclude, the novel method proposed in this Letter is268

summarized as follows: (1) In contrast to the process e+e− →269

Jτ → µ+µ− proposed in Ref. [20], the continuum contribu-270

tions are much smaller and the selected τ pair candidate sam-271

ple is very pure in the process e+e− → Jτ → τ+τ−. The signal272

to background ratio in e+e− → Jτ → τ+τ− is improved drasti-273

cally. (2) We propose to measure the relative rate R = NX+Y− /E
Nµ+µ−

274

rather than the absolute cross section so that the uncertainties275

are controlled at a low level since those in VP, ISR, and lumi-276

nosity determinations are canceled. (3) The mτ is taken as a277

free parameter to be extracted from the experimental data. A278

high precision mτ measurement can be achieved at the same279

time.280
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FIG. 4: The significance of Jτ(nS ) as a function of mNatural
τ − mPDG

τ .

In summary, we show that the τ+τ− atom with JPC = 1−−,281

Jτ, can be observed with a significance larger than 5σ with a282

1.5 ab−1 data sample at the proposed high luminosity experi-283

ments STCF and SCTF, by measuring the cross section ratio284

of the processes e+e− → X+Y− /E and e+e− → µ+µ−. With the285

same data sample, the τ lepton mass can be measured with a286

precision of 1 keV, a factor of about 100 improvement over287

the existing world best measurements.288
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1.5 ab−1 data sample at the proposed high luminosity experi-283
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precision of 1 keV, a factor of about 100 improvement over287
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TABLE VIII: Summary of the τ mass systematic errors.

Source ∆mτ (MeV/c2)
Theoretical accuracy 0.010
Energy scale +0.022

−0.086

Energy spread 0.016
Luminosity 0.006
Cut on number of good photons 0.002
Cuts on PTEM and acoplanarity angle 0.05
mis-ID efficiency 0.048
Background shape 0.04
Fitted efficiency parameter +0.038

−0.034

Total +0.094
−0.124

fit, we extract PID efficiencies and mis-ID rates from se-
lected data control samples of radiative Bhabha events,
J/ψ → ρπ, and cosmic ray events, correct the selection
efficiencies of the different τ pair final states and prop-
agate these changes to the event selection efficiencies ǫi.
We then refit our data with these modified efficiencies.
The difference between the fitted τ mass from these two
fits, 0.048 MeV/c2, is taken as the systematic error due
to misidentification between different channels.
h. Background Shape In this analysis, the back-

ground cross section σB is assumed to be constant for
different τ scan points. The background cross sections
have also been estimated at the last three scan points by
applying their selection criteria on the first scan point
data, where the τ pair production is zero. After fixing
σB to these values, the fitted τ mass becomes:

mτ = (1776.87± 0.12) MeV/c2, (18)

The fitted τ mass changed by 0.04 MeV/c2 compared to
the nominal result.
i. Fitted Efficiency Parameter The systematic un-

certainties associated with the fitted efficiency parameter
are obtained by setting RData/MC at its ±1σ value and
maximizing the likelihood with respect to mτ with σB
= 0. This method yields changes in the fitted τ mass
of ∆mτ =+0.038

−0.034 MeV, which is taken as the systematic
uncertainty.
j. Total Systematic Error The systematic error

sources and their contributions are summarized in Ta-
ble VIII. We assume that all systematical uncertainties
are independent and add them in quadrature to obtain
the total systematical uncertainty for τ mass measure-
ment, which is +0.10

−0.13 MeV/c2.

VII. RESULTS

By a maximum likelihood fit to the τ pair cross section
data near threshold, the mass of the τ lepton has been
measured as

mτ = (1776.91± 0.12+0.10
−0.13) MeV/c2. (19)

)2 mass (MeV/cτ
1766 1768 1770 1772 1774 1776 1778 1780

This work
PDG12
BABAR
KEDR
BELLE
OPAL
CLEO
BES (96’)
ARGUS

+0.16
-0.181776.91

+0.16
-0.161776.82

+0.43
-0.431776.68

+0.30
-0.281776.81

+0.38
-0.381776.61

+1.90
-1.901775.10

+1.50
-1.501778.20

+0.31
-0.281776.96

+2.80
-2.801776.30

FIG. 7: Comparison of measured τ mass from this paper with
those from the PDG. The green band corresponds to the 1 σ
limit of the measurement of this paper

Figure 7 shows the comparison of measured τ mass in
this paper with values from the PDG [7]; our result is
consistent with all of them, but with the smallest uncer-
tainty.
Using our τ mass value, together with the values of

B(τ → eνν̄) and ττ from the PDG [7], we can calculate
gτ through Eq. 1:

gτ = (1.1650± 0.0034)× 10−5 GeV−2, (20)

which can be used to test the SM.
Similarly, inserting our τ mass value into Eq. 2 , to-

gether with the values of τµ, ττ ,mµ,mτ , B(τ → eνν̄) and
B(µ→ eνν̄) from the PDG [7] and using the values of FW

(-0.0003) and Fγ (0.0001) calculated from reference [1],
the ratio of squared coupling constants is determined to
be:

(
gτ
gµ

)2

= 1.0016± 0.0042, (21)

so that this test of lepton universality is satisfied at the
0.4 standard deviation level. The level of precision is
compatible with previous determinations, which used the
PDG average for mτ [30].
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Summary

1 We show that the τ+τ− atom can be observed with a significance larger than 5σ
with a 1.5 ab−1 data sample at STCF or SCTF, by measuring the cross section
ratio of the processes e+e− → X+Y− /E and e+e− → µ+µ−.

2 With the same data sample, the τ lepton mass can be measured with a precision
of 1 keV, a factor of 100 improvement over the existing world best measurements.

3 We propose to measure the relative rate R =
NX+Y−/E

Nµ+µ−
rather than the absolute

cross section so that the uncertainties are controlled at a low level since those in
VP, ISR, and luminosity determinations are canceled.
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