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* Introduction to our organization and the Versal project

* Progress on fundamental studies.
* PAMA4 data link, PCle, Al engine, DPU.

 HLS, ML, Al engine: roadmap of FPGA methodology
* International collaborations

* TYL/FIJPPN: Japan-France collaboration project
* DRD7.5a
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Introduction to Collider Electronics Forum (CEF)

* Collide Electronics Forum (CEF):
« Within Instrumentation Technology Development Center (ITDC) of KEK IPNS.

* Motivated to provide a platform of common development on the electronics devices with
new technologies for future collider experiments.

« Established by M. Tomoto-san, M. Tanaka-san and Y. Ushiroda-san in 2022, mainly within
E-sys, Belle Il, and Energy Frontier groups of KEK IPNS.

* Research proposal from each group can be made and discussed.
Then the works of the project will be shared with the members in the forum.

* We will also promote the collaboration with other experimental groups.

« Communication with SPADI-A: Unified DAQ system design for nuclear experiments in
Japan.

e Our activities can be found at https://kds.kek.jp/category/2369/

 Core members: from ATLAS, E-sys, Belle Il and ALICE/EIC
« ATLAS: M. Tomoto (KEK), K. Nagano (KEK), J. Maeda (Kobe), Y. Horii (Nagoya)
 E-sys: R. Honda, M. Tanaka, Y.-T. Lai
* Belle II: T. Koga, S. Yamada, Y. Ushiroda (KEK)
* ALICE/EIC: T. Gunji (CNS)
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Application of FPGA in HEP experiments

* Belle Il Central Drift Chamber (CDC):

Front-End _
CDC  sense Electronics Oﬁ’_t'ial
in

-

* Collect TDC and ADC
waveform info.
e Zero suppression.

* For these application of FPGA device:
* New technology for data transmission?
* New technology for logic design in FPGA?

* Impact on each aspect for experimentalists?
For TRG, DAQ, or FEE?

DAQ

Data readout / collector HLT / storage

lllllll

PCle / GbE

 Data collection.
* Data formatting.
* (Pre-)event building.

3 3
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L1 Trigger

* Real-time complicated
trigger algorithm for
tracking / clustering /
decision.
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Application of FPGA in HEP experiments (cont'd)

Our target: Study the latest COTS FPGA devices
and their associated new technologies for possible
application and upgrade in different aspects of HEP
experiments.

Data Link FPGA
(Trigger)
: FPGA
Data Link
° (Readout)
e o
//// |
»
* FPGA - FPGA transmission: y
* Optical link with FPGA MGT
and optical modules. - Strong FPGA devices with:
* Non-Return-to-Zero (NRZ2). * Larger number of cells.

Different encoding based on
protocol design purposes.

« Larger data bandwidth.

* Hardware acceleration:

* Not only CPU, but also GPU
and FPGA.

* Acceleration on software-
based calculation.

4

—» High-level

* FPGA - server transmission:

e Data transmission and
system slow control.

* GbE, PCl-express, VME,
etc.

* PCI-Express is the most

are critical for the usage in: _
e.g. 8B/108 and 64B/66B. * TRG: complicated algorithm E%F:glfc; %nKLTgvéaiilyéb
* <10 Gbps for DAQ. implementation. and Belle I ’ ’
» <25 Gbps for TRG. * DARQ: collect and process large '
data.
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L1 Trigger system

* For TRG purpose, complicated algorithm is implemented to process detector raw data
in real-time.

« Larger number of cells: improve the logic itself, resolution of triggering, and reduce the
background rate.
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Trigger device for Belle Il and ATLAS

* For TRG purpose, complicated algorithm is implemented to process detector raw data in
real-time. Utilization of machine-learning in the logic design became a trend recently.

e Strong FPGA with large resource: improve the logic itself, resolution of triggering, reduce the
background rate, and perform everything within a latency limit,

Belle 1l UT4

Belle Il T3 a0 ATLAS Muon Trigger processor

ooooo

/
/)
s

TR

Xilinx Virtex-6 Xilinx UltraScale Xilinx UltraScale+

11.2 Gbps with 64B/66B 25 Gbps with 64B/66B GTH,GTY:16.8 Gbps
with 64B/66B
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DAQ system

Belle Il
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HLT (Belle 1)

* HLT: Computing servers with reconstruction

software.

* |n Belle II: HLT software = offline software.

* How about the options other than CPU?

- GPU?
* FPGA hardware acceleration?

PCle40 readout board
+ readout PC

' Processing
System | power / HLT Price (¥) / HLT unit Ratio
unit
CPU i N v XILINX
(Intel Xeon | 480 cores 18,000,000 ~6.5 VITIS.HLS a VITIS
E5 2660)
GPU: ~180,000 x 12 = ® Program @ Translate into e Start fitter ® Evaluation
GPU 12 GPU 2,160,000 application solution  Verilog/VHDL
(GeForce |GPU :CPU ~ Server: 600,000 x 3 = ~1.5 FPGA language
RTX 3090) 40:1 1,800,000
Total : 3,960,000 Event e Full event (]
building | [TTeNG| | a1 time Al g8
[ =
FPGA FPGA card : ~300,000 x 5 = 3 9 Y %
(VCK5000, | 5 FPGA card 1,500,000 .
Versal Versal : CPU Server: 600,000 x 2 = 1 Al
ACAP ~100:1 1,200,000
VC1902) Total : 2,700,000
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FPGA/GPU
accelerator

Simulation data

Processed data
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New technologies for TDAQ in HEP

* FPGA device:
e COTs, ACAP, SoC, such as Xilinx Versal, RFSoC, etc.

* High-speed serial data transmission:
* From Non-Return-To-Zero (NRZ) to Pulse-Amplitude-Modulation (PAM4)
* Optical module: QSFP, FireFly, other EOM.

* Data readout:
* PCI-Express: PCle40 (Gen3), PCle400 (Genb), FELIX (Gen4), Versal (Genb)
* Ethernet

* Algorithm in FPGA:
* High-Level-Synthesis (HLS), ML inference, etc.
« Xilinx Versal Al engine

 Hardware acceleration:
« Xilinx Versal and Alveo acceleration card, Deep Processing Unit (DPU)
- GPU

2024/10/24 Yun-Tsung Lai (KEK IPNS) @ 2024 CEPC workshop



Versal project @ CEF

* Our project is mainly based on the Xilinx Versal series of ACAP.
* KEK together with Japanese HEP community purchased a few evaluation Kits.

* Plan: Common and general studies on the new technologies for future electronics
device's R&D. Now we plan to use Versal for L1 TRG, DAQ or HLT purpose.

* The features of different Versal series ACAP:
* Al engine: convenient interface to implement ML core into firmware.

* High Bandwidth Memory (HBM).

 Larger number of cells + High transmission bandwidth. CPU

Recently announced, features hyper integration of fast memory,

secure data, and adaptive compute for memory bound, compute

intensive, high bandwidth applications.

The foundational Versal® ACAP
series, providing a wide range of

Delivers breakthrough Al inference Delivers over 4X Al performance/watt
and wireless acceleration with Al vs. leading GPUs for power- and

Engines that deliver over 100X greater thermally-constrained edge devices with broad applicability

compute performance than today’s applications, accelerating the whole across multiple markets.
server-class CPUs. application from sensor to Al to real-

time control.

SCALAR
ENGINES

DUAL-CORE
ARM CORTEX -AT72
APPLICATION
PROCESSOR

DUAL-CORE
ARM CORTEX-RSF

PLATFORM
MANAGEMENT
. OLLER
i ponTROL

Breakthrough integration of
networked, power-optimized cores on

an adaptable platform for the most

FPGA Al

ADAPTARLE TNTELLVGENT
ENGINES ENGINES

[N}

VERSAL®
ADAPTABLE
HARDWARE

e

100G YIDED DS
| MULTIRATE | pECODER

\ it
Gbis \ ETHERNET L e
\ 2 CORES | -

challenging compute and networking SO u rce X| | | nx We bS|te

applications.
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Versal project: General plan

* Our goal: R&D of a new general FPGA device using the Versal ACAP.
« AL1TRG, DAQ, or HLT device, and also general for different experiments.
* One clear target is UT5 for L1 TRG of both Belle Il and ATLAS.

1% year:

Study the properties of the fundamental functionalities with the kits:
« GTM (PAM4), PCle Genb5, Al engine, DPU, etc.
Prepare basic application for each of them for other members.

Here we are now with r
VPK120 and VCK190.

2" year:

Make general transmission protocols for GTM (PAM4), PCle Gen5, and do
performance study.

Implement various Trigger algorithms (Belle Il, ATLAS, etc).
Connect to existing systems to take real-time data and check performance.

3" year:

Future universal device: L1 TRG, DAQ readout, or HLT.
» Discussion.

* Schematic/PCB design for the prototype boards.

« Test with experiments people.

2024/10/24
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Test benches of Versal kits @ KEK E-sys

* Now we have both VPK120 and VCK190 test benches at KEK E-sys group with host servers.
* They are opened and shared with our colleagues in CEF.

PC side: PCle Gen5 x16 slot

PC side: PCle Gen4 x8 slot

VPK120 test bench: VPK120 connection VCK190 test bench:
2023 summer to Belle Il UT4 2024 March
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New technology in Versal FPGA: PAM4, PCle, Al engine

source:; Xilinx

* Pulse Amplitude Modulation (PAM4):

* Four distinct voltage levels to break through the limit

of Non-Return-to-Zero (NRZ), which is ~25 Gbps.
* Using VPK120 to study it.

* Suitable for high-speed link in L1 TRG.
Hope to be pioneer to use it in future TRG board.

* PCle Genb:
* PCle has been popular option in HEP.

* ALICE, LHCb and Belle Il has been using PCle40 (Gen3).

« Study the properties of newer generation of PCle

Limit: ~25 Gbps

is beneficial for the future readout device's development.

* Using VPK120.

* Al engine: A new technology for data processing.
* Help for our algorithm construction in TRG.

(Non-Return-to-Zero)

NRZ PAM4

(Pulse Amplitude Modulation)

SELEIR:

Four distinct voltage levels.

Two bits per clock cycle.

* C programmable. - [

* Together, we study many options of HLS
and ML inference in FPGA, and their

Al Engine Tile

N

performance in different TRG algorithms.

ISA-Based VLIW
Vector Processor

« Using VCK190.

!
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Data transmission with VPK120

« GTYP: PCle 5.0 (16) and FMC+ (8)
 1.25~ 32.75 Gbl/s.
* Various encoder supported.
* Tested with the dual QSFP28 FMC module

Dual QSFP28 FMC

QSFP-DD-SR8

from HitechGlobal company. - SISEM  gem okt

. GTM: QSFPDD (8*2)
° N RZ IEEE Std1588 (eCPRI)

Controller
Controller ATX Power
FMC+ QSFP-DD XCZUAEG  “cipermet Connector

—— Power Switch

Power Connector

Mode Pin
DIP Switch (SW1)
SMA Connectors

9.5~15,19 ~ 29 Gb/s.

° PAM4: Versa\g@?:; SMTs
e 19~ 30, 38 ~ 60 Gbh/s HeBipe A LAKT LPDDR4
* 76 ~ 112 Gb/s: "Half density mode"  vesson — (ox200)
by combining two lanes. e
y 9 VPK120

2024/10/24

No enCOding 5 SUpported- (Sgitnuesérﬁgrs) pC‘eGe”“ rjsu\;g;i(ﬁSEVSVAZ?SSACAP
Need to be make them manually in RTL.
Tested with QSGP-DD-SR8 from FS company.
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Protocol development and connection test

 For GTM, we made a new generalized protocol with raw mode (no encoding).
« Similar logic to my Belle Il TRG protocol design.

e (de)scrambler for DC balance.
* Tested to be stable for both NRZ and PAMA4.

* Using this new generalized protocol, connection test (25 Gbps x4, NRZ) between Belle Il UT4
and VPK120 has been also tested. Stable in few hours.

Belle Il UT4 /

The same 156.25 MHz
clock source

Belle Il UT4
(UltraScale):
4 GTY lanes

via QSFP28 - 5
25 Gbps x4 ' ‘ NG

2 directions. // VPK120: 4 GTM lanes

N AN via QSFP28
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Transmission test with PAM4 and QSFPDD

* We have successfully tested the real transmission with PAM4 and QSFPDD:
* QSFPDD-SR8 with MPO16, from FS company.
53.125 Gb/s x 16 lanes.

- 3-day BERT, Our self-designed protocol, PRBS16: .
BER of the worst lane: 9.0 x 10-14

16-lane combined BER: 6.7 x 10°

e Only this line rate is supported.

* Based on our experience, NRZ is usually O(10-1%)
* Latency: 210~240 ns

* This BER for PAM4 looksl acceptable.

IBERT GTM Real-Time Scan Plots

Amplitude (%)

BERT_0,Quad_205.CH_1

Amplitude (%)

] 1400 2800 4200 5600 0 68000 136000 204000 272000 1218 1421 1624
ES Sample

PRBS16 ﬁgtterns

aveform - hw_ila_4

+ =P D BB A QX ¥ of 4[M| = 2 o of T X
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Optical transceiver

R&D on the new trigger device UT5 is our target, so the options on hardware spec. is important.
* QSFPDD with MPO-16 is one of the options: 8 pairs of link, so save the space on the circuit.
* Also, QSFP56 with MPO-8 can be considered: still 4 pairs.

* To use PAM4, only a fixed data rate is supported.

Samtec company: Flrefly connector:
* New product supporting PAM4. Will be released soon.
* Mainly NRZ products.

AlOcore company @ Tokyo:

 Embedded Optical Module.

* PAM4 version: under development

* E-sys group has collaboration with them.

* Interested in its radiation hardness, and connection
to other modules.

/o AIO
/ \CORE

Versal GTM is a good driver device to probe for other optical devices, so we should try.
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PCle-CPM test with Versal kits

Hardware ? _ O X  DDRMC-DDRMC1  x DDRMC-DDRMC2 x
== = Status Margi
Name Status . req 0) " Chart ( )-C
v 9 Quad 102 (4) ] Status | Status Registers Table (Freq 0) -Left Aligned | Chart (Freq 0) - Ce
by CH_O 15.987 Gbps Name: DDRMC_2 Q = S Read Mode v Simple P
e Fa CH_L 15.977 Gbps Calibration Status: PASS Name Left Margin (taps) Center Point (t
bg CH 2 15.97 Gbps ~
 CPM-PCle example from Xilinx: XTP712 i g Cove
. g CH_3 15.954 Gbps  Byte 0
v 9 Quad_103 (4) Gate Tracking Status:  Running Nibble 0 -
. . . b4 CH_O 15.973 Gbps Message: No errors detected during calibration. Nibble 1 61
* CPM: building block design for PCle Y onel
. b CH_2 15.98 Gbps Nibble 0 62
. . - ba CH3 15.984 Gbps Nibble 1 62
DDRMC_L (LPDDR4) (<00] @ PASS “
with integrating DMA, CIPS, NOC, etc. - rie cotbravon e
y ] ] DDRMC_2 (LPDDR4) (<130; @ PASS " st Nibble 0 62
DDRMC_3 DISABLED ~ =35 stus Nibble 1 62
¢ > CAL_STAGE.01_FO_PHY_BISC Pas A
° | )C I e G e n 4 X8 . CAL_STAGE.02_FO_MEM_INIT Pas v Bed
. Properties ?_0KX CAL_STAGE.03_FO_LPDDRA_CS_CA TRAIN Pas Nibble 0 sL
. n CAL_STAGE.04_FO_DQS_GATE_CAL Pas Nibble 1 60
GTYP links are up. 16 Gbps per lane
. . clect an object to see propertie CAL STAGE,06_FO_READ_DQ_CAL Pas: Nibble 0 o4
P - v Nibble 1 64
Tcl Console | Messages | Serial I/0 Link: 1
Q = 2 +
- e ig DFE Enabled  Inject Error  TXReset  RXReset  RXPLLStatus  TXPLLStatus  LoopbackMode  Termination Voltage e TXUSERCLKFreq  RXUSERCLKFreq T
« Driver software: QDMA, also a Xilinx IP.
. ' . v @9 [Cmes ] [res ) [rese] - eoome - - v
v ) Locked Locked ~  800mv v v 499,512 499.292 U
v &) Locked Locked ~  800mv v v 499,512 499.202 U
v &) Locked Locked ~  800my v v 499,072 498,779 U
v v Locked Locked v 800mv v v 499,292 499.438 U
v &) Locked Locked ~  800mv v v 498.413 499.365 U
v %) Locked Locked ~  800mv v v 498,413 499.585 U
v &) Locked Locked ~  800mv v v 498.486 498,560 U
v v Locked Locked +  800mv . . 498,560 488512 U

[root@cefOl linux-kernell]# ./bin/dma-ctl dev list

qdma02000 0000:02:00.0 max QP: 0~7

qdma02001 0000:02:00.1 max QP: -~-

qdma02002 0000:02:00.2 max QP:

dma02003 0000:02:00.3 max QP: @, -~-

’ [root@cef0l linux-kernell# ./bin/dma-ctl qdma®2000 q add idx 0 dir bi
dma-ctl: Warn: Default mode set to 'mm'

VPK]‘ZO qdma02000-MM-0@ H2C added.

Genb x 16 qdma02000-MM-0 C2H added.

Added 1 Queues.

[root@cef@l linux-kernell# ./bin/dma-ctl qdma02000 g start idx 0 dir bi

dma-ctl: Info: Default ring size set to 2048

1 Queues started, idx 0 ~ 0.

1 Queues started, idx 0 ~ 0.

[root@cef@l linux-kernell# ./bin/dma-to-device -d /dev/qdma02000-MM-0 -s 32

size=32 Average BW = 177.377688 KB/sec

[root@cef@l linux-kernell# ./bin/dma-from-device -d /dev/qdma02000-MM-8 -s 32

size=32 Average BW = 132.445391 KB/sec

[root@cef®l linux-kernell# ./bin/dma-ctl qdma02000 q stop idx O dir bi

VCK190 Stopped Queues 0 -> 0.

Gen4 X 8 [root@cef®l linux-kernel]# ./bin/dma-ctl qdma02000 q del idx 0 dir bi

Deleted Queues 0 -> 0.
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PCle-CPM firmware: Event readout

« State machine of the readout protocol between PC and FPGA.

* Basically, handshake between PC and FPGA to know when is
ready, what is data size, and when to take data.

 Random data size in the data generator.

* Not fully optimized yet: Long waiting time.
* 1 ms waiting time in idle state to repeat. gtate machine design

with ST mode

Card: Determine data wit
random size.
Interval: 1ms.

Card: Write 1 to reg28 to
tell PC to start reading.
Write data size to reg4.

PC: write 2 to the base
addr to tell the card to start
generating evt data.

State machine design ”
with MM mode  oone

BC: get evt size regd. If1
Write 2 to reg8: Data
will be transmitted from
sq[d to ring buffer.

Card: keep checking the
base addr.
Interval: 1ms.

Card: Write 1 to the base
addr to tell PC to start
reading.

Card: Determine evt size:
Write evt data from base
addr + 1.

PC: Read data from
ring buffer, and store it.

PC: keep checking reg28.
Interval: Ims.

If not 2“
fnotl .

Done

PC: get evt size from the
base addr, readout the evt
data, and store it.

PC: keep checking the
base addr.
Interval: 1ms.

Store event data with
random size

If notl‘

512
| 192
root@cef0l:/home/ytlai/versal/dma ip drivers-master 202311/QDMA/linux-kernel/apps/user-readout# ./user-readout d /dev/qdma®2000-MM 512
-2 -c 10
host buffer 0x1008, 0x5558abl41000.
evt filled
1 192 0 64
evt size:384 bytes

(RS RE RS, R R RN R, R, R,
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PCle-CPM firmware: Event exchange

« A data exchange flow is also made for firmware and software.
* For both MM and ST modes.

e 1 eventin -1 event out.

* In order to test the algorithm core logic to be implemented in Versal kits.

* We are going to integrate some algorithms together with this firmware framework to test.

PC

Input
data

Output
data

2024/10/24

Versal FPGA

BRAM

PCI-Express (MM mode)
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Versal Al engine of VCK190

* Design flow with Vivado/Vitis:
* C++ programmable design for Al engine.

* Integrated in PL design.

* Open an example project for VCK190:

* Versal Extensible Embedded system.
with Al engine.

+ Export platform = | £ — =
I = EiEs -
* | SR = Vivado
- :ff,, Get the final firmware project
taking this file xsa file With Al engine, mm2s, s2mm to NOC

LLLLLLLL|
hubu]

Workspace

Al engine component
From example. src, kernel and data.
Algorithm is defined here.

® base_pfm_vck190 [Platform]

HLS Component: mm2s > # mm2s [HLS
with mm2s.cpp
If want to run the system using the Baremetal

HLS Component; s2mm > simple_aie_application [Al Engine] control application via SD carq ar_1d QA
ith 52 ) : /. . need to build up another application in )itis.
with s2Zmm.cpp > @ simple_aie_apziication_system_project

System project Component
for integration

b
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Study on implementation with Al engine

* We have tested with different algorithms implemented on Al engine

buf0 ; buf1
irst
bufod bufid Output: DataOut1 (

. . . ) » HJ _out - |r1{{].\
SI mple arlthmetlc Stream . Memory Memory . Stream .

calculation imple
mygraph

“"core" of calculation
Input: to be connected to PL (AXIS) Multiple core is also fine. output: to be connected to PL (AXIS)

Input: Dataln1 ( I )

leNet:
a CNN model

Xilinx git
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Study on implementation with Al engine (cont'd)

e Simulation and firmware test. FIR filter

Simple arithmetic
e > » BB @ Q X ¥ o K o of |

calculation 4 separated output as .

rila_1 Value 0
e > » H B @ Q 3 X e 4 + of | =T dds_compiler_0_M_AXIS_DATA : Interface
dds_compiler_1_M_AXIS_DATA : Interface
axis_dwidth_converter_0_M_AXIS : Interface
ai_engine_0_MOO0_AXIS : Interface
|_3: ai_engine_0_MOO_AXIS : T Channel
_3: ai_engine_0_MO0O0_AXIS : TVALID
_3: ai_engine_0_MOO_AXIS : TREADY
_3: ai_engine_0_MOO0_AXIS : TLAST

b_dwidth_converter_ 0_M_AXIS : Interface
Engine_0_MO0O0_AXIS : Interface
ai_engine_0_MO0O0_AXIS : T Channel
: ai_engine_0_MO00_AXIS : TVALID
: ai_engine_0_MO0O0_AXIS : TREADY
: ai_engine_0_MO0O0_AXIS : TLAST
: ai_engine_0_MO0_AXIS : TDATA i b FT60008 ) F77b
: ai_engine_0_MOO_AXIS : TKEEP f ' i
ign_1_ai_engine_0_0_S00_AXIS : Interface
design_1_ai_engine_0_0_S00_AXIS : T Channe
2 : design_1_ai_engine_0_0_S00_AXIS : TVALI
2 : design_1_ai_engine_0_0_S00_AXIS : TREAD)

2 : design_1_ai_engine_0_0_S00_AXIS : TDATA } 5 ‘ S i m u I a.ti o n fo r
leNet

@ @ WA T

_3: ai_engine_0_MOO0_AXIS 8500792989

_3: ai_engine_0_MOO_AXIS :

4-clock-cycle input

* 1/Ois based on AXI stream.
* Not exactly pipe-line.
* For a simple calculation:

e Latency is 10~20 clock-cycles.

e ~100 ns. (properly mainly 1/O)

* Core logic: processing clock is up to O(GHz).
* More studies will be done.
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Vitis-Al with DPU

* VCK190 has another feature of Deep Learning Processor Unit (DPU), which is a a
configurable computation engine dedicated to convolutional neural networks.

* The design flow does not involve Vivado for PL design. The device is utilized with a small
operation system like a server, and works can be executed in it.

* A higher-level application.

. Ethernet
HDMI to display 10 host PC
Host PC
sshy scp USB camera
UART SD card with pre-built
use RIS image with DPU
UART to
VCK190 host PC
USB camera \HDMI to display
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Vitis-Al with DPU: test

* The environment with docker and DPU setup for VCK190 has been ready.
* GPU quantization.
Image and video processing.
ATLAS top tagging open data.

Study by Chaowaroj "Max" Wanotayaroj (KEK IPNS)

(vitis-ai-pytorch) vitis-ai-user@cef02:/workspace$ python run_quantize.py calib

You will be running as vitis-ai-user with non-root UID/GID in Vitis AI Docker cont.

o o python — 3733 Quantization
Vitis-Al within W e EA———
docker R ——

Docker Image Version:
Vitis AI Git Hash:
Build Date: 2023-06-26
WorkFlow: pytorch

vitis-ai-user@cef02:/workspaces$ i

root@xilinx-vckl190-20222:~/03_vckl190_pytorch_atlas—-top—taggeri# python3 app_mt.p
XAIEFAL: INFO: Resource group Avail is created. :
XAIEFAL: INFO: Resource group Static is created. ATLAS top tagging
XAIEFAL: INFO: Resource group Generic is created. open data

inf> Starting 1 threads...

inf> Throughput=17749.99 fps, total frames = 1000, time=0.0563 seconds

inf> Accuracy= (856/1000)=0.856
root@xilinx-vck190-20222:~/03_vck190_pytorch_atlas—top-tagger# |

:~/V1itis-Al/examples/val library/samples/classification# ./test video classification resnetl8 p 8
[ WARN:0] global /usr/src/debug/opencv/4 5.2-r0/git/modules/videoio/src/cap gstreamer.cpp (1081) open OpenCV | GStreamer warning: C
annot query video position: status=0, value=-1, duration=-1
XAIEFAL: INFO: Resource group Avail is created.
XAIEFAL: INFO: Resource group Static is created.
XAIEFAL: INFO: Resource group Generic is created.
WARNING: Logglng before InitGoogleLogging() is written to STDERR .
11119 10:18:38.351377 1517 demo.hpp:752] DPU model size=224x224 (:Eill]egr;i \[|(’(3()
11119 10:18:38.392418 1517 demo.hpp:752] DPU model size=224x224 .
11119 10:18:38.433463 1517 demo.hpp:752] DPU model size=224x224 processing
11119 :18:38.474534 1517 demo.hpp:752] DPU model size=224x224 -
11119 :18:38.515609 1517 demo.hpp:752] DPU model size=224x224 In [)F)lj
11119 :18:38.556959 1517 demo.hpp:752] DPU model size=224x224
I1119 10:18:38.598032 1517 demo.hpp:752] DPU model size=224x224
11119 10:18:38.639214 1517 demo.hpp:752] DPU model size=224x224
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Algorithm making in FPGA: HLS, ML, Al engine

* Next step, we have many algorithms from Belle II, ATLAS, or so, to play in Versal kits.
« Before that, let's think about the methodologies to do so.

« Considering algorithm implementation:

* HDL logic in firmware.
Depend on the different targets, our selection on

* HLS: software - firmware. _ _ _
: ~  FPGA differs. A strong FPGA? ACAP with Al engine?
* ML inference DPU?

* Al engine.

* Not only the his4dml, HLS tools has much more for ML and non-ML application.
« Similarly, Versal Al engine requires a different design flow to make software/firmware.

« For this part of the work, we generalize the work plan into a roadmap in a technical
perspective.

2024/10/24 Yun-Tsung Lai (KEK IPNS) @ 2024 CEPC workshop



HLS, ML, Al engine: roadmap of FPGA methodology

* Not only what kind of algorithm to design, but also how to design it.

« As a member of KEK E-sys and CEF, we hope to understand the basic utilization on each, and
build a database of such technical knowledge, to support our experimental colleagues.

| Verilog/VHDL |

HLS
software
‘ C++ software ‘ » | Vivado™ HLs
IPcore -
’ : : Synthe5|s soﬂw:lre FPGA firmware (PL)
a— ML v VIVADO! !
QKeras ! IPcore | el
TensorFlow ™"
PyTorch
Keras O S \ ML inference
HLS tool y
/r\ Conifer his|4 ml : - .
CNN?? — gy
GNN??2 " Xsacrirs MFINN | / .
Manual FPGA + Al engine
Y implementation  / (PL)
! Vitis
Hand-writtern > ¥ XILINX
ML in C++ ‘. VITIS. 1T
FensorHew iy
Pytoreh This design flow does ﬂi:
Vitis Al NOT include Vivado for
firmware making in PL. Retitisinc, | =% o
W XILINX .
: iA VITIS, DPU + Al engine
L (no PL)
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HLS, ML, Al engine: roadmap of FPGA methodology

* We are recruiting young student to learn/work with us.
* Now ~50% of the items have been covered.

* We also plan to make a series of hand-on lecture for each of them.

| Verilog/VHDL |

‘ C++ software ‘

ML

TensorFlow

CNN??
GNN??

f QKeras ¥

Keras OPyTorch \

software

/] Vivado™ HLS

4

/" HLS N\

IPcore\|

rs

IPcore |~

ML inference
HLS tool

/r\ Conifer his|4 ml

" Xvecrns nMFINN

Hand-writtern
ML in C++
FensorHow

Pytorch

.y W XILINX
T E Vs

\
\\

Manual
v implementation

Vitis

Vitis Al

2024/10/24 Y

Synthesis software

VIVADO!

This design flow does
NOT include Vivado for
firmware making in PL.

> ¥ XILINX /”
> & vims;

-

>

FPGA firmware (PL)

FPGA + Al engine
(PL)

DPU + Al engine
(no PL)
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Al engine course @ KEK E-sys, in Aug.

* We tried to hold a course about utilization the Al engine in this Aug. at KEK.
» Attenders in Japan and other countries remotely.
» All operations were done using local servers in our laboratory.

« Almost everything is covered: environment setup, Vivado design flow, Vitis design
flow, kernel making, Vitis simulation, hardware test.

* We will try to have more similar course on the other similar FPGA advance skKills.

2024/10/24

* Open an example project for VCK190:
* Versal Extensible Embedded system.
with Al engine.

* Export platform

\

taking this file xsa file

& 5 Get the final firmware project
p— With Al engine, mm2s, s2mm to NOC
;
i T

Vitis building the'hardware ‘

/
N Piatorm /

Al engine component
From example. src, kernel and data.
Algorithm is defined here.

HLS Component: mm2s
with mm2s.cpp

HLS Component: s2mm
with s2mm.cpp

System project Component
for integration

need to build up another application in Viis.
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International collaborations

* European Committee for Future Accelerators hosted a Detector R&D Roadmap
« ECFA DRD, where DRD?7 is the Task-Force for electronics.
* Our CEF Versal project joined the 7.5a working group: COTs for TDAQ backend.
* Y-T. Lai (KEK E-sys) : co-convener of the 7.5a working group

* "Toshiko Yuasa" France Japan Particle Physics Laboratory (TYL-FJPPL):
« Japan-France research collaboration
* We have a project with IJCLab Orsay and CPPM Marseille
* For advance FPGA device application and PCle related study
* PIL.Y.-T. Lai (Japan) - D. Charlet (France)

ECFA DRD7.5a
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Project in TYL/FIPPN: SuperKEK BOR readout

* We plan to prepare a system to readout the waveform of
oscillation from the Bunch Oscillation Recorder (BOR)

* Feature study for sudden beam loss issue.

* IDROGEN + ADC + WhiteRabbit.

* Work plan:
* Optical data link
* PCle readout.

* Oscillating waveform analysis, ML prediction

* Using Versal and PCle40 system.

Plan to put
IDROGEN
+ ADC

+ WhiteRabbit
around here

D

Versal

| gt ot i

PCle40

readout
(PCle or so)
here

S Doavi
. (plznned in 2020)

TSUKUBA
1

1
SuperKEKB Main Ring

e Collaborators: on [ |
» Keisuke Yoshihara (Univ. of Hawaii) ]
. . . 2 e L L PP P T =
b H I rOS h I KaJ I (KE K ACC L) = % = @ : Harizontal Collimatar, KFKR HFR(SMNx104) type = g
1. M : Vertical Collimator, KEKB HER(50%104) type %
1 @ : Horizontal Collimator, SuperKEKB LER(f90x220) type
o Dan Iel Charlet (I‘JCI—ab) D10 iﬁﬁ B : Vertical Collimator, SuperKEKB LER(f30x220) type | bOS
IDE%!;J‘EB @ : Horizontal Collimator, SuperiKEKB LER(f90) tyge f
m FPGA master \QnuaHz @ : Horizontal Collimator, SuperKEKB HER(f20x220) type ‘,’
mndle Wh ite Rab bit: clock [ : Vertical Collimator, SuperKEKB HER(f80x220) type
</ optical link synchronization system
cereal communication < 100pS accuracy
slaves
accelerator beamline A few RFSoC

~1km - 10km
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DRD7.5a: TDAQ backend with COTs

WP 7.1
Data Density &
Power efficiency

WP 7.2
Intelligence
On-Detector

WP 7.3
4D & 5D
Techniques

WP 7.4
Extreme
Environments

WP 7.5
Backend systems

WP 7.6
Complex
imaging ASICs &
technologies

Projects

WP7.4
7.4a Device modelling and development of cryogenic Cl\-‘IOShe‘N“on on 2
Extreme environments S \—\a‘i ‘g?c\o
7.4b Radiation resistance of advanced CMOS nodes DG:\-\G@\ oe™
7.4c Cooling and cooling plates<ovenap with DRDS to be clarified ) dbeﬂo\‘“‘armg
WP7.5 e o
Backend systems and 7.5a DAQOverflow DAC di(z\mo‘e‘“eta“
COTS components 7.5b From FE to BE with 100GbE Reii:«\edbac\ﬂend y
WPT7.6 - 1
cone®

Complex imaging ASICs
and technologies

7.6a Common access to selected imaging technologies‘ o ot "
‘ . . (3
7.6b Shared access to 3D integration cole®® “access“

Go“ \‘\1‘
\p 0o

From Francois Vasey, the 3rd DRD7 Workshop
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DRD7.5a: TDAQ backend with COTs

'y
« 14 sub-groups in 7.5a ‘:_,(_12_:’ Queen Mary

University of London

AN
Science and M
° DRD75a % Technology m o
Facilities Council

« TDAQ backend in HEP experiments

i
lll .
w

(1)
AN
il

* Hardware device: keep pace with C ) . BE"ZES‘E'JE
; NAGOYA Argonne 7= -
COTs technologies (CPU, GPU, FPGA). “tuuwer KEK BIRMINCHAM
» Software/firmware development: ,
generic algorithms, workflows, or E-E BB IR o
design tools for TDAQ real-time processing
* Mainly trigger development. ' . csiIC BAK University of
WARWICK O BRISTOL

Relatively coupled

HLS
ML inference

Physics/ Software/
ys! . Hardware
Algorithm Firmware
< Tracking Software coding « CPU
« Calo clustering ML framework . GPU
« Topology HDL - FPGA

Anomaly detection
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Activities within 7.5a

« Considering the trend, two major types of Trigger systems for real-time processing/filter:
* Avery personal point of view, as the boundary in between is getting vague nowadays.

« Hardware/low-level: Rely on the Keywords: FPGA, PL, HDL, RTL,
FPGA programmable logic (PL) HLS, ML inference (hls4ml, etc),
design based on HDL/RTL logics Versal ACAP, Versal Al engine,

to achieve short-latency quick

processing (in O(us)). short latency in O(us).

Relatively coupled

Physics] Software/ Hardware  ---------

Algorithm Firmware

. High_—level: Software-bas_ed Keywords: Hardware
igrggﬁmgd;‘ﬁo?rﬁn:géi‘t’;’gg o acceleration platforms with
CPU/GPU, FPGA acceleration is CPU/GPU/FPGA, Alveo, Versal
a new application. acceleration card, Versal DPU.
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Collaboration within 7.5a

 How do we work together?

* The physics/algorithm part is mostly dedicated to experiment purpose, so the source
codes might not be suitable to be shared.

* The framework of softwarel/firmware + hardware is expected part to share.
* The major core technique for TDAQ experts.
* The unique core technique from each sub-group.

* Aqgit repository has been prepared for maintenance purpose.
The contribution from each sub-group is under discussion within 7.5a.

Research plan from

-\ each sub-qgqrou
: Physics/ ) // \\ g P
/ N ot | Algorithm T, 7
|
|
|

\
/ ™ id Physics/ \

|

|
. ~ |
{ Physics/ > i < Algorithm, ~
- ") Firmware /s P
Softwarel > | : » 7 Softwarel
Firmware /7| Hardware LN Firmware //

/

Hardware ‘*—————— \l-{ardwaLe/

/ -,
N,

A}

N

The core part to be shared
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Our Veral project @ DRD7.5a

PAM4
(Pulse Amplitude Modulation)

* So here are the works to be shared by our Versal project:

+ Open an example project for VCK190:
* Versal Extensible Embedded system.
with Al engine.

SELEIR

* Export platform

. Four distinct voltage levels.
Two bits per clock cycle.

Y

Get the final firmware project
With Al engine, mm2s, s2mm to NOC

taking this file. .xsa file 3

-— =
Vitis building the’hardware |

/

Al engine component
From example. src, kernel and data.
Algorithm is defined here.

HLS Component: mm2s
with mm2s.cpp

If want to run the system using the Barerfetal
control application via SD card and UAI

HLS Component: s2mm need to build up another application in Vits.

with s2mm.cpp

C++ software

System project Component
for integration

PCle design

PC: write 2 to the base

ML v = \/|\/ADO’ addr to tell the card to start
1 QKeras IPcore v generating evt data.
TensorFlow
) PyTorch
Keras O ! \‘ ML inference
HLS tool

A Conifer his|4/ml . =
CNN?? - 5 e
GNN?? " Xacsis ~MFINN =

Manual FPGA + Al engin
v implementation (PL)

Card: keep checking the
base addr.
Interval: 1ms.

Card: Write 1 to the base
addr to tell PC to start
reading.

Card: Determine evt size:
Write evt data from base
addr + 1.

o

Vitis e
Hand-writtern [ ¥ XILINX

ML in C++ a VITIS B

= Done

PC: get evt size from the PC: keep checking the
FensorFlow iy base addr, readout the evt base addr.
Pytereh This design flow does data, and store it. Interval: 1ms.
Vitis Al NOT include Vivado for
v XILINX firmware making in PL. =l
' a VITIS DPU + Al engin Ifnotl
1Al (no PL)
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* CEF organized a research project "Versal project" for the common R&D of future
universal FPGA device mainly based on the study on Xilinx Versal ACAP.

 Fundamental functionalities with evaluation kits:
 PAM4, PCle, Al engine, and DPU.

« Algorithm implementation and methodologies
* General study on the techniques: HLS, ML, Al engine, and DPU.

» Persist the technical knowledge as a database, and hold hand-on lectures for
experience sharing.

 Plan:

* Implementing various kinds of existing trigger algorithms in Belle Il and ATLAS with
Versal and different skills.

* R&D on the new trigger device UT5.
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