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physics ?

2024 AI index report
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2004:  started BEPCII upgrade, 

            BESIII construction

2008: test run

2009-now: BESIII physics run

•  1989-2004(BEPC):

Lpeak = 1.0 x 1031 /cm2s

•  2009-now(BEPCII)

Lpeak = 1.0 x 1033/cm2s 

(Achieved on Apr. 5th, 2016)

Beam energy: 1.0 - 2.3 GeV

Linac

BESIII 

detector

South

A double-ring collider with high luminosity 

Zoom in IP
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BESIII at Beijing Electron-Positron Collider II

BESIII detector

• Preparing for upgrade (2024-2025)

• More data will be collected



Data processing and analysis at BESIII

4

DAQ->Hits -> reconstruction -> selections and statistical analysis -> physics results extraction
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Collision event

Can we use AI(LLM) to automate the workflow ? 



What is Large Language Model (LLM)

• Large language models (LLMs), normally build on transformer architecture, has 

demonstrated impressive performance in text/code generation

• GPT4o, Gemini, LLaMa3...

• Could be used for HEP studies

• Game changer

5Scientific Reports volume13, Article number: 18562 (2023)

• A foundation model (large, 

computing intensive) + fine 

tuning for each task individually 

(smaller data set)

• For us, open-source foundation 

model + higher level model for 

HEP + fine tuning for BESIII
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https://www.nature.com/srep


Why we need LLM

• More data will be collected after BEPCII-upgrade

• >500 physics results from ~500 people in the past 14 years

• One result normally took ~3 years

• We need a more efficient and automated workflow in order to achieve the goals in 

BESIII white paper 
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Data process workflow at HEP experiment

Accelerator 

control, initial-

state-radiation, 

parton 

showering, 

hadronization, 

NP-correction, 

pileup , et. al.

Data acquisition, fast 

reconstruction, data 

input/output, online 

monitoring, detector 

geometry, detector 

noise, calibration, 

multi-scattering , et. 

al.

Track and vertex 

finding and fitting, 

clusterization and 

reconstruction of jet, 

jet tagging, kinematic 

fit, detector 

calibration, et. al.

Event selection, 

optimizations, 

background 

analysis, 

injection test, 

reweighting, 

correlation 

corrections, et. 

al.

systematic 

uncertainty, 

fitting, 

uncertainty 

propagation, 

radiation and 

VP corrections, 

et. al.

Too complicated, similar lines of code as windows/macOS

Trigger, 

Simulation

Extract 

physics 

variables
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Reconstruction
Statistical 

analysis

Colllision, 

MC 

generator
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Reconstruction
Statistical 

analysis

Colllision, 

MC 

generator

One small task needs : several people + several years !

we have to make it more efficient !
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Why we need LLM

• Major effort in BESIII analysis is spent in writing/testing/updating code/text

• LLM is good at code/text generation !

• Key problems for LLM at HEP

• how to make sure the outputs are reliable? 

• how to avoid hallucinations ?

• Current solutions:

• More accurate and good quality data for training

• More tests and validations

• More proper architecture
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Dr. Sai (赛博士）project for BESIII/HEP

• AI Agent: AI tools capable of autonomously performing complex tasks

• LLM = brain  -> AI agent = human

• AI agent based on Xiwu model (LLM for HEP)

• based on Llama 2/3, will train with BESIII internal data, e.g. memo/drafts, BOSS source 

code, Q-A in hypernews

• One milestone: AI assistant (https://drsai.ihep.ac.cn)

• chatbot, MC generation,  signal extraction, and a navigator inside BESIII  

• Ready for BESIII internal test !

• Final goal: AI scientist, it can analyze the collision data automatically and 

understand the physics behind data

• Developing new AI models, targeting at ~2026-2027
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Dr. Sai

11

• http://www.ihep.ac.cn/xwdt2022/gnxw/hotnews/2024/202

405/t20240510_7157176.html

Main Agents:

• Planner: Planning and tasks decomposition

• Coder: Write BOSS code

• Tester: Using scientific tools for testing

Multi-agents framework is developed based on AutoGen 

Key of this project:

make the results from AI more reliable

• New architecture

• Good quality data

• In-the-fly validation and test
Quantum Computing and Machine Learning Workshop 2024



The brain of Dr. Sai - Xiwu (溪悟）model

• Xiwu: a basis flexible and learnable LLM for HEP

• First version release at April (refer to                          for more details)

• High level model based on open-source foundational LLM, e.g. LLaMa

• First LLM for HEP, version 2 is ready
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arXiv:2404.08001
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Xiwu2: > 100k Q&A,  >2B tokens

https://arxiv.org/abs/2404.08001


Xiwu 2.0 evaluation: result 
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Refer to Siyang’s talks for more details

https://indico.ihep.ac.cn/event/22572/contributions/162795/


The Memory of Dr. Sai - RAG
• Retrieval-Augmented Generation (RAG)

• Most promising solution to avoid hallucinations

• Goal: store private data so no need for retraining

• Current approach: vector store

• Embeddings (BGE-M3 model): 

• Convert input data into vectors of a multidimensional space

• Usage: store BESIII internal data

• user send BESIII related questions

• RAG return  question + BESIII internal data to LLM
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Multi-agents managment system

• Developed based on AutoGen framework

• Normally one agent is dedicated for one task, HEP 
data processing is very complicated, impossible for 
one agent

• Multi-Agents (foundation model is switchable):

• GroupChatManager

• Planner: Planning and tasks decomposition

• Coder: Write C++/python/BOSS code

• Tester: Using scientific tools for 
testing/execution 

• Charm: BESIII internal assistant

• Common tools: arXiv navigator, plotting et.al.

•Human can interact via HumanProxy
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• If test failed, the feedback will be used to 

improve the prompts at next iteration. 

• For each task, we have multi-unittests

Quantum Computing and Machine Learning Workshop 2024

Typical workflow for most 

BESIII analysis related task 



Groupchat for multi-agents 

Quantum Computing and Machine Learning Workshop 2024 16

Human

GroupChat

Manager

arXiv Navigator

(will include docDB)

CharmTester

Coder

Planner

Only for BESIII

1. Human pass task to Dr. Sai by HumanProxy

2. GroupChatManager will select the proper speaker 

(agent)

1. Human can correct the selection

2. The task will be decomposed into subtasks in the beginning 

and can be revised later

3. All the messages including the chat history will be passed to 

the next speaker

4. If one task failed, error message will send to 

GroupChatManager then restart the task

3. If Tester need to execute a BESIII-related program, 

people have to set up a worker in BOSS 

environment first Refer to Bolun’s talks for more details

https://indico.ihep.ac.cn/event/22572/contributions/162793/


Task decomposition 
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How to search for Zc(3900)

• One of the key part of Dr. Sai

• Compose complex task into multiple small, 
simple, and well-defined sub-tasks

• We will prepare more data to train the model 
again in future

• Sub-tasks will be executed in sequence
• All sub-task succeed = task succeed  



Training data
• Recent papers on arXiv

• PDF files parser: HaiNougat, advanced iteration of the Nougat model

• Good quality chat history from IHEP-AI platform

• The data is cleanned by human or AI (GPT4)

• 180k Question-Answer pairs in 3 months

• BESIII internal data

• internal memo, parsered by HaiNougat

• Question-Answer pairs from hypernews during internal paper review

• BESIII Offline Software System (BOSS) source code

• BESIII public webpages and internal webpages (please help to update these webpages ! )

• The data on indico will be used later 

• All the BESIII internal data sets are stored in RAG or used in training and fine-tuning
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Refer to Junkun’s talks for more details

https://indico.ihep.ac.cn/event/22572/contributions/162794/


Status and prospects for Dr. Sai

• First version is Ready for BESIII members 

• webui: https://drsai.ihep.ac.cn (contact us if you can't access)

• 4 main components

• BESIII AI assistant

• automated data analysis : task decomposition, code/text generation, execution and test

• Image generation

• Dall-E

• Personal assistant

• user can make their own vector store for personal data

• Chatbot 

• switchable: GPT3.5/4, LLaMa3, Xiwu2 ...

• can read PDF and image
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4 modules (2 for BESIII, 2 for public)

• The model is trained with BESIII internal data, many functionality is restricted to BESIII

• We will make an AI policy at HEP, and make the model public in future, stay tune

Quantum Computing and Machine Learning Workshop 2024 20



Task decomposition 

21

How to search for Zc(3900)

• One of the key part of Dr. Sai

• Compose complex task into multiple small, 
simple, and well-defined sub-tasks

• We will prepare more data to train the model 
again in future

• Sub-tasks will be executed in sequence
• All sub-task succeed = task succeed  
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Example: arXiv paper search

A-I-HEP Seminar 22
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Dr. Sai can assist people to find the correct information, 

the prompt is “what is the path of inclusive MC sample 

produced at center-of-mass energy = 3.773 GeV.“.

Example: BESIII Internal Navigator
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Example: BESIII data analysis – MC simulation
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Example: BESIII data analysis – Reconstruction
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Example: BESIII data analysis – Nutple-making



Summary
• AI era is coming

• It will not replace you but will help you to work more efficiently 

• First AI agents for HEP - Dr. Sai
• It can help people on data analysis (good accuracy for small task)
• Many on-going studies to improve accuracy especially for complex task
• Personpowers are more than welcome

• Next: more data, multi-modal, e.g. slides on indico, experts' feed back
• Please use it for your analysis or personal projects
• We want and need your expertise !

• Similar projects from other experiments:
• LHC：AccGPT (LLaMa),  AI assistant for accelerator control

• ATLAS：chATLAS(GPT),  AI assistant for internal navigator, same with one 
component of Dr. Sai

• Outreach/education: outreach assistant (GPT), train people outside of HEP to 
analyze ATLAS open-data, same with one component of Dr. Sai
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https://indico.desy.de/event/38849/contributions/162133/
https://indico.desy.de/event/38849/contributions/162120/
https://indico.desy.de/event/38849/contributions/162122/attachments/88528/118671/2024-02-21-Lips-ATLASOpenData.pdf


back-up

28

28

Quantum Computing and Machine Learning Workshop 2024



Sensors of Dr. Sai

A-I-HEP Seminar 29

HEP Related Domains

Data flywheel

Data flywheel enables continuous iterative evolution of models

Four ways to collect data

The "data-driven flywheel effect" improves the algorithm model by 
constructing a circular data path, attracting more users and generating 
more data during their use. The new data is then used to improve the 
algorithm model, forming a positive feedback loop.



Memory of Dr. Sai : knowledge graph

A-I-HEP Seminar 30

• Building BESIII Knowledge Graph: 
• Entity Relationship Construction → Eliminating Ambiguity → Adding Attributes and Labels → Storage

• Search: 
• User's question → Question Embedding → Search for Top K nodes → Obtain node information

• Progress: Built a BESIII knowledge graph demo based on 500 Q&A pairs

• Next step: Test knowledge retrieval and inference performance, develop KG's API to serve Dr Sai

Association relationship retrieval based on knowledge graph



Memory of Dr. Sai

A-I-HEP Seminar 31

• Hepai worker+llama index+qdrant



Actuators of Dr. Sai

A-I-HEP Seminar 32

The Distributed Deployment 

Framework (HepAI-DDF)

BOSS 7.1.0

Daisy

Scipy etc.

Dr. Sai
(赛博士)

Based on HepAI DDF, it is easy to expand Dr Sai's actuator 

component.



Example: fitting

Quantum Computing and Machine Learning 

Workshop 2024
33

Prompt:

"I want to do two 
things: 

1. generate a fitting 
script to fit a Gaussian 
distribution from the 
output file
'fake_data.root'. There 
is a TH1F name 
'h_gaus' in the file. 

2. use Tester to 
execute this code."



Example: BESIII assistant

Quantum Computing and Machine Learning 

Workshop 2024
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Please refer to Pan's 
talk for more details

Prompt:

“what is the path of inclusive MC sample produced at 

center-of-mass energy = 3.773 GeV."
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Machine learning and AI

36

the next industrial revolution

2024 AI index report Quantum Computing and Machine Learning Workshop 2024
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Simple test: Dr. Sai vs GPT4

39

As expected, better 

performance in HEP

Q: 如何使用BOSS处理数据？

Answer from Dr. 

Sai
Answer from 

GPT-4

39
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Status and prospects for Dr. Sai
• XYZ studies at BESIII:

• Many (intermediate) resonants, many decay channels -> interferences 

• Difficult to retrieve useful information correctly  

40

How to understand them? what 

is the physics behind them ? 

40
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Status and prospects for Dr. Sai
• XYZ studies at BESIII:

• Many (intermediate) resonants, many decay channels -> interferences 

• Difficult to retrieve useful information correctly  

41

How to understand them? what is the 

physics behind them ? 

As a experimental people, I don't know.

But the cross section measurements of 

ALL channels should be one necessary 

condition.

41
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Data preparation: HaiNougat

• During the data clean for Xiwu LLM system, we found it is hard to obtain correct 

information from PDF, especially for Math equations and Tables

• For HEP-related papers, 20% more formulas per pages and 27% longer formulas than 

typical academic documents (computer science, chemics …) 

• Develop a model for HEP (HaiNougat) from the Visual Transformer model Nougat. Also an 

important part for dataset preparation from Xiwu LLM system! 

• A demo accessible via https://ai.ihep.ac.cn/m/hai-nougat

• More details in https://github.com/ai4hep/hai-nougat

Quantum Computing and Machine Learning 

Workshop 2024
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https://ai.ihep.ac.cn/m/hai-nougat
https://github.com/ai4hep/hai-nougat


Data preparation: HaiNougat
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BESIII Data cleaning
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