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Motivation

❖ The neutrino mass ordering (NMO) 
measurement is one of the most 
important topics in neutrino physics

❖ Jiangmen Underground Neutrino 
Observatory (JUNO)

⚫ Large liquid scintillator detector (20kt)

⚫ NMO sensitivity: 3σ (reactors only) with ~6 
years using inverse beta decay (IBD)

⚫ The energy resolution of e+ is vital

❖ The 14C (β decay) from the LS could 
pile up with e+ which will deteriorate 
the energy resolution, need to be 
studied carefully
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14C pile-up effects

❖ The default β decay rate from 14C is 40k Hz for the 
JUNO liquid scintillator 

❖ There is ~7% that a e+ could pile up with 14C decay
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preliminary preliminary preliminary 

❖ To mitigate the effect

⚫ The first step is efficiently identifying the pile-up events (this study)

⚫ Then multi-site reconstruction should be developed to reconstruct 
the energy of e+ for the pile-up event correctly



Dataset

❖ Produced using JUNO offline software (J22.1.0-rc0)

❖ Including Geant4 detector simulation, electronics 
simulation, waveform reconstruction, and event 
reconstruction 

❖ Samples:

⚫ Pure e+ and e+ + 14C pile-up events

⚫ kinetic energy of e+ : 0~5MeV, 0MeV, 1MeV, 2MeV, 3MeV, 4MeV, 
5MeV
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EdepC14



Methodology (2D CNN) 

❖ Similar to the computer vision problem:

⚫ Data are presented as images with 2 channels:

◼ Each PMT is mapped to a pixel

◼ Channel 1: total reconstructed charge

◼ Channel 2: reconstructed first hit time

⚫ Exploit a convolutional neural network-based 
model to distinguish the pile-up
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PMT id ⟺ pixel

Charge by PMTs First hit time by PMTs



Rotation of the data

❖ To help ML training, rotating the reconstructed 
position to the X axis
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Charge by PMTs

Charge by PMTs,

After rotation



Model 

❖ Convolutional neural network-based

❖ Input data:

⚫ 124*231 2D array with 2 channels:

◼ Total charge channel is scaled by 5

◼ First hit time channel is scaled by 100

❖ Output:

⚫ 2 values (imply the probability of 2 categories )

❖ Categories of data:

⚫ Category 0: pure 0~5 MeV e+, ~160k training data

⚫ Category 1: 0~5 MeV e+ with nHitC14 > 50, ~90k 
training data

❖ Loss: nn.CrossEntropyLoss()

❖ Optimizer: Adam

❖ LR Scheduler: OneCycleLR
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Performance 
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❖ Training and testing: 0~5 MeV e+ samples 

nHitc14: 0 − 50



Performance
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❖ Testing : 0, 1, 2, 3, 4, 5 MeV e+ samples

e+: 0 MeV e+: 1 MeV e+: 2 MeV 

e+: 3 MeV e+: 4 MeV e+: 5 MeV 



Performance for 0 MeV e+
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e+: 0 MeV 

❖ Check the pile-up identificantion efficiency when 99% 
of e+ is kept 

preliminary 

❖ High identification efficiency for late mixed 14C

❖ For some crucial regions, the efficiency need to be 
improved



Using the distribution of hit time

❖ The 2D projection dispersed the 
14C information

❖ The 14C information will be more 
concentrated using 1D distribution 

❖ Try the ML method with hit time 
distributions as input: 

⚫ Original hit time

⚫ The time-of-fly corrected hit time
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e++
14C

detsim, 14C corrected tof with 𝑒+ vertex



Model (1D) 

❖ Convolutional neural network-based

❖ Input data:

⚫ 1500 1D array with 2 channels:

◼ Original hit time channel: from -250 ns to 1250 
ns, scaled by 10

◼ Tof corrected hit time channel: from -500 ns to 
1000 ns, scaled by 50

❖ Output:

⚫ 2 values (imply the probability of 2 categories )

❖ Categories of data:

⚫ Category 0: pure 0~5 MeV e+, ~160k training data

⚫ Category 1: 0~5 MeV e+ with nHitC14 > 50, ~90k 
training data

❖ Loss: nn.CrossEntropyLoss()

❖ Optimizer: Adam

❖ LR Scheduler: OneCycleLR 12
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Performance 
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❖ Training and testing: 0~5 MeV e+ (or nHitC14 > 50)samples 

Log scale Log scale



Performance 
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❖ Training and testing: 0~5 MeV e+ with nHitC14 > 50

Log scale Log scale Log scale



Performance
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❖ Testing : 0, 1, 2, 3, 4, 5 MeV e+ samples

e+: 0 MeV e+: 1 MeV e+: 2 MeV 

e+: 3 MeV e+: 4 MeV e+: 5 MeV 



Performance for 0 MeV e+
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❖ Check the pile-up identificantion efficiency when 99% 
of e+ is kept 

e+: 0 MeV 

2D CNN1D CNN

❖ High identification efficiency

❖ Much better for crucial regions



Transformer model

❖ The Transformer has gained significant 
attention and popularity, particularly in 
NLP tasks (e.g. ChatGPT)
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❖ To apply the transformer for this 
study, one can treat the 1D 
distribution as a sequence of words

❖ Same input as 1D CNN model

❖ Using the encoder part of the 
Transformer model



Performance for 0 MeV e+
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❖ Check the pile-up identificantion efficiency when 99% 
of e+ is kept 

1D CNN

❖ High identification efficiency

❖ A bit improved for crucial regions

Transformer



Summary

❖ The energy resolution of e+ is key for the JUNO experiment

❖ The pile up from 14C will deteriorate the energy resolution

❖ To mitigate this effect, the identification of pile-up events is the 
first step

❖ Different ML-based methods are used for the 14C pile-up 
identification. Including the 2D CNN, 1D CNN, and Transformer 
model

❖ The 1D distribution seems to have a better concentration of 14C
hits and it outperforms the 2D model

❖ The results from the 1D CNN and Transformer model are similar. 
Slightly better performance is achieved by the Transformer model 
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Some checks

tC14 − treadout  treadout = ttrigger − 100 ns

 tC14 is mixing time of 14C at 

electronic simulation

EdepC14

nHitC14

0MeV e+

0MeV e+ with nHitC14 <50 pile-up:

0.094% relatively increase in 𝜎𝑟𝑒𝑐𝐸
𝑒+



Energy resolution
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preliminary 
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Some checks

24Remove: C14 edep > 0.05 MeV

𝑡𝐶14 − 𝑡𝑟𝑒𝑎𝑑𝑜𝑢𝑡
 𝑡𝑟𝑒𝑎𝑑𝑜𝑢𝑡 = 𝑡𝑡𝑟𝑖𝑔𝑔𝑒𝑟 − 100 𝑛𝑠

 𝑡𝑒+ (𝑡𝐶14) is mixing time of 

𝑒+ (C14) at electronic 

simulation

Remove: 0 < 𝑡𝐶14 − 𝑡𝑟𝑒𝑎𝑑𝑜𝑢𝑡 < 500 ns Remove: 0 < 𝑡𝐶14 − 𝑡𝑟𝑒𝑎𝑑𝑜𝑢𝑡 < 400 ns 



Check some distributions
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 𝑡𝑟𝑒𝑎𝑑𝑜𝑢𝑡 = 𝑡𝑡𝑟𝑖𝑔𝑔𝑒𝑟 − 100 𝑛𝑠

 𝑡𝑒+ (𝑡𝐶14) is mixing time of 

𝑒+ (C14) in elecsim

𝑡𝐶14 − 𝑡𝑒+

𝑡𝐶14 − 𝑡𝑟𝑒𝑎𝑑𝑜𝑢𝑡 𝑡𝑒+ − 𝑡𝑟𝑒𝑎𝑑𝑜𝑢𝑡

For readouts contain hits from C14



Consistent check 
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From Jiang Wei

❖ Checked the energy resolutions for 0,1,2,3,4,5 MeV 𝑒+, 
they are consistent with Wei results within statistic error



Dataset

❖ detsim, produced by Wei Jiang:

⚫ 𝑒+:root://junoeos01.ihep.ac.cn//eos/juno/valprod/valprod0/J22.1.0-
rc0-NEW/e+/e+_Uniform/(0~5MeV, 0MeV, 1MeV, 2MeV, …)

⚫ C14:root://junoeos01.ihep.ac.cn//eos/juno/valprod/valprod0/J22.1.0-
rc0-NEW/C14/C14_Uniform

❖ elecsim:

❖ calib:

❖ rec:
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