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Belle II

Outline

Main players in B-physics

Belle (1), BaBar = B-mesons in ete- collisions

WhY? PUFpOSG of B-tagging LHCb — b-flavored hadrons in pp collisions

How? How we do at Belle Il
What? Tool: FE

Usage of FEl
Calibration&improvement

GraFEl

Average 11 tracks per event in Belle (Il)
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B factory— Collidee™e™ at Y (4S)?

1°% generation B factory
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Known initial kinematics and good hermeticity: possible to fully

reconstruct events with invisible particles
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Belle (I)—Collidee™e™ at Y (4S)
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24 generation B factory
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Belle Il detector

positron ring

positron damping ring

) e Designed luminosity: 6 X 10°° cm—2 g-1

injector linac

Currently: 4 . 7 X 103* cm—2 s-1>2fb~? per day!

R S

————mmetSNRONRTT
24 generation B-factory based on the nanobeam scheme.

The upgrade required a substantial redesign of the Belle Il detector,
whose performance is challenged by radiation damage and higher
background (design luminosity is x40 higher). The aim is to
guarantee equal or better performance than Belle @ KEKB.
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Why we need Full Event Interpretation?

*)
Important physics can be obtained B—Dmw
i B— 11
from several challenging modes
with missing neutrinos, either from B— )
B meson decays or originating from B — Kww
tau leptons. B — Kzt
B — 17




Belle II

Be

lle Il experiment - 2 B's and nothing else

e*e™ collision at Y (4S) resonance

A pair of BB is produced at threshold— low backgrounds
Y (4S) — B*B~, BYBY with Z8~100%

Example of mode with hadronic Btag

Reconstruct one of the B-mesons in either semileptonic or K;\/ '
hadronic decay chains (B;,,) . -
Flavour constraint: By, — -
tag
> <
Y (45) n
c c



Belle II

Belle Il experiment - 2 B's and nothing else

e*e™ collision at Y (4S) resonance

A pair of BB is produced at threshold— low backgrounds
Y (4S) — B*B~, BYBY with Z8~100%

Reconstruct one of the B-mesons in either semileptonic or K™ T
hadronic decay chains (B.. ) v

tag DO T
Flavour constraint: By, — -
tag

Kinematically constrained system with hadronically tagged

Example of mode with hadronic Btag

event: —> Y (45) <

e e
pe+ + pe— — szig T thag /‘g
I’4 AN
Get BSig momentum even with y U

multiple missing neutrinos
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What is Full Event Interpretation (FEI)?

Flexible multivariate tagging algorithm developed for B-meson reconstruction in Belle |l
[ Keck, T. et al. Comput. Softw. Big. Sci. (2019) 3: 6 ]

Task: Correctly identifying one B decay (5. . ) allows detailed investigation of the other B(= " )

0.50
Use in B-physics: Especially useful when studying ST LN e FEI
. . . . E 0.40- \.\ —e
modes with missing energy (modes with one or more 5 . KR
: . £0.30
neutrinos, specific dark matter searches) % ]
0.20-
Can be used on Belle data set 5 oR
.10 Analyses performed at high effftieqgy
Successor of the Belle Full Reconstruction (FR) & | Efficiency improved! )
0.00

M _ T I T I T ] T ] T I T ] T ] T ] T I T
[ Feindt, M. et al. Nucl.Instrum.Meth.A 654 (2011) 432-440 ] 0 10 20 30 40 50 60 70 80 90 100

Purity in %
Analysis example BY — K™ Vz+¢~
K+ @90%CL
A Ano Dataset |Tag Algorithm| UL
\/ g T p [PRD 108 LO11102 (2023)]
0 7 BELLE IREARi N FR 3.1x10°3
A K Tt / [New release in ICHEP 2024] 269 fh )
S0 a FEI 1.8x103 |,
s Bin - Belle 1I
. T N\ /
. KA 5
. T P Almost 4x improvement (5 \/
F?ag . Dominant improvement source is FEI! ==a"



https://link.springer.com/article/10.1007/s41781-019-0021-8
https://link.aps.org/doi/10.1103/PhysRevD.108.L011102
https://indico.cern.ch/event/1291157/contributions/5878355/

Belle II

How does it work?

FEI uses hierarchical approach to reconstruct ©(200)

decay channels via ©(10%) decay chains

Tracks ‘ ‘ Displaced Vertices ‘ Neutral Clusters

Tracks, neutral cluste\riand displaced vertices

o . ESlSIL SIS SIS g
Combined into intermediate states & N ) G ¢
‘1’ I A 0
B meson
K2 Y+
Each unique particle has its own multivariate classifier D° D* D, A,
which quantifies the correctness of reconstruction [ 5 p** D J
based on input features such as four-momentum, 20 5+

vertexing information...
Training inputs: kinematic variables of the decay chains,
such as invariant mass, momentum...
Training output:
List of tag candidates
A probability to have correct reconstruction (signal probability)

10NJ1SU0231 01 S| 49 00Z @SN
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Training model: fastBDT

The algorithm was originally designed for the FEI to speed up the training and application phase.

A speed-optimized and cache-friendly implementation

| Bollell database _|

A o L
loads and stores weightfiles _ multivariate classification.

Y

mva package Uses mp
provides
\

Fitting Inference Evaluation

of stochastic gradient-boosted decision trees for

Layer 1 <3

Layer 2 y<l1 z<4

/\\
2<5 <9 y <2
O\ O\
02| [0.3] [0.8] [0.4] [0.7] |0.5

At each node of the tree a binary decision is made until a terminal node is reached.

Layer 3

Terminal Nodes

Probability of test data to be signal (number stated in terminal node layer) is signal-fraction of all training
data-points, which ended up in the same terminal node.

Gain an order of magnitude in execution time by optimizing mainly the implementation of the algorithm.
Most of time when using fastBDT is spent during the extraction of necessary features, therefore no further
significant speedups can be achieved by employing a different method.

ArXiv: http://arxiv.org/abs/1609.06119 10



https://github.com/thomaskeck/FastBDT
http://arxiv.org/abs/1609.06119

Belle II

How do we select good and best tag?

7000

[ Signal

Signal probability 5000 | ) Background

5000 |

" Higher probability

N
o
(@)
(@]

Enhance your purity based on selection on the
signal probability

# Events

K+

S i
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N
N
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S
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Il B =H = = = = = = = =

Signal prob =0.0735 Signal prob =0.02
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Tagging Techniques at Belle ||

High efficiency: fraction of events that are identified as a tag
High Purity: fraction of identified tags that are “correct”
Good kinematic information: minimise missing/fake

Trade-off between efficiency, purity, and knowledge of
missing kinematics
Generic FEl techniques include reconstruction of the
B-meson candidate with

Semileptonic Tagging

Hadronic Tagging

* Semileptonic (/={e,u})
e Semileptonic (F=1)
e Hadronic
[J Covered by FEI
EvtGen

W PYTHIA

Total events

Tagged events

Inclusive
e = O(100)% /;é
Consistency with BB %

Semileptonic Tag /D:
_ 0 N
Knowledge of By,, v

Hadronic Tag
e =0(0.1)% —B//<
Exact knowledge of Btag\<

12



Belle II

Graph-based Full Event Interpretation

[ACAT 2022 proceeding]

Full Event Interpretation FEI: decay modes are hard-coded
Particle decays are naturally described by rooted directed acyclic tree graphs
Goal: develop graph-based Full Event Interpretation (graFEl) to inclusively reconstruct tag B meson

Proof of concept: Learning tree structures from leaves for particle decay reconstruction, Kahn et al 2022

Only final-state particles are LCA of two nodes is defined
" Particle decay tree detected by experiments as the farthest node from
rooted directed acyclic Unknown total number of the root that is an ancestor
tree graph . . .
=L intermediate particles of both nodes.
B-meson . - B g uaaena B aang ———————T
r
o Adjacency Matrix
B*DOOK*y ~v 7 ot Lowest Common Ancestor (LCA)
Intermediate 2" gen. - Reconstructed B70/1/0]0]0]00 |1 Matrix
Particles DO1/0(1|1|/0|0(1]|0 Kty v nn"
unkown) st gen. 701001100 K+ |K*|D°|D° 1| B
K+0/1/0/0/0/0/0/0] (uummp 7D 70 DB
.............................. _J 7 0 0 1 0 0 0 0 0 ,,y DO 7.‘_0 ,7 DO B+
Final Stat -
p::ide:e oth gen. }Stable Particles 7/ 0/0/1/0/0/0]/00 n DO DO DO B
m|(o[1]/o|o|ofo]o]0 7*|B*|B*| B*|B*| n*
7™1/0/0/ 0/ 0/0|/0|0

13


https://indico.cern.ch/event/1106990/papers/4996235/files/12252-ACAT_2022_proceedings.pdf
https://arxiv.org/abs/2208.14924
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Comparison with FE

Having a definition of “B probability” analogous to FEl is needed

® Each LCA element has a corresponding probability of belonging to the predicted class given by the model

® Arithmetic mean of class probabilities defined as B probability

Arbitrary units

1023

10!

100?

10_13

0 3 5 0 0.62 0.31
LCA=1|3 0 5| 4= [0.62> 0 0.76 | — 0.563
5 5 0 0.3100.76> 0
. ) mm Signal 100 1
Bellg I! Simulation — chnkzroun d
Preliminary
99 -
S
-g 98 -
% 971 99.85 -
% 99.80 -
@ 96 - . ' . l c
0 1 2 3 4
Belle II Simulation
951 Preliminary l
0.0 0.2 0.4 0.6 0.8 1.0 0 > 4 6 8

B probability graFEl

Signal efficiency (%)

graFEl: maximum efficiency 9.1%, background rejection 94.7%
FEI: maximum efficiency 4.7%, background rejection 99.5%

14



Belle II

Summary

FEl algorithm has been used in many analyses in Belle and Belle II:
Rpe BT = £ty BT — Ktrt/+

BT — K™wp ,BY = K777, BY = KQr* ¥ [reieased inicir 2004) ...

Overall improvement of hadronic FEI

Updated decay model for 11 most efficient decay modes

065 — 0.81 : 25% 4 in calibration factor
Training with the new MC

56% — 63% :  12% () in purity
Loosen the preselection and mass-constraint 70
0.93% — 113% :  21% () in efficiency

Belle Il is measuring more relevant modes of hadronic FEI.

A novel approach - Graph-based Full Event Interpretation (GraFEl) is developed and will be used in
more analyses.

15


https://journals.aps.org/prl/pdf/10.1103/PhysRevLett.124.161803
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.98.112016
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.130.261802
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.109.112006
https://indico.cern.ch/event/1291157/contributions/5878355/
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Backup

16
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FE| performance in data: current status

Hadronic tag (BY) as an example

Calculated directly on data

L 6000 |
Calibration factor : soo0 £ Oignal yield
Signal yield in data 4000 |
Signal yield in MC 3000
2000 |
Purity: 1000 | % S
0 E e ,rl P S
Signal yield 14 15 18 17 18 19 2 21 22 23
. recoil (GeV/ c2)
Signal yield + Background yield in signal region
- 6000 |-
Efficiency: so00 E. BACKground
, , F yield in signal
Signal yield 4000 F region
ngg .- BFg_p; - € oy
2000 |
| oo 1000 [ pegouer=™™"
3925% 10° PDG  90% 0 Bt e N

17
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FE| performance in data: current status

> Wrong/outdated BFs in MC
®iHalf of the MC is unknown: PYTHIA

> Loose selections applied in FEI

*-Suboptimal choice of input traifiing-variables

Hadronic tag (BY) as an example

. Affect CF

- Affect purity &
efficiency

18



| M. H. Liu | Quantum Computing and Machine Learning Workshop 08.08.2024

C 9 | | b r atl on Hadronic tag as an exam}o[é

Two independent control samples are adopted as signal-sides to calibrate the data-MC difference of B tagging
Calibration factors (CFs) are calculated as ratio of signal yields of data and MC
Good agreement of CFs despite two orthogonal signal-sides

B0+ - L
o e T | bined to get final CF
. WO Sampies are compined to getrina
D% * O A —s oo— 1
|
— +
Fropea | PROOLE e Total CF:
Dttt 4 X/Ngor: 1.39  _ PR i
1 L o )
DO+ - p-value: 0.1 e (0068 - 0003
|
D+ O A o
|
ot e . : Far from 17
_ ' Discrepancy in data and simulation?
Dn*n*n—n° - —e—o-e-e- :
D-n*m* - —_— ° ;_ FEI mode: BY - D°n*ntn~
. — with D"~ veto
D ntntn A — - : - € Jrdt=711b71
i - U U 200 e e
Aopnfn—m™* - — o : - D > N Daln
| b © 300
rest - —8 > o= . com —
(@)
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 g
Calibration Factor E 100 ,*++H,+++,++,
0

vl 1 1 ! 1 Il a
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0

Mntntmn™) 19
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C an we do better? Hadronic tag (B+) as an examjofe

50n+ ] I ree—

Bon*n - —-e Total CF: Why MC has such large discrepancy with data for hadronic tag?
Dmrmen= o PFOO00LET e  (0.68+0.03)
Don*mtm-mo 4 X*INgor:1.39 _, oo [
DO+ p-value: 0.1 —_— I,_
5*0n+n0_ - ';_

5*0n+n+n— n — 00— 1
|
Dntntm—nP 4 —e e I
|
St °:_ Semileptonic (/={e,u})
D mtm*mnd - — - - € C . .
N e L= %\ ¢ Semileptonic (£=1)
of " ) s e Hadronic
. — D= com
et - = [] Covered by FEI
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
Calibration Factor EvtGen
% PYTHIA

Branching fractions of hadronic B decays ~75%

Only half of it is measured and the rest is generated by PYTHIA
s

Most of the known measurements are performed with small data sets
= Large statistical uncertainties.

~— Poor MC (significantly different from reality/data)
= Poor hadronic B tagging

Understanding B — Dh decays is essential for B tagging
20
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Decays in hadronic B-tagging

ARGUS,229pb™1 o o pOB DTt T | CLEO, 0.89 fb 1
33 years ago N | 2 t B*—> D%t ] 29 years ago
M, . fit S 20 1 S ‘ M, . fit
B=-05£07%  ° B B = (1.34£018)%
47% uncertainty! . | * 13% uncertainty!

° ':5210 T :5215 - 5.30
M (GeV/c?)
N R ARRNRERRNREREERRRRE RERREr I
CLEO, 9 fb! "B = Dranr®’ \owws | 3 | e B D'rnw ,
22 years ago s + sesene 1 5T RS LHCb, 35 fb
e T e T ] el | pea
N 2 o 3 | PazasorTme | But B(BT — Doaf)
% =(18X04)% : | S 1o not provided!
22% uncertainty! i
But model? = p'? 50; :
0 : 0 1000 1500 2000 2500 3000

Mo goese (G€V) ' ' ' Mass (MeV/c?) o



Belle II

Decays in hadronic B-tagging

For decays with higher multipilicity, we need to know the decay kinematics

In MC, modelled as a coherent sum of decays through many intermediate resonances.

Inclusive Dzt

Measured: j

B (B_ — DOJZ_JT+JZ_>
=1.27x0.06x0.11
% (B~ — DOz~)

% LHCD B— D'
But LHCb does not explicitly provide information < 200 ~4- Data LHCb, 35 b1
S —— Signal MC
on af b4 + [] ,(2420)x & 12 years ago
%’ D,(2460) " MC But B (B+ N DO a-ll—)
S

we are left with B(B* — Doaf) =(0.4 = 0.4)%
and B(BT — Dz p%) = (0.4 +0.3)%
from CLEO (1992, 212 pb_l) in PDG.

—
o
(=)
T T

not provided!

0 1000 1500 2000 2500 3000

' Mass (MeV/c?) -
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How do we select good tags?

Signal probability

Enhance your purity based on selection on the
signal probability

Hadronic Tag

Moo = 1/ (/5 /2)2 B mass
AE =\/§/2 -0

6000
Belle II: [Ldt=362fb™1
U 5000 B background
; M D ’rsignal
8 4000 B Dr signal
— { data
o
S 3000
o
~
@ 2000 Correct B-tags
g
c
W 1000
0
5.270 5.275 5.280 5.285 5.290 5.295
— P

7000 [
i [ Signal
6000 | [ Background
5000 [
1%, ; Higher probability
- 4000 | )
> E
LW 3000}
+* :
2000 |
1000 |
O . . | L . . L L . L L 1 i . . L 1 . . . L | L .
-3.0 —-2.5 -2.0 —-1.5 -1.0 —-0.5 0.0
l0og10(Prer)
Semileptonic Tag
cosbgy € [—1,1]
Belle Il Preliminary [cdt=361.7fb!
: :iaizalleptons B —> D*ll/
N 3000 _: :Ziznl;i?w leptons
:‘, B Secondary D'
@ 2000 mm oo rect B-tags
c B Charged
) .
S = qq
W 1000 %~ Mc stat. unc.
¢ Data
v 0 - — *
¢/ 2.5F f
£ ooby +* | f ”+ p !
23 n"_zs t . t * $ . *
> 150 ~12.5 ~100 —75 -50 —25 00 25 5.0
S — U

23



Belle II

Decays in hadronic B-tagging

For decays with higher multiplicity, we need to know the decay model for MC.

Not necessarily the complete amplitude with interferences,

but something simple to set in MC,
i.e., intermediate resonances.

With the help of control sample B — Dzt

(high signal-side purity), we validated our
model via the Btag reconstruction:

This not only improved the calibration factors of
B-tagging, but also provided more realistic decay
kinematics to train on, providing better purity.

BT FEI mode Contribution BBelle(%) BBelle l(97)  pproposed 07y
Dzrta—xt D%°ztx—znt (NR) 0.46 0.51 0
D°pOnt 0.39 0.42 0
D 0.18 0.26 0.58
Dint 0.04 0.04 0.08
Dnt 0.03 0.02 0.03
Dy'nt 0.01 0.01 0.01
D xtxt - 0.09 0
1.11 1.36 0.70
FEI mode: B* »D°n*n*n™
with D"~ veto
500 |
[Ldt=711fb?
N I Offical MC
& 400,— [ Latest MC
%) ! t Data
O 300f
- I
o [
& 200}
9
= ity
& 100}

t t

. i P n 1 L | L | — | TR a n
0.5 1.0 1.5 2.0 2.5 3.0 3:5 4.0

M(ntrntm™)

24
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Updated CF

By fitting D peak in Mrecoi

50n+ — +
Dr*m® | B+ —eo— :
50n+n+n_ - —— ——.—
Dntntm—ml} —— ———
Do | -
Dontmo | ——

Dn*tntn~ | —— i

Dn*tntn—nd | ——
D n*n* |
D—n+n+n0 -
A-prtnnt ——
Rest of the modes |- —_—
Total |- - -

| | | | i | |

L ]

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
# Data / # MC

Overall calibration factor: 65% = 83%
For the top 10 decay modes: 68% &d 92%

1.6

Old MC
New MC

Yields are getting
closer to data

25
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Updated CF

By fitting D peak in Mrecoi

D°n* | HE
Dnitm® | B+ —o—
Dn*n*n™ | —— e
Dt P | — —
DOt | _.__._
Do+t F _.._
Dn*tntn~ | —— i
Dot m® | —— : .
D—nrn* | B
D—ntntnl .
A-prtnnt ——
Rest of the modes | ——
Total |- - —- :
1 | | 1 i | | |
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
# Data / # MC
Overall calibration factor: 65% = 83% g
For the top 10 decay modes: 68% &d 92% S
(O]

Old MC
New MC

Yields are getting
closer to data

FEl mode: B* - D%t~

with D"~ veto
500
; JLdt=711p"1
I Offical MC
400 i [ Latest MC
I * t Data
300 |
200 |
100 f
0 [ "
0.0 4.0
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U pdated CF MC is first modified based on our best understanding.

Dz sample is used to validate.

By fitting D° peak in Mrecoi

_ . Old MC
D°n* | Lo
. + 5
oot B e
Somrmen- | + New MC
D°n*mtn—mO | —— ——
Dnt | ———
DOt F
D°n*mtn | — —i— -
: - Ot rrtr—
Dn*n*nn° | — —— Btag_)D momn
D ntn* f . : 600 —
P — - Belle II: old training
“ntntn | . . - _
T 500 | ! old MC:sig
A-pntn—nt | ——— - MC:ei
Rest of the modes - — : _ :* geW ~:s19
- ata:si
TOta| B I | - |+ ‘ 400 -_ g

|
0.0 0.2 0.4 0.6 0.8 1.0

# Data/ # MC 300} 4
: +
200
100 |
: 0
0 -— o
-30 -25 -20 -15 -1.0 -05 0.0

10910(Pre1)
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U pdated CF MC is first modified based on our best understanding.

Dz sample is used to validate.

By fitting D° peak in Mrecoi

S Old MC
New MC
Dom*mnn® |
Dont | ——-—
Dontnd | —-—
Dm*ntn~ | — S+ 0t ot —
Dt | —

D~n*n*
D-ntn*tn® | . : ————————————
A-prtmemt | 500 | 1 old MC:S|9
Rest of the modes | . : ? geW M'C:5|g
: ata:si
Total | - .+ ‘ 400 | g

|
0.0 0.2 0.4 0.6 0.8 1.0

# Data / # MC 300 | }
: -+
200 3
\;5: 100 |
| | .
0 I T T T T T
-30 -25 -20 -15 -10 -05 0.0

10910(Pre1)
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Belle II

Calibration

Hadronic tag as an examja[e

Two independent control samples are adopted as signal-sides to calibrate the data-MC difference of B tagging

Calibration factors (CFs) are calculated as ratio of signal yields of data and MC

B — DM¢u

Fit to lepton momentum in B rest frame: p;‘f

Yield: ~10°, High statistics, low purity

no peaking observable ~ dependent on

background modeling

x104 Belle Il preliminary

[ D", gap
I 8- X v
@ B-D'lv
I B8-Dlv
I Background

¢ Data

+ -
Btage

w4 MC Uncertainty

[cdt=362fb1

0
2.5 ;
PIRRALY .* .
1.0 1.5 2.0 2.5
p; (GeV/c)

3.0

B — DUy

Fit to recoiling system against B

tag

T M

Yield: ~10%, low statistics, high purity

peaking observable ~ correct B

oeak at DO

tag

N

(=

(=

o
T

1
~ Belle II data det =362 fb"

- N, =2923 +98
1500

0 MeV/c2)

Events/(18
=
o ()
o o

®
---------

20

2.

2

.
.
an®
s
.

mrecoil (GeV/ C2)

recoil/D

events will
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Can we do better?

Overall improvement of hadronic FEI

Updated decay model for 11 most efficient decay modes

0.65 — 0.81 :
Training with the new MC

56% — 63% :
Loosen the preselection and mass-c
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Training with new MC

Belle Il: old training
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Belle II: v1 training
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Belle II

Graph-based Full Event Interpretation

[ACAT 2022 proceeding]

Full Event Interpretation FEI: decay modes are hard-coded
Particle decays are naturally described by rooted directed acyclic tree graphs
Goal: develop graph-based Full Event Interpretation (graFEl) to inclusively reconstruct tag B meson

Proof of concept: Learning tree structures from leaves for particle decay reconstruction, Kahn et al 2022
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https://indico.cern.ch/event/1106990/papers/4996235/files/12252-ACAT_2022_proceedings.pdf

Belle II

Training of graFEl

§ !
H 4
o &, :
® Neural Relational Inference (NRI) model [arxiv:1802.04687] &

® Dataset generated with Phasespace library

Observed dynamics

® 4-momentum used as input feature

Interaction graph

® Average 47.7% perfectly predicted LCAG on Phasespace dataset (60.9% for decays with up to 10

leaves, 94.2 % up to 6 leaves)

Feature Matrix
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—> Forward connection

------ » Skip connection

Multilayer Perceptron (MLP):
- 2 Linear Layers, ELU activation !

ETransition Layer (1) Edge Embedding
- Batchnorm

'NRI block

Configurable MLPs () Node Embedding

5 for B mesons; 4 for D* mesons
3 for D mesons; 2 for Kg mesons

1for z°and J/y
0 if a common ancestor can not

be identified
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Belle II

Model of graFEl

We input a fully connected graph, output graph has same structure with updated attributes

LCA matrix predicted as training target via edge labels classification, particle IDs via node labels classification

u = global features
v = node features
e = edge features

input is a fully-connected graph where
nodes represent the final-state particles
detected by the experiment.
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