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Introduction---IBM Quantum Computer
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IBM has ambitious pursuits:
◦ 433-qubits IBM Quantum Osprey

◦ Three times larger than the Eagle processor (127-qubits)

◦ Going up to 10k-100k qubits.

Now, IBM provides up to 127 qubits for free.
Credited to Thomas Prior for TIME

https://time.com/6249784/quantum-computing-revolution/?utm_source=twitter&utm_medium=social&utm_campaign=editorial&utm_term=tech_security&linkId=198703144


Introduction---Origin Quantum Computer
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Origin wuyuan:
◦ The first “practical quantum computer” in China.

◦ 24-qubits with own control system.

Origin wuyuan provide up to 6 qubits for free.



Overview
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Outline of today
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Applications of quantum computing in HEP
◦ Simulation

◦ Parton shower correlations

◦ Lattice QCD

◦ Reconstruction
◦ Particle tracking

◦ Analysis
◦ Higgs analyses

◦ SUSY search

◦ …

Progress has been very rapid here.



Outline of today
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Outline of today
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Today!



Introduction---SVM
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SVM:  Max margin

Usually done using the dual(think Lagrangian multipliers)

𝑓(𝐾1,2)
Results in building a kernel matrix.

http://luojinping.com/2018/04/14/Stanford-Machine-Learning-7-SVM/


Introduction---SVM feature map
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High dimensional mapping



Introduction---SVM code
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What we can do?
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The only Quantum part in the QSVM!



What we can do?
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https://arxiv.org/abs/2212.07279

https://arxiv.org/abs/2212.07279


QSVM
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SVC:
1. use your own defined kernels by 

passing a function to the kernel parameter.

2. You can pass pre-computed kernels 
by using the kernel='precomputed' option. 
You should then pass Gram matrix instead of 
X to the fit and predict methods. The kernel 
values between all training vectors and the 
test vectors must be provided:

➢ Code path: /cefs/higgs/shaqy/Quantum/QC_HEP/For_tutorial/QSVM

➢ Env: source /hpcfs/cepc/higgsgpu/shaqy/miniconda/etc/profile.d/conda.sh

Conda activate Qiskit

https://scikit-learn.org/stable/modules/svm.html#custom-kernels


Data encoding and processing
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◆Encoding the 𝑒+𝑒− → 𝑍𝐻 → 𝑞ത𝑞𝛾𝛾 (signal) and 𝑒+𝑒− → (𝑍/𝛾∗)𝛾𝛾 (background)

◆Six variables are passed through preliminary mapping and then passed to a quantum circuit for evaluation.

◆The Quantum support-vector machines kernel (QSVM-Kernel) is evaluated for each data point and the rest.



Feature map and quantum kernel estimation
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Quantum feature map determines the QSVM-Kernel:
➢ Identical layers 
➢ Single-qubit rotation gates
➢ Two-qubits CNOT entangling gates

QSVM-Kernel estimation:
➢ Using 6 variables mapped to 6-qubit 
➢ The expectation of each data point



AUCs as function of the event
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➢ The QSVM-Kernel and classical SVM classifiers with different dataset size from 1000 to 12500 events. 

➢ The quoted errors are the standard deviations for AUCs calculated from several shuffles of the dataset. 



Performance of the quantum simulator
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➢ The performance of the QSVM-Kernel using State-vector-simulator from IBM and the classical SVM.

➢ Use 12500 events for both signal and backgrounds.



Performance of the real quantum computers
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➢ IBM Nairobi & Origin Wuyuan quantum computer hardware

➢ Use 100 events for both signal and backgrounds.

➢ Use 6 qubits.



How to do it
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Set up:

➢ pip install 
pyqpanda

Requirements: ➢ Official Tutorial: pyQPanda
➢ Code path: /cefs/higgs/shaqy/Quantum/QC_HEP/For_tutorial

➢ Env: source /hpcfs/cepc/higgsgpu/shaqy/miniconda/etc/profile.d/conda.sh

conda activate QT_re (conda deactivate)

➢Everything is similar as IBM:

Different: Wuyuan don’t have enough built-in functions like QSVM. We need to do by ourself. 

➢ Only three steps: Use IBM Qiskit to generate QSVM kernel (gen_qasm.py shown in the next page.) 

QASM(Quantum Assembly Language):

Convert QASM to program in wuyuan (page 21)
Get the kernel matrix.

The same way as IBM:
Use classical way to get results.

https://pyqpanda-toturial.readthedocs.io/zh/latest/index.html


How to do it
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Same as IBM tutorial:

➢ Create a feature map and kernel using Qiskit Different part: (In red frame.)

➢ Save the dataset into a file(txt or .csv)

➢ For different (i,j) in train/test dataset:

➢ Generate a QASM file.

➢ One file represent a feature map for one point in 
kernel matrix.



How to do it
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➢ Apply a key in the OriginQ website.(One key 
can run 1000 jobs in one day.)

➢ Apply X qubits and classical bits which used 
to save the result.

➢ Convert QASM to program.

➢ Use real_chip_type:origin_wuyuan_d5 to 
run. (Only d4 and d5 can use, d5 is better)

➢ The value with [‘00000’] is the point of 
kernel matrix. Save it.



How to do it
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➢ Import the kernel matrix.

➢ Then use the classical svc to get the final results, generate AUC 
value and draw plots.



Quantum transformer
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➢ Quantum Transformer: 

➢ At the core of any Transformer sits the so-called Multi-Headed Attention.

➢ We apply three different linear transformations 𝑊𝑄 , 𝑊𝐾 , and 𝑊𝑉 , to each 

element of the input sequence to transform each element embedding into 

some other internal representation states called Query (Q), Key (K) 

and Value (V). These states are then passed to the function that calculates 

the attention weights, which is simply defined as:

➢ To promote the Transformer from the classical to quantum real, one can 

simply replace the linear transformations 𝑊𝑄 , 𝑊𝐾 , and 𝑊𝑉 with variational 

quantum circuits.



Code detail
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Quantum transformer: (This code following here)

➢ The MultiHeadAttentionQuantum block

➢ Change the linear transformations.

https://github.com/shaqiyu/Quantum_transformer/blob/main/Qtransformer.py
https://arxiv.org/pdf/2110.06510.pdf
class MultiHeadAttentionQuantum(MultiHeadAttentionBase):


Quantum transformer model

2024/8/4 Qiyu Sha   qsha@cern.ch 26

parameter-shift

https://github.com/shaqiyu/Quantum_transformer

➢ We make use of Xanadu’s PennyLane quantum machine learning library to add quantum layers.

➢ Add a function to the class and performs the quantum calculation (with a circuit) .

➢ Wrap this circuit with a “QNode” to tell TensorFlow how to calculate the gradient with the parameter-shift

rule.

➢ Finally, we create a KerasLayer to handle the I/O within the hybrid neural network.(𝑊𝑄 , 𝑊𝐾 , and 𝑊𝑉)

➢ Other part is same as the classical transformer.

➢ https://github.com/shaqiyu/Quantum_transformer

https://pennylane.ai/qml/glossary/parameter_shift
https://github.com/shaqiyu/Quantum_transformer


How to work
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➢ Download miniconda

➢ conda create -n env_name(Change the name as you want) root==6.24.00 python=3.8.6 -c conda-forge

➢ pip install -r requirment/*

Or:

source /hpcfs/cepc/higgsgpu/shaqy/miniconda/etc/profile.d/conda.sh

conda activate QT_re

➢ Python train_test.py (Change the option)

https://github.com/shaqiyu/Quantum_transformer/blob/main/train_test.py


Quantum transformer
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➢ The dataset we used now is the CEPC MC sample

➢ 𝑒+𝑒− → 𝑍𝐻 → 𝑞ത𝑞𝛾𝛾 (signal) and 𝑒+𝑒− → (𝑍/𝛾∗)𝛾𝛾 (background)

➢ Simulator: Pennlylane default device.

➢ Time consuming: O(n), ~80 mins in CPU for 10k dataset with one epoch and one block(Q_layer). 

➢ Current results (Use CPU): ~76% acc on validation dataset both in Quantum transformer and 

classical transformer in 20k dataset (10k train, 10k val).

➢ Quantum:

➢ Classical:


	幻灯片 1: Introduction to Quantum Machine learning
	幻灯片 2: Overview
	幻灯片 3: Introduction---IBM Quantum Computer
	幻灯片 4: Introduction---Origin Quantum Computer
	幻灯片 5: Overview
	幻灯片 6: Outline of today
	幻灯片 7: Outline of today
	幻灯片 8: Outline of today
	幻灯片 9: Introduction---SVM
	幻灯片 10: Introduction---SVM feature map
	幻灯片 11: Introduction---SVM code
	幻灯片 12: What we can do?
	幻灯片 13: What we can do?
	幻灯片 14: QSVM
	幻灯片 15: Data encoding and processing
	幻灯片 16: Feature map and quantum kernel estimation
	幻灯片 17: AUCs as function of the event
	幻灯片 18: Performance of the quantum simulator
	幻灯片 19: Performance of the real quantum computers
	幻灯片 20: How to do it
	幻灯片 21: How to do it
	幻灯片 22: How to do it
	幻灯片 23: How to do it
	幻灯片 24: Quantum transformer
	幻灯片 25: Code detail
	幻灯片 26: Quantum transformer model
	幻灯片 27: How to work
	幻灯片 28: Quantum transformer

