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Access to the software
● cvmfs:

● /cvmfs/herd. ihep.ac.cn/HERDOS/el9_amd64_gcc11/Release/v00-10

● /cvmfs/herd. ihep.ac.cn/HERDOS/centos7_amd64_gcc850/Release/v00-10

● /cvmfs/herd. ihep.ac.cn/HERDOS/centos7_arm64_gcc850/Release/v00-10
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├── ExternalLibs
│   ├── bashrc.sh
│   ├── geant4
...
├── offline
│   ├── install
│   └── installation
└── setup.sh

Without cvmfs, please following the instruction at 
https://herd.ihep.ac.cn/internal/herdos/manual/installation/installation.html to build your own external libs. 
please contact Teng LI (tengli@sdu.edu.cn) if any problem in building external libs

to setup cvmfs, please following the instruction at 
https://herd.ihep.ac.cn/internal/herdos/manual/installation/installation.html 
and contact Xiaowei JIANG (jiangxw@ihep.ac.cn) if any problem

source this file if use the official HERDOS build

source this file if build your own HERDOS 



Access to code repository
● Gitlab server: https://code.ihep.ac.cn

1. Login with IHEP SSO

● Apply on https:/ / login. ihep.ac.cn

2. Access to repository
should be apply in
advance by email to 
Zhicheng TANG
(tangzhch@ihep.ac.cn)
from group contact person

● can be applied in one step
 by sending l ist of
 emails to Zuhao LI
(l izh@ihep.ac.cn)
from group contact person
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https://code.ihep.ac.cn/herdos/offline/



Building HERDOS
● Configure your working environment, including ssh key, sourcing external l ibrary 

environment, etc 

● clone the git repository to your working directory:

● git clone git@code.ihep.ac.cn:herdos/offline.git

● build with provided shell script

● cd offline

● ./build.sh (or other versions)

● setup the environment for your own build

● source install/setup.sh ( this step is needed for further steps)
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Running MC Simulation & Digit ization
● python3 $HERDOS_INSTALL/scripts/SimConfiger/devrun.py --particle proton   

--energy 100 --geometry v2022a/v2022a-f.xml --g4mac iso-R1.8m -N 10000 

-o demoJuly26.root --fitdigi

● Digit ization can be run separated, e.g.
python3 $HERDOS_INSTALL/scripts/GlobalTrack/

run_recon.py --calodigi --input demoJuly26.root

--output digi.root
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geant4 particles 
names or ion 

names like z2, 
z3, ...

in GeV. can 
be two 

numbers for 
a range. can 

also use 
--Ekn 

name of the 
geometry file, 

under 
$HERDOS_IN
STALL/compa

ct/

name of the 
genaration config 

(geant4 macro file), 
under 

$HERDOS_INSTAL
L/g4mac/, can be 
multiple names

include 
digitization in 
the run. also 
scddigi, 

calodigi, ...

FInd details also in user manualplease contact Zhicheng TANG if any problem on 
simulation(tangzhch@ihep.ac.cn)

https://herd.ihep.ac.cn/internal/herdos/manual/run_herdos/Basics/basic.html#run-official-simulation


Running Reconstruction
● Currently there are sevaral madurate 

reconstruction available:

● CaloPCA

● FITCluster

● FITTrack

● SCDCluster

● SCDTrack

● GlobalTrack

● Other algorithms under development, 
see Ming XU’s presentation for 
details

● Contribution to the algorithm 
development is welcome
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A new interface to access all functions in 
one script is under development

Reconstruction can be run separately or all together, e.g.

python3 
$HERDOS_INSTALL/scripts/GlobalTrack/run_rec
on.py
--calopca
--fitcluster 
--fittrack 
--scdcluster 
--scdtrack 
--globaltrack
--input digi.root
--output reco.root

https://indico.ihep.ac.cn/event/23004/


Analyzing of Data File
● The HERDOS EDM is based on podio, al l  data are 

organized in form of “col lect ions” in each event

● The generated output is a self  def ined format root 
f i le,  in the “events” t ree, with generated col lect ions 
as branches

● Several ways to read the root f i le
● inside HERDOS
● with podio (EventStore)
● simple way (TTreeReader)
● . . .

● The avai lable col lect ions depends on the running 
algor i thms, e.g.:
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https://code.ihep.ac.cn/herdos/offline/-
/blob/master/DataModel/EventDataModel/datalayout.yaml

including event info, MC truth, simulation hits, 
digitization hits, trigger info, reconstruction objects,

simulation digization reconstruction

evinfo calodigi caloPCA

mcparts scddigi scdKalmanTracks

calohits psddigi scdLinFitTracks

gnhist_calo fitdigi scdclusters

fithits trddigi globaltracks

scdhits ... fitrclusters

psdhits fittrack

... ...



Demo Code: inside HERDOS
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https://code.ihep.ac.cn/herdos/offline/-/blob/34-enrich-examples/Examples/AnalysisExample/src/AnalysisAlg.cc

read the collection of 
current event

loop the objects in the 
collection

The input file is specified in steering python script 
(e.g. https://code.ihep.ac.cn/herdos/offline/-/blob/34-enrich-
examples/Examples/AnalysisExample/scripts/AnalysisAlg.py)

Instruction on details will be presented in coming presentations from Teng LI



Demo Code: Read with podio
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UsePodio.C

can be found at https://code.ihep.ac.cn/herdos/offline/-/tree/34-enrich-examples/Examples/StandAloneAnalysis/



Running podio demo code
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another script (loader.C) needed to running this demo

usage: root loader.C UsePodio.C -- '"input.root"'
or
root loader.C UsePodio.C'("input.root")'

A makefile is also provided to compile to executable
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podio related headers

EDM related headers

Open file in ROOTReader and then connect 

to EventStore
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reader.getEntries() to findout 
the total number of entries

In the current event, fetch 
the needed collections, e.g. 
calohits for calo 
simulation info, mcparts 
for mc truth particles

calohits is the collection of all the 
simulation information for each 
crystal

Prepare the next event. The next 
store.get() will then read from 
the next event.



Demo Code: Read with TTreeReader

*
can be found at https://code.ihep.ac.cn/herdos/offline/-/tree/34-enrich-examples/Examples/StandAloneAnalysis/

UseTTreeReader.C

Limitations: 
some complex members may not work.
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TTreeReader related headers

Define branches to read. 
The branch names are in the form of
collection.member

Connect the reader with event tree
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Total entries

Read the entry

each element in calohits_edep is 
the energy deposition in a crystal



MC sample in database
● Currently standard proton, electron, gamma sample are registered in database:

● https:/ /dms.herd. ihep.ac.cn

● (f i les stored under Rucio)

● Automated MC sample request and production system under development

● Current ly MC sample request could be send to herd@mail l ist . ihep.ac.cn
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Summary
● The full  chain of HERDOS usage is demonstrated including

● software environment

● running simulat ion, digi t izat ion & reconstruct ion

● reading the output f i les in analysis

● A more detailed user training is planned and under preparation
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