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Introduction
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Strictly speaking, no air shower experiment measures the primary composition of CRs. 

We exploit different EAS observables statistically related to the mass of the primary CR

But the sensitivity to the mass of these observables are different,  
even because they investigate different kinematic regions of the 
hadronic interaction undergone by the primary particle. 

According to the results obtained by a number of experiments in the last 
decades I will show you that the reconstructed primary spectra of the 
different components seems to depend on the explored kinematic region.

Cosmic Rays above about 100 TeV/n can be studied in a statistically significant way only from 
ground operating detectors (arrays/telescopes) 

The reconstruction of the primary characteristics (energy, mass, arrival direction) is carried out 
in a indirect way exploiting the detection of Extensive Air Showers.
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Measurement of the elemental composition
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What is the meaning of measuring the elemental composition?

Selection of different primary nuclei event-by-event, according to some criteria

On average there is a correlation between some observables and cosmic-ray mass, although mass 
determination of single events is challenging due to intrinsic mass-separation limits (shower-to-shower 
fluctuations) for the individual observables. 

The measured observables were compared with a simulated ensemble of events, on statistical basis only.
The simulations were done with several interaction models and composition spectra.

These studies determine the probability of triggering the experiment as a function of mass and energy.

This challenge can be alleviated by combining knowledge of multiple mass sensitive observables, which 
yields the best prospects for cosmic-ray mass determination
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Measurement of the elemental composition 
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In principle, for better estimation of the CR composition, observation of air shower 
development at its early stage, close to the first interaction, which strongly reflects 
the atomic mass number of the primary CR, is the most suitable way.

To reduce the systematic uncertainties and to unveil the details of the spectrum we need:

• Measure EAS near maximum development depths to reduce EAS fluctuations

• Use an unbiased trigger threshold for heavy components because EAS developments are 
faster than those of light components at a same energy. 

• Measure the electromagnetic components which are less dependent on hadronic interaction 
model than the muon component in EASs. 

• Require a enough separation capability between different species (p, He, CNO, MgSi, Fe ?).

• Measure the chemical composition with wide energy range (from direct measurement 
region to above the knee) for cross calibration.
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leading

Hadronic interactions
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CR interaction with atmosphere is an hadronic interaction: pN, NN interaction 

After the first interaction the proton propagates deep in atmosphere with reduced energy. 

The energy fraction carried by nucleons is the “elasticity” of the interaction.

Inelasticity k = 1 - Elead / Ep leading energy fraction

The spectrum of nucleons produced in hadronic interactions 
plays a fundamental role in the development of EAS.

These high-energy nucleons feed energy deeper into the EAS.

Measurements at colliders are limited to an angular region that excludes the beam pipe, and therefore 
a very large majority of the high energy particles that are emitted at small angles are unobservable. 
10 PeV proton with  implies a scattering angle of secondary particle of xLab = 0.3 ≈ few μrad

Very difficult to measure leading 
particles in collider experiments

‣ forward region the most relevant in cosmic rays 

‣ models tuned to accelerator measurements and extrapolated

35

forward forward

hadronic interaction models 
treating the forward region

central
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Feynman x and rapidity
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Feynman x:   

 

Pseudorapidity:   

Rapidity: 
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Angular acceptance of LHC experiments
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Angular acceptance of LHC experiments
Ulrich, 2021Secondaries of the first interaction at LHC
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Simulate first interaction with SIBYLL

proton at 1017 eV ! p
sNN = 14TeV (LHC)

Histogram particle densities above threshold of (300MeV for
muons+hadrons and 3MeV for E.M.)

Next step:
Take secondaries in each bin separately and use as input in CORSIKA to
simulate the corresponding air showers (parts).
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Secondaries of the first interaction at LHC
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High energy particle interactions
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hadronization 
high energy particle interactions
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central region 
high pT

forward 
region 
low pT

forward 
region 
low pT

fragmentation region
Lorentz covariance 
rapidity & pseudo-rapidity

• Lorentz transformations are a hyperbolic rotation of space-time 

• in accelerator physics 

• at ultra-relativistic limit (m ~ 0) 

25

� = tanh�1

✓
|~p|
E

◆
� =

1
2

ln
✓

E + |~p|
E � |~p|

◆

y =
1
2

ln
✓

E + pk
E � pk

◆

rapidity

pseudo-rapidity

⌘ = � ln
✓

tan
✓

2

◆

⌘ =
1
2

ln
✓ |~p| + pk

|~p|� pk

◆

Lorentz covariance 
rapidity & pseudo-rapidity

• Lorentz transformations are a hyperbolic rotation of space-time 

• in accelerator physics 

• at ultra-relativistic limit (m ~ 0) 

25

� = tanh�1

✓
|~p|
E

◆
� =

1
2

ln
✓

E + |~p|
E � |~p|

◆

y =
1
2

ln
✓

E + pk
E � pk

◆

rapidity

pseudo-rapidity

⌘ = � ln
✓

tan
✓

2

◆

⌘ =
1
2

ln
✓ |~p| + pk

|~p|� pk

◆

Phase-space coverage at LHC

central

forward

Central (|⌘| < 1)

Endcap (1 < |⌘| < 3.5)

Forward (3 < |⌘| < 5), HF

CASTOR+T2 (5 < |⌘| < 6.6)

FSC (6.6 < |⌘| < 8)

ZDC (|⌘| > 8), LHCf

How relevant are specific
detectors at LHC for air
showers?

! Simulate parts of shower
individually.
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Hard (central) region 

• High particle number density
• Low energy density
• Heavy particles decay in this region
• Observed by collider experiments

|η | < 1 Soft (forward) region 

• Low particle number density
• High energy density
• Very important in cosmic ray physics

3 < |η | < 5

Leading particles and pseudorapidityLeading particles and pseudorapidity

√√s = 1800 GeVs = 1800 GeV
EElablab = 1.7 x 10 = 1.7 x 101515 eV eV

√√s = 14 GeVs = 14 GeV
EElablab = 100 GeV = 100 GeV

Very difficult to measure leading particles in Very difficult to measure leading particles in 
collider experimentscollider experiments

Engel, 2021

|xF | < 0.1

|xF | > 0.1

|xF | > 0.6
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ATIC-2 2009 NUCLEON-KLEM 2019

HAWC 2025 ARGO-YBJ 2015 

Tibet-III (QGSJet) 2008 Tibet-III (SIBYLL) 2008

CASA-MIA 1999 EAS-TOP 1999

KASCADE (QGSJet) 2005 KASCADE-Grande (QGSJet) 2013

KASCADE-Grande (combined) 2015 LHAASO 2024

IceTop 2019 IceTop/IceCube combined 2019

Tunka-25 Tunka-133

TAIGA-HISCORE 2019 YAKUTSK 2012

TALE 2018 TA hybrid 2015

TA SD 2019 AUGER 2020

AUGER 2021 - Combined AUGER 2021 - SD750

 

All-particle Energy Spectrum
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Knee
2nd Knee

Ankle
Final 

suppression? 

Status 2025
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A closer look to the knee region
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Knee Ankle 2nd Knee

Status 2025
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A closer look to the knee region
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Status 2025

Ne(E0, A) = α(A) ⋅ Eβ(A)
0

E from Ne ➞ need to know A!
To know A ➞ need to know E!
In addition hadronic models!

an entangled problem!
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Mass-sensitive EAS observables
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We have different mass-sensitive EAS observables

• the electron-to-muon number ratio 
• the arrival time distribution  
• the curvature of the shower front 
• the slope of the lateral distribution 
• shower core density 
• delayed hadrons 
• underground muons 
• muon fluctuations 
• …

✦ Particle numbers at ground 

• electrons 
• muons (also underground) 
• hadrons E > 1013 eV

✦ Cherenkov light 

✦ Fluorescence light 

✦ Radio signals

1014 < E < 1016 eV

E > 1017 eV

E > 1016 eV
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p+He: indirect measurements
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✓ ARGO-YBJ and TIBET AS : single power law 
E<500 TeV  

✓ HAWC: deviation from single power law?

γ ✓ ARGO-YBJ and TIBET AS : light 
knee below the PeV 

✓ KASCADE: light knee at about 4 PeV

γ

‘knee’

 σ ARGO
E (5 TeV ) ∼ 10 %  σ ARGO

E (100 TeV ) ∼ 5 %

 at 10 TeVσ(log10(Erec /GeV )) ∼ 0.23
 at 100 TeVσ(log10(Erec /GeV )) ∼ 0.10
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The ARGO-YBJ (p+He) knee
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ARGO-YBJ: the only experiment with (p+He) data in the range TeV - 5 PeV     

 → clear observation of a knee both with array and a wide FoV Cherenkov Telescope
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ARGO-YBJ global fit
Break energy =  

 
 

914 ± 260 TeV
γ1 = 2.64 ± 0.01
γ2 = 3.85 ± 0.48
w = 0.18 ± 0.14

A single power-law

Table 1: Fits to the all–particle CR spectra in the energy range 8 · 104 to 2 · 109 GeV.

(a) Parameters for the first Knee.

Experiment Eb1 (PeV) �1 �2 w1

TALE 4.26 ± 1.65 2.76 ± 0.18 3.11 ± 0.07 0.07 ± 0.18
IceTop 3.30 ± 1.23 2.48 ± 0.08 3.12 ± 0.12 0.30 ± 0.46
Tunka–133 4.18 ± 0.83 2.76 ± 0.09 3.20 ± 0.04 0.15 ± 0.16
ARGO–YBJ/Tibet AS� 3.72 ± 0.03 2.66 ± 0.01 3.13 ± 0.01 0.11 ± 0.01
Kascade–Grande 2.10 ± 0.87 2.47 ± 0.04 3.16 ± 0.14 0.60 ± 0.51

(b) Parameters for the ankle feature.

Experiment Eb2 (PeV) �2 �3 w2

TALE 16.61 ± 8.36 3.11 ± 0.05 2.93 ± 0.05 0.07 ± 0.05
IceTop 18.66 ± 6.65 3.12 ± 0.12 2.92 ± 0.05 0.05 ± 0.05
Tunka–133 18.70 ± 3.88 3.20 ± 0.04 2.96 ± 0.05 0.17 ± 0.45
ARGO–YBJ/Tibet AS� 43.8 ± 4.81 3.13 ± 0.01 2.86 ± 0.05 0.01 ± 0.01
Kascade–Grande 18.01 ± 17.4 3.16 ± 0.14 2.83 ± 0.45 0.66 ± 1.74

(c) Parameters for the second Knee.

Experiment Eb3 (PeV) �3 �4 w3

TALE 104.5 ± 40.0 2.93 ± 0.05 3.18 ± 0.06 0.02 ± 0.02
IceTop 168.4 ± 17.4 2.92 ± 0.05 3.50 ± 0.40 0.25 ± 0.16
Tunka–133 238.2 ± 56.8 2.96 ± 0.05 3.34 ± 0.19 0.05 ± 0.50
Kascade–Grande 274.5 ± 122 2.83 ± 0.45 3.20 ± 0.13 2.47 ± 0.97

IceTop 14 experiments with a widely used form 15,16,17,18,19

�(E) = K0

✓
E

E0

◆��1
"
1 +

✓
E

Eb

◆ 1
w

#�(�2��1)w

(2)

The absolute flux K0 and the spectral index �1 quantify the power law. E0 is a reference energy.
The flux above the cut-o↵ energy Eb is modeled by a second and steeper power law. The
parameters �2, the slope beyond the knee, and w > 0, the smoothness of the transition from the
first to the second power law, characterize the change in the spectrum at the cut-o↵ energy. A
value w = 0 corresponds to a steep transition that soften with increasing values 18.

In Fig. 2 some selected measurements of the all–particle energy spectrum in the energy
region from 8 · 104 to 2 · 109 GeV are shown. The data come from ARGO-YBJ 9,Tibet AS�
(Sibyll) 10, Kascade-Grande 12, IceTop 14, Tunka-133 11, TALE 13 experiments. As it can be
seen, ARGO-YBJ and Tibet AS� are the only shower arrays that traced the knee in detail,
starting from more than an energy decade below. Instead the other experiments have an energy
threshold too close to the knee.

Di↵erent spectra agree in showing a knee at a few PeV, an ankle right after and a second knee
at about 200–300 PeV. But the di↵erent experiments also show important di↵erences related to
large systematic errors. By assuming the existence of these structures we described the spectra
with the formula (2) summarizing the best fit parameters in Table 1. The spectrum is described
as four segments with constant spectral index, �1, �2 and �3, separated by three spectral features
(a knee, an ankle and another knee) with break energies Eb1, Eb2 and Eb3 and widths w1, w2

and w3. We used the total error, combining quadratically statistically and systematic errors.
As expected the most accurate determination of the first knee comes from the ARGO-

YBJ/Tibet AS� global fit with Eb1 = 3.72 ± 0.03 PeV. The spectral index before the knee is
�1 = 2.66±0.01 and after �2 = 3.13±0.01. The small ankle feature results at about 18 PeV with
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p+He: direct vs indirect measurements
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Deviation from a single power-law in the 10 - 100 TeV range?
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Why conflicting results?
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• Experiments located at different altitudes: sea level ➜ 5200 m asl

• Different detectors and layout

• Different coverage ➜ different sampling capability/fluctuations

• Different energy threshold ➜ calibration absolute energy scale

• Different role of fluctuations which limit mass resolution

• Different energy resolution  ➜ better close to the shower max

• Different observables to infere the elemental composition

• Different kinematic regions explored by the observables 

• Different reconstruction procedures

• …
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Maryland, 730 and 1000 g/cm2
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Pioneering analysis with 2 mass-dependent observables studied at 2 different altitudes:
• The temporal spectrum of hadrons with respect to the main front of the shower (the rate of delayed hadrons) 

near air shower cores 
• The rate of events which exceed a minimum shower density cut and specific hadronic calorimeter signal cuts

VOLUME 42, NUMBER 13 PHYSICAL REVIEW LETTERS 26 MARcH 1979

Composition of Primary Cosmic Rays above 1013 eV from the Study of Time Distributions
of Energetic Hadrons near Air-Shower Cores

J. A. Goodman, R. W. Ellsworth, A. S. Ito, ' J. R. MacFall, F. Siohan, ' B. E. Streitmatter,
S. C. Tonwar, P. B. Vishwanath, and G. B. Yodh~'

Department of pkysios and Astronomy, University of Maryland, College Park, Maryland 20742
(Received 26 December 1978)

An experimental study of the distribution of arrival time of energetic hadrons relative
to associated air-shower particles has been made at a mountain altitude, under 730 g
cm . Monte Carlo simulations have shown that these observations are sensitive to the
composition of primary cosmic rays of energies 10~-10~ GeV. The energy spectra dN/dF',
of primary protons and iron-group nuclei required to understand these observations are
1.5&&104E ~7" @ and 1.27K 3'"@m sr ' sec ' (GeV/N) ', respectively, where E is
the energy per nucleon.

Recent measurements'"' of the energy spectra
of primary cosmic-ray nuclei for energy per nu-
cleus from 100 to 5000 GeV indicate a spectrum
for iron group nuclei which is flatter than those
of protons and other nuclei. This observation has
great significance not only for theories of the ori-
gin, acceleration, and propagation of cosmic
rays, ' but also for particle physics. If the spec-
tra were to extend to higher energies without a
change of spectral indices, iron-group nuclei
would become dominant at air-shower energies
of 10' GeV, and would significantly affect conclu-
sions derived from air showers regarding parti-
cle physics. Interpretations of air- shower obser-
vations such as rapid longitudinal development, '
high muon to electron ratio, ' fluctuations in the
number of muons for fixed shower size,"and
paucity of high-energy hadrons" would not re-
quire dramatic violations of scaling in the frag-
mentation region at these energies. A changing
composition, in which the role of the heavier nu-
clei is increasing with energy, would provide a
natural explanation of muon charge ratio" and
multiple muons. "
This paper reports results obtained from a

study of arrival-time distributions of energetic
hadrons near air-shower cores. The study shows
that the experimental data imply a continuation of
the spectral indices obtained at lower energies
into the energy range 10' to 10' GeV.
The experiment was carried out at the Sacra-

mento Ridge Cosmic Ray Laboratory of the Uni-
versity of Maryland, located at Sunspot, New Mex-
ico (730 g cm '), during the period April 1975 to
May 1976. The experimental arrangement, "
shown in Fig. 1, consists of an ionization calorim-
eter of area 4 m' and depth of 940 g cm ' of iron
absorber. There are four scintillators which
measure the shower-particle density. Two are

TSE TSW
I—Spark

Chamber

Vxiixxxxxxiin —IRON
I I

Scintill ator
I 1/Ill/ll/1//]
I 8lllll 1ll lllI

Im

&77//7i/PW~
FIG. 1. Schematic diagram of the experimental ap-

partus The dete.ctor T3 is 2 ft&&3 ft, its width (length)
being indicated on the diagram by the inner (outer) two
vertical lines. Detector T1 measures shower density
and relative arrival time. Detectors TSE and TSW re-
cord shower density only.

placed directly above ihe calorimeter, and have
a total area of 3.2 m'; these are also used for
timing. The other two are located about 3 m from
the center of the calorimeter.
A plastic scintillation detector, T3, of area
0.55 m' and thickness 12.7 mm, samples the had-
ron cascades traversing the central area of the
calorimeter. The detector T3 is placed inside the
calorimeter under 15~7 radiation lengths of iron,
and is thus well shielded from shower particles
and side showers.
All the detectors are calibrated using near ver-

tical relativistic muons. Their output charges
are digitized and recorded for triggered events.
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The relative timing of the leading edges of dis-
criminator pulses from T3 and two of the shower
detectors are measured for each event. Thus the
electronics records the earliest hadron in T3.
The time resolution of the timing system was de-
termined to be & 9 nsec (full width at half maxi-
mum) using single high-energy hadrons traversing
these counters. Four wide-gap spark chambers
SC&, SC1, SC2, and SC3 placed above and inside
the calorimeter provide visual information about
hadron cascades in the calorimeter. All counters,
photomultipliers, and cables were shielded to
eliminate noise from the spark chambers.
The trigger requirement for events accepted for

analysis was threefold: (1) shower-particle den-
sity greater than a minimum number of particles
per square meter, d; (2) pulse height in T3 ex-
ceeding a minimum number of particles, N; and
(3) energy deposited in the calorimeter greater
than 50 GeV. The energy requirement combined
with the density requirement selects showers
with cores near the detector.
Data were collected in two groups: Group I,

corresponding to d„=4 particles/m' and N =25
particles; and Group II, requiring d =18 parti-
cles/m' and N =3 particles. The number of
events collected in Groups I and II were 9135 and
21477, respectively, with exposure factors cor-
responding to 7.65~106 and 1.16&&10' m' sr sec.
The observed arrival-time distribution for

Group II is shown in Fig. 2 as a plot of delay ver-
sus particle number in T3. Vfe note the absence
of events with negative delays (right-hand side)
outside of the resolution and a delay distribution
extending up to about 80 nsec with pulse heights
between 5 and 20 particles. The number of events
with delay greater than 15 nsec and pulse height
above 5 particles was found to be 118 correspond-
ing to (0.55+ 0.05)%. No delayed events are seen
with pulse heights greater than 25 particles. In
Group I (not shown), because of the higher (& 25
particles) T3 threshold we do not observe the de-
layed tail except for 3 anomalous events with large
delay and large pulse height, which are discussed
elsewhere. " A detailed examination and estima-
tion of the contribution of electronic and other
physical (e.g., local production of neutons, anti-
nucleons, pions, and nuclear fragments) back-
ground has shown them to be negligible (& 2 && 10 '
per event). " Delayed hadrons have been observed
in previous experiments. "'"
To interpret these results, it is necessary to

determine the relative effectiveness of different
species of primary cosmic-ray nuclei in generat-
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FIG. 2. A plot of hadron time delay (the difference be-
tween times recorded by T1 and T3) vs equivalent num-
ber of minimum-ionizing particles in T3. The total
number of events in the plot is 21477.

ing an event trigger and the fraction of events
with delayed hadrons for each species. A four-
dimensional Monte Carlo calculation of the cas-
cade through the atmosphere was made and the
experimental detection simulated. The Monte
Carlo computations assumed a scaling model for
hadron production in hadron-nucleus collisions
based on CERN Intersecting Storage Rings and
Fermilab results for inclusive cross sections, "
increasing hadronic cross sections, "and a super-
position model to generate cascades due to nuclei
(they were considered as A-independent nucleons
with energy E/A). " The inclusive production
cross section is assumed to have a form, e '"e '~t,
where x is the Feynman variable. The values for
the b parameter have been chosen as 11 for bary-
ons, 4.5 for ~' and%', and 5.5 for ~ andÃ for
nucleon interactions. The corresponding values
for pion and kaon interactions are taken as 11,
2.5, and 3.4, respectively. For leading nucleons,
the x value is picked from a flat distribution be-
tween 0 and x~, with negative values given to
the target nucleon. The x values for the leading
pions and kaons are picked from a step distribu-
tion with an average x of 0.28. Baryon-antibaryon
production is assumed to increase with energy as
0.0164 ln(1 +0.015Ei,b), where E~b is in GeV.""""
All hadrons are followed down to 3 GeV unless
they decay. The contribution of each photon to

855

The trigger and delay rates are sensitive to primary 
composition because more low-energy hadron showers 
from heavy primaries are more likely to produce events with 
hadrons delayed with respect to the shower front. 
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sistent with previous measurements for C and O. For the
Fe group CRNE Gnds a spectral index of y =2.55+0.09,
consistent with the results of HEGCS.
The observed steepening (bend) of the all-particle spec-

trum is explained differently by different models of
cosmic-ray origin, acceleration, and propagation. These
models make different predictions of cosmic-ray composi-
tion near the bend. Direct measurements of individual
elements are made at energies below the steepening in the
all-particle spectrum snd therefore give no information
on the mechanism responsible for the bend.
Indirect measurements, that is, measurements of the

air showers initiated by primary cosmic rays, have the
advantage of sensitivity to smaller flux and therefore can
detect primaries of higher energy than the direct mea-
surements. They are dificult to interpret and lead to
contradictory results with regard to the composition and
nature of particle interactions at these high energies. '
Some examples are (a) the use of equal-frequency con-
tours in the variables electron-shower size and zenith an-
gle to trace out the longitudinal distribution of shower
development with depth, ' (b) y-ray families at mountain
altitude, ' (c) electron-muon number correlations, ' and
(d) energy or size variation of depth of shower max-
imum. '
Some authors have suggested that observed changes in

air-shower properties near the bend are due to changes in
particle-interaction properties while others attribute
them to changes in composition. ' '
The analysis of this paper is different than previous

studies. Extensive simulations were done for a variety of
composition models, several interaction models, and the
response of the detector to the hadronic and leptonic
component of the cosmic-ray shower. The measured
trigger rate and temporal distribution of hadrons delayed
with respect to the shower front provide new information
about the primary composition at energies where direct
measurements exist and where the all-particle spectrum
steepens.
Since fluctuations dominate in the trigger, the sensitivi-

ty of this experiment to elemental composition can be
demonstrated only through Monte Carlo simulation. The
process involves several competing factors. Showers
from light primaries observed at sea level have fewer had-
rons but more high-energy hadrons than do showers from
heavy primaries at the same total energy. Showers from
light primaries are less laterally spread and are more
penetrating than are showers from heavy primaries.
Monte Carlo simulations show that the more penetrating
light primary showers are more likely to trigger our
detector than are showers from heavy primaries of the
same energy. On the other hand, the more spread out
and more low-energy hadron showers from heavy pri-
maries are more likely to produce events with hadrons
delayed with respect to the shower front. The trigger and
delay rates are therefore sensitive to primary composi-
tion. Simulations show that the shower density distribu-
tion, hadron energy distribution, and lateral spread of the
measured hadronic component (as measured in this ex-
periment) are insensitive to primary composition.

II. THE EXPERIMENTAL APPARATUS

Shower Counters

Sl S3

S8

SCALE

I I7l S7

s5

FIG. 1. Plan view of the experimental apparatus. The had-
ron calorimeters I through IV were located inside a thin-roofed
shack. Scintillation counters S1 and S8 are shown. Four more
scintillation counters ( A counters) were located over the
calorimeters. Counters Sl, S2, and S3 were located on the roof
of a trailer housing the electronics and data-acquisition equip-
ment.

The experiment was located in and around a thin-
roofed shack and adjacent to a counting-house trailer
near sea level on the University of Maryland campus in
College Park, Maryland. It is shown schematically in
Fig. 1. The apparatus consisted of four iron and lead
calorimeters and an array of 12 scintillation counters dis-
tributed over an area of about 200 m . The calorimeters
were used to sample hadronic energy and the 12 shower
counters to measure the density of electrons in the
showers. Signal size and arrival time were recorded for
each counter.
Each of the four calorimeters consisted of layers of

scintillation counters placed horizontally and separated
by lead or iron. Each calorimeter had an active area of
1.2 mX1.2 m snd was segmented into four quadrants.
Two separate configurations were used for the vertical
profile of the scintillators; they are shown in Fig. 2. The
counters in the A, T, B, C, and E layers were —,'-in. plastic
scintillators viewed by fast photomultiplier tubes of 2 in.
diameter (RCA 8575) through plastic light guides. The
D-layer counters were 3-in. -thick plexiglass containers
filled with liquid scintillator (Shell 63702 mineral oil,
mineral-based scintillator Pilot P5007, and s wave
shifter). Each D-layer counter was viewed by two 2-in.
phototubes (RCA 6655A) directly coupled to the con-
tainer. A border of 10 in. of steel and lead extended
beyond the counters in the calorimeter to shield from
particles entering from the side.
The eight shower counters located around the calorim-

eters were liquid scintillators identical to the D counters.
The four A counters used to measure shower density and
timing were located directly on top of the cslorimeters.
The signal from each counter was fed to a passive fan

out and then to an analog-to-digital converter (ADC),
where the charge was digitized. The signals from all of
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FIG. 3. Logic of the experimental trigger electronics.

The master trigger initiated the digitization of the
charge in each counter and its time of arrival. The tim-
ing sequence is shown in Fig. 4. The master gate used for
charge digitization opened 50 ns before a prompt signal
arrived at the ADC and lasted for 250 ns. The master
trigger also started the TDC's. Delays were arranged so
that a prompt signal stopped the TDC 50 ns after it start-

FIG. 2. Detail of the construction of the calorimeters I
through III (a) and calorimeter IV (b). Time (ns)

0 IOO 200 300 400
I I I I I I I I I

the counters except the D's were also sent to discrimina-
tors and then to time-to-digital converters (TDC's) where
the time of arrival of the first pulse in each channel was
recorded. The threshold for firing the TDC was set so
that a signal of integrated charge of greater than 0.1
equivalent particles in an A or E counter had its time
recorded with high eSciency. In order to prevent fast
muons accompanying the air shower from stopping the
timing signal in the calorimeters, the thresholds for T, B,
and C counters were set to three equivalent particles. In
that way hadronic signals arriving later were infrequently
vetoed by a single muon.
All recorded events satisfied a set of on-line trigger re-

quirements: (I) the summed signals from the B and C
layers from at least one calorimeter were greater than 70
equivalent particles (energy sum condition) and (2) at
least two of the A counters had a signal greater than 0.1
particles and fired the TDC discriminator. The master
trigger was fired at the instant the above conditions were
met. Hadronic signals arriving from 140 ns before to 130
ns after the shower signal in the A counters were record-
ed. The trigger electronics is shown diagrammatically in
Fig. 3.

ENERGY SUM
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FIG. 4. Temporal sequence of events for prompt triggering
of the energy sum.

4 iron and lead calorimeters and an 
array of 12 scintillators distributed 
over an area of 200 m2∼

The more penetrating light primary showers are more likely to 
trigger than are showers from heavy primaries of the same energy. 

“The data consistent with a substantial fraction 
of nuclei heavier than helium at 1015 eV.”

C .  FORT1 et al. - 42 

F """" I  ' ' " " " I  " """I ' """I " """I " ""I 

l o  I CNO and Fe 

L.JQ 
E (GeV) 

F " " " " I  " " " " I  """"I ' ' " " " I  ' """'I "'"'7 

FIG.  17. The percentage of each mass component as a function of the energy per nucleus, according to the four composition mod- 
els considered in the text: (a) p-poor, (b) Maryland, (c) CMC, and (dl Linsley. The mass components are p and Fe (continuous 
curves), a (dashed), CNO (dotted) and Mg-Si (dot-dashed). 
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FIG. 18. All-particle spectra d ( E )  (multiplied by E' '1 for FIG.  19. Ratio of multiples to singles in one SM, for the 
the four composition models considered in the text. Maryland (+  and Linsley i composition models. 
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CASA station MIA patch

CASA-MIA

Salt Lake City, Utah 1400 m asl

Energy threshold ≈100 TeV 

array of 1089 surface particle detectors (CASA) 
and 1024 3 m underground muon detectors (MIA) 

Three parameters sensitive to composition
• the density of particles near the core
• the slope of the surface lateral distribution
• the density of muons at large distance (500 m)

M.A.K. Glasrnacher et al. /A.stroparticle Physics I2 (1999) I-17 1  

Fig. 4. Fit to the lateral distribution of a typical CASA-MIA 
event. The histogram represents measured number of particles per 
CASA surface station, the curve is the fitted NKG function with 
detector effects. R is the distance of the measured points from the 
reconstructed shower core. 

shower core. At this point, the difference in pr be- 
tween an iron and a proton shower of the same overall 
size N,, is maxima1 due to the different slopes of their 
lateral distributions. 

The standard analysis of CASA-MIA data (used in 
prior work) does not fit the slope of the lateral distri- 
bution. Its purpose is to evaluate overall shower size 
N,,. It performs a one-parameter fit of the measured 
lateral distribution to the NKG function, 

p:(r) 0: N,* f(r), (6) 

where, as above, p:;(r) is the measured density of 
particles in a detector which is a distance r from the 
shower core and f(r) is the NKG radial dependence. 
The parameters LY and r0 are held constant in the stan- 
dard fit. This method is computationally fast and yields 
accurate values of the shower size [ 10,151. The pa- 
rameters pr (I-,,) an’d N,, from the two kinds of fits 
(i.e., the standard fit and the one used in this analy- 
sis) correlate linearly with each other to high preci- 
sion [ 151. 

Fig. 4 displays a sample two-parameter NKG fit 
from the present analysis to a typical CASA-MIA 
event. In this figure, the data are shown by the his- 
togram of the number of particles collected in the sur- 

0 ~~,1,,,‘,,,‘,,,‘,~“111’111’,~~‘,,,’,~/ J  
2 2.2 2 4 2.6 2.8 3 3.2 3 4 3.6 3.8 

log1 O(Energy To\ 1; 
Fig. 5. The average fitted pp (expressed as log,,,(particles/m’ ) 
near the core) versus primary energy for simulated proton and 
iron events. Energy is the actual energy of the primary particle 
used in the simulated events, in units of TeV. 

face counters as a function of the distance r from the 
(fitted) core. The fitted NKG function is shown by the 
dashed curve. For small radii (less than about 50 m) 
the CASA stations begin to suffer saturation. At large 
radii, the detector’s inclusion of data only from sta- 
tions which alerted (registered two or more hit coun- 
ters) also reduces the number of particles reported by 
the detector. Note that in the figure, the displayed fit 
function has not been modified to show the saturation 
adjustment within 50 meters, but does accurately ex- 
hibit the “alert” adjustment as indicated by the “drop 
off” beyond 150 meters. The fitted function represents 
the data well over the entire lateral range. Studies of 
the procedure for larger and smaller events, and other 
zenith angles, indicate that it works very well for all 
CASA-MIA data [ 151. 

Fig. 5 shows the average value of the fitted NKG 
function evaluated near the shower core (the fitted pa- 
rameter pe ( r,) ) versus primary energy, for simulated 
iron and proton showers. Fig. 6 similarly gives the fit- 
ted NKG slope parameter LY for the two simulation 
sets. In each case, the separation of the two kinds of 
showers is evident. 

M.A.K. Glustnacher et al. /Astrcprticle Physics 12 (1999) I-17 

Fig. 6. The average fitted slope parameter cy versus primary energy 
for simulated proton and iron events. Energy is the actual energy 
of the primary particle used in the simulated events, in units of 
TeV. 

6.2. The muon lateral distribution 

As was the case for the surface particles described 
above, the buried counter data is fit using a maximum 
likelihood approach. The standard fits used by CASA- 
MIA obtain N, by fitting the lateral distribution of 
muon counter hits to the Greisen function [ 121. The 
present analysis casts the Greisen function in a form 
like that in Eq. (5), substituting pP in place of pu, 
and using rO = 400 m. The radial dependence of the 
fit function is f(r) = r-,75( I + r/rO)-‘.O. 

The muon counter analysis only fits one parameter, 
the normalization pP (r,, ), using notation analogous to 
Eq. (5). In principle, the slope of the Greisen function 
could also be fit, as it was for the surface counter data 
using the slope parameter cy. However, the shapes of 
the iron and proton muon lateral distributions are very 
similar because of the lesser attenuation of the muon 
component of showers in air. The muon array does not 
provide enough coverage to fit the slope of the muon 
lateral density distribution with the required precision. 
The evaluation point rm of the fitted function is there- 
fore somewhat arbitrary. A value r,, = 500 m was cho- 
sen based on technical reasons related to the quality 
of the convergence of the fitting algorithm [ 151. 

The fit of a typical muon lateral distribution is 

Fig. 7. The muon tateral distribution fit to a single typical shower 
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Fig. 8. The average fitted pfi (expressed as log,n(muons/w?) at 
500 m from the core) versus primary energy for simulated proton 
and iron events. Energy is the actual energy of the ptimary particle 
used in the simulated events, in units of TeV. 

shown in Fig. 7. The sparseness of the muon patches 
as well as their inability to measure particle numbers 
causes this distribution to be less clear than in the 
electron lateral distribution case on an event-by-event 
basis. 

Fig. 8 exhibits the clear separation of simulated pro- 
ton showers from iron showers using the fitted pcL. The 
difference between the two sets accurately reflects the 
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Fig. 6. The average fitted slope parameter cy versus primary energy 
for simulated proton and iron events. Energy is the actual energy 
of the primary particle used in the simulated events, in units of 
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The muon counter analysis only fits one parameter, 
the normalization pP (r,, ), using notation analogous to 
Eq. (5). In principle, the slope of the Greisen function 
could also be fit, as it was for the surface counter data 
using the slope parameter cy. However, the shapes of 
the iron and proton muon lateral distributions are very 
similar because of the lesser attenuation of the muon 
component of showers in air. The muon array does not 
provide enough coverage to fit the slope of the muon 
lateral density distribution with the required precision. 
The evaluation point rm of the fitted function is there- 
fore somewhat arbitrary. A value r,, = 500 m was cho- 
sen based on technical reasons related to the quality 
of the convergence of the fitting algorithm [ 151. 

The fit of a typical muon lateral distribution is 
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Fig. 8. The average fitted pfi (expressed as log,n(muons/w?) at 
500 m from the core) versus primary energy for simulated proton 
and iron events. Energy is the actual energy of the ptimary particle 
used in the simulated events, in units of TeV. 

shown in Fig. 7. The sparseness of the muon patches 
as well as their inability to measure particle numbers 
causes this distribution to be less clear than in the 
electron lateral distribution case on an event-by-event 
basis. 

Fig. 8 exhibits the clear separation of simulated pro- 
ton showers from iron showers using the fitted pcL. The 
difference between the two sets accurately reflects the 

The e.m. lateral distribution function is evaluated near 
the core, where proton and iron showers differ the most.
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Fig. 18. 
notation 

the points represent the flux multiplied by a factor of 
E’,‘, a relative energy error between the points magnl- 
fies their apparent differences. For example, an energy 
error of 20%. when multiplied by 2.5, would account 
for the observed deviations. Random energy recon- 
struction errors are of this size in this energy range, 
improving to about IO% near IO’” eV (Section 5). It 
is notable that when the SIBYLL simulation is used in 
the KNN analysis to identify the composition, the two 
spectrado not show such an intensity difference, but do 
exhibit the same degree of steepening at a similar en- 
ergy as in this plot isee Section I? below. and [ 151). 

The spectra of the heavy and light components ap- 
pear similar below 500 TeV, at which point the lighter 
component’s spectral index steepens. The heavier 
component shows no such “knee” at that energy. 
There may be a steepening of the heavy component 
at higher energy, but the statistics are too low for 
certainty. 

Given CASA-MIA’s mass resolution and the mass 
groupings above. we estimate that the heavy compo- 
nent would exhibit a spectral change at about IO times 
the energy of the corresponding knee of the tighter 
component if the composition is distributed as in the 
JACEE results. and is experiencing cutoffs of each 
component at fixed rigidity. (See [ 15,221 for further 
details about the spectrum and energy computation. ) 

proton showers. with 
notation as in Fig. 17 

12. Use of other simulations 

The KNN analysis was also performed using a dif- 
ferent simulation, based on the SIBYLL interaction 
generator ( see Section 4). None of the results are sig- 
nificantly altered when this is done. Fig. 18 shows the 
change in composition as a function of energy and the 
energy spectra for data grouped into sets identified as 
heavy or light, as described above. The notation and 
symbols on the left side of Fig. 18 are the same as in 
Fig. 16, and those on the right are as in Fig. 17. 

The trend toward a heavier average composition 
through the knee region is again apparent, as is the 
consistency with previous direct measurements at 
lower energy. A rigidity-dependent spectral knee is 
atso strongly suggested. The energies at which all 
changes occur appears to be slightly less when the 
SIBYLL-based simulation is employed. In light of 
the uncertainties discussed above, this difference is 
likely not significant. 

13. Summary and implications 

The composition measured by CASA-MIA near 
IO” eV is consistent with direct measurements by 
other experiments. and becomes heavier through the 
knee region of the spectrum. At lOI eV, the data 
closely resemble simulated iron-induced events, in 
accord with measurements by other groups at higher 
energy. Spectra constructed separately for broad mass 
groups are consistent with cutoffs proportional to the 
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difference in the total muon number in showers pro- 
duced by the two kinds of primary particle. 

6.3. Rise times 

The temporal structure of particles in an air shower 
front is another technique which has been used in the 
past to study composition. It has been recently dis- 
cussed as a potentially useful parameter in analyses 
which use muon and electron size information [ 191, 
as is also the case in this work. We comment here on 
why such information is not used in the present anal- 
ysis. 

The analysis of rise times - the span of time in 
which the first 50% of the particles arrive, for example 
- was first employed by the Haverah Park group [ 201. 
This technique is more difficult to apply to CASA- 
MIA data. Due to Haverah Park’s large size, it was 
able to measure particle arrival times at larger radii 
than CASA-MIA. The showers studied were of sig- 
nificantly higher energy. The arrival time distribution 
of the smaller showers in CASA-MIA is too short for 
this type of analysis, so rise times are not used here. 

7. Muon size versus electron size 

As a first step toward evaluating the trend in primary 
composition. and before discussing the result of the 
full analysis, we 5how here a simpler approach, that of 
examining only the correlations of overall muon and 
electron sizes N, and N,,. These quantities are the 
usual sizes obtained from the standard fits of CASA- 
MIA data, described in the last section, Eq. (6). This 
approach serves to give an idea of the behavior of 
the data which we will later quantify using a more 
complete statistical analysis. 

Fig. 9 shows the trend in the data and the expec- 
tation from simulation. The points represent the data. 
and the heavy dashed lines represent the averages for 
iron and proton simulated showers. The lighter dashed 
lines do the same for oxygen and helium simulations. 
More restrictive acceptance cuts are employed for this 
plot than in the full analysis described later: show- 
ers arriving from within 14” of vertical and landing 
within 50 meters of the center of the array are included. 
Over 240000 data showers meet these requirements. 
The single-composition simulation shower averages 
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3.5 ” ‘I” “““1 j ’ ” 1 I I”’ 
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loglO(N,j 
Fig. 9. Fitted Muon six versus fitted electron sze. The points 

represent CASA-MIA data. The dashed lines represent simulated 

iron, oxygen, helium. and proton showers, as labeled. 

are derived from 975 (each) proton and iron showers 
between lOI cV and 10’6.’ eV, and 500 (each) oxy- 
gen and helium showers between 10” eV and IO’” eV. 

The trend seen in Fig. 9 is that the composition 
becomes heavier with increasing energy. The error 
bars represent the 1~ statistical uncertainty on the 
mean value of loglo( /VP) in each bin of log,,( N,,). 
The data appears reasonably “contained” between the 
simulation predictions for iron and for protons, al- 
though the muon sizes are becoming high for the 
largest events (log,,( N,,,) > 7.1). Had the SIBYLL 
simulation been used (recall SectiDn 4), the muon 
sizes of the data would have exceeded its predictions 
for iron showers in this region. 

8. The KNN test 

The “K” Nearest Neighbor (KNN) test classifies 
objects as belonging to one type or another based on 
which type they look most resemble - or which type 
their characteristics are “closest” too. This can be un- 
derstood in terms of an example illustrated in Fig. 10. 
In this figure there are two known samples, which will 
be referred to as the “open dots” and “closed dots” 
samples. A data point which fell in this graph near 
the position marked A would very likely belong to the 

Muon size vs electron size

knee

“The shapes of the iron and proton muon lateral 
distributions are very similar because of the lesser 
attenuation of the muon component of showers in air”
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Each  burst detector is constituted by 20 optically separated scintillator 
strips of 1.5 cm ⨉ 4 cm ⨉ 50 cm read out by two PMTs operated with 
different gains to achieve a wide dynamic range  (1- 10 6  MIPs). 

• 425 close-packed array of burst detectors, located near 
the centre of the array, for the detection of high energy 
secondary particles in the shower core region.

•  Number of SCD:                  0.5 m2 x 452 
•   Cover Area: 	                      5170  m2 

•   Energy region:                     30 TeV - 10 PeV 
•   Core position resolution:  1.5 m @50 TeV

The burst detectors observe the 
electron size (burst size) under the lead 

plate induced by high energy e.m. 
particle in the shower core region

Proton�
Iron�

Pb 

�Iron 

Scint. 

Box 

7 r.l. 

Burst Detector

3.5 cm

1 r.l.

• Lead plate (80 cm X 50 cm X 7 rl) 
• Iron plate (1 m X 1 m X 1 rl) 
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62 Tibet ASγ Collaboration / Physics Letters B 632 (2006) 58–64

Table 2
The purity of the selected events by T < 0.4

Model Energy (eV) Purity (%)
HD PD

QGSJET 1014–1015 96.7± 0.7 97.4± 0.4
1015–1016 83.1± 1.6 86.7± 0.8

SIBYLL 1014–1015 96.2± 0.5 97.3± 0.3
1015–1016 82.8± 1.2 86.1± 0.7

SIBYLL + PD models, respectively, among which 110 events
are identical and one event belongs only to QGSJET analysis
and two events belong only to SIBYLL analysis.

5. Results and discussions

In Fig. 2, we show the measured primary cosmic-ray proton
energy spectra assuming the two interaction models (QGSJET
and SIBYLL) and two primary composition models (HD and
PD), together with the results from other experiments. As
seen in Fig. 2, the present results assuming the HD and PD
models in the simulation are in a good agreement with each
other within the statistical errors. The measured proton en-
ergy spectra can be expressed by a single power-law func-
tion of a differential form J (E)(m−2 s−1 sr−1 GeV−1) = A ×
10−13 × ( E

106 GeV )−B , where (A,B) is (4.56 ± 0.46, 3.01 ±
0.11), (4.14 ± 0.44, 3.08 ± 0.11), (3.21 ± 0.34, 3.05 ± 0.12)
and (3.24 ± 0.34, 3.08 ± 0.12) based on the QGSJET + HD,
QGSJET + PD, SIBYLL + HD and SIBYLL + PD models,
respectively, where the errors quoted are the statistical ones.
The error in the spectral index is statistics dominant, while
that in the absolute flux value is model-dependence dominant.
For the absolute flux value, the QGSJET model gives approx-
imately 30% higher flux than the SIBYLL model. This can be
mainly attributed to the difference of Feynman xF -distribution
of charged mesons between QGSJET and SIBYLL model in
the very forward region at a collision [13]. The Feynman
xF -distribution in the SIBYLL model is harder than that in the

QGSJET model in the xF > 0.2 region, so that the generation
efficiency of γ -families by the former model becomes higher
than the latter, resulting in a lower proton flux in the case of
the SIBYLL model. As compared in Fig. 2, the present results
are consistent with those obtained by the burst detectors in this
experiment within 25% [11]. This implies that the systematic
energy-scale uncertainty in our experiment is estimated to be
10% level. A solid straight line with the power index −2.74
drawn in Fig. 2 is the best fitted line for the data points in the
energy region below 1014 eV observed by recent direct mea-
surements [22], which is harder than the indices of our proton
spectra.
Thanks to its light mass, the helium component can also trig-

ger our hybrid experiment although the efficiency at 1015 eV is
about 4 times lower than the case of protons. The ANN method
is again applied to obtain the helium spectrum over the energy
1015 eV. Because of the training algorithm of ANN, it is not
possible to train the network to separate heliums from others di-
rectly, for the helium mass is between protons and other heavy
nuclei and the characteristics of the helium event is smeared
out by the fluctuation tail from the both sides. Therefore we
train the network to separate light component (proton or he-
lium) from other nuclei, by assigning 0 to light component and
1 to other nuclei. The critical value Tc to select light compo-
nent is set as 0.2 where the selection efficiency reaches to 70%
and the purity is 93% for all models. Then, the helium spectra
can be obtained by subtracting the number of protons, which
are previously obtained by proton-training, from the number of
proton + helium events. Above mentioned procedure was ap-
plied on each energy bin to obtain the energy spectra of heliums
and the result is shown in Fig. 3, where the same dependence
of the absolute intensity on the interaction models is seen as in
the case of proton spectra.
We can also estimate the fraction of the nuclei heavier than

helium in cosmic rays around the knee using the proton +
helium spectra and the all-particle energy spectrum obtained by
the Tibet air shower array [20]. Shown in Fig. 4 is the fraction
of primary cosmic rays heavier than helium nuclei assuming the

(a) (b)

Fig. 2. Energy spectra of primary cosmic-ray protons obtained by the present experiment (a) and they are compared with other experiments (b): Tibet-B.D. [9],
KASCADE [16], JACEE [17] and RUNJOB [18]. The all-particle spectra are from the experiments: PROTON satellite [19], Tibet-III [20] and AKENO [21]. For
the solid line with the power index −2.74, see the text.

≈ 500 TeV

Physics Letters B 632 (2006) 58 

Separation based on shower core study 
(burst detectors) 

Adv. in Space Res. 47 (2011) 629 

Fig. 13 shows the fraction of primary cosmic-rays
heavier than helium nuclei assuming the QGSJET model
and the SIBYLL model, where the attached errors are

statistical ones. Our results indicate the average mass of
primary cosmic-rays increases around the knee, toward
the direction of heavy dominance. The fraction of the
nuclei heavier than helium among all cosmic-rays is greater
than 70% around the knee, and it is an increasing function
of the primary energy.

The energy spectra of the primary nuclei such as CNO
and Fe groups have been reported by KASCADE (Antoni
et al., 2004), EAS-TOP (Aglietta et al., 2004) and CASA-
BLANCA (Fowler et al., 2001), however, the results are
not conclusive yet because of their strong dependence on
the interaction models used in the analysis. We plan that
the next phase of the Tibet hybrid experiment will measure
the heavy component. A new type of air-shower core detec-
tor YAC (Yangbajing Air shower Core detector) is under
development, which aims at the explicit measurement of
the iron component. The performance of the planned appa-
ratus and its expected sensitivity to the primary cosmic-ray
composition have already been investigated (Huang et al.,
2005; Katayose et al., 2005). This new core detector array
consists of 400 YAC detectors of 0.20 m2 placed on a grid
at 3.75 m intervals as shown in Fig. 14. Each new detector
consists of lead plates, with a total thickness of 3.5 cm,
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Fig. 11. Result of Phase II experiment showing the energy spectrum of
light component (P + He) derived from analysis using (a) QGSJET model
and (b) SIBYLL model. Phase II result is shown by black closed circles.
See caption of Fig. 3 for plots labeled “BD” and “ALL”.
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(1) The power index is steeper than that of all-particle spectrum 
before the knee, suggesting that the light component has the 
break point at lower energy than the knee. 


(2) The fraction of the light component to the all-particles is 
less than 30% which tells that the main component 
responsible for the knee structure is heavier than helium. 
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Fig. 1. An example of a typical very high energy EAS event recorded by the detector running with the G1 gain scale of the analog system (see text). The hit map at 
ground is given on the left, the color code representing the strip multiplicity of each fired pad, evidently saturated on a large portion of the detector. The analog RPC signal 
( N part / BigPad ) vs the position on the detector is shown on the right: the core and the lateral particle distribution of the shower in the first few meters from it are clearly 
visible. 
(down to G0) and allowed measuring ever increasing densities up 
to several 10 4 /m 2 [9] . In Fig. 1 , the three-dimensional histogram 
of a EAS event imaged through the analog readout is shown and 
compared to the one obtained by the digital readout; the core is 
clearly identified and the shower front structure in the first few 
meters can be resolved. These features allowed to study, for the 
first time, the detailed profile of the particle density distribution 
at the observation level even very close to the shower axis. 

The possibility of a detailed investigation of the distribution of 
particles detected in the first few meters from the shower axis pro- 
vides a new and efficient way of selecting events initiated by light 
mass primaries (see last Section), without relying on the muon sig- 
nal. On the other hand, such a study could give new inputs, in the 
very forward kinematic region, to the hadronic interaction models 
currently used for the investigation of the cosmic ray flux and ori- 
gin at the highest energies. 
3. Monte Carlo simulations and event selection 

For the analysis presented here, several air shower samples in- 
duced by proton, He, CNO elemental group and Fe primaries have 
been simulated, for a total amount of several millions of events in 
the (10 12 -10 16 ) eV energy range. The simulated showers were pro- 
duced by using the CORSIKA code [10] , with QGSJET-II.03 [11] as 
hadronic interaction model, while FLUKA code [12,13] has been 
used at lower energies. The showers were generated in the zenith 
angle range θ < 45 °, according to a spectral index -1 and sub- 
sequently weighted in such a way to follow the flux normaliza- 
tions and spectra as given in [14] . Throughout the whole paper, if 
not differently specified, we adopted the Hörandel model to ob- 
tain a mixed sample of the above cited elements. With cores ran- 
domly sampled in a larger area (about ten times) than the detec- 
tor surface, such showers have been given in input to a GEANT 
[16] based program fully simulating the detector structure and re- 
sponse (including the effects of time resolution, trigger logic, elec- 
tronics noise, readout system, etc.). The Monte Carlo (MC) events 
triggering the analog system readout ( ≥ 73 fired pads in a clus- 
ter) have then been processed by the same reconstruction program 
used for real data. 

The shower core was determined through the Maximum Likeli- 
hood method applied to the lateral density distribution of the de- 
tected particles, which was fitted to a modified NKG function (see, 
e.g., [15] ). The algorithm ensured an accuracy of the order of 1 m 

Fig. 2. Angular resolution of incoming direction reconstruction for showers trigger- 
ing the analog system, as a function of log 10 ( N part ), the logarithm of particle mul- 
tiplicity on the whole central detector. The angular resolution is here defined as 
ψ 70 /1.58, where ψ 70 is the space angle including the 70% of reconstructed direc- 
tions with respect to the true one. 
or less. Concerning the reconstruction of incoming direction, the 
front of each detected shower was fitted by a conical shape, with 
vertex in the core position and aperture as a free parameter of 
the fit. The resulting angular resolution is found to be much better 
than 1 ° for all events triggering the analog system, with a gradual 
and constant improvement up to the highest hit multiplicities, as 
shown in Fig. 2 . The events were subsequently selected by requir- 
ing the core position to be in a fiducial area of 64 × 64 m 2 around 
the detector center. This work was also restricted to events with 
reconstructed zenith angle θ zenith < 15 °. 

The study of the MC events (see [17] ) allowed to identify the 
truncated size N p 8 , defined as the number of particles detected 
within a distance of 8 m from the shower axis, as a suitable, 
although mass dependent, estimator of the primary CR energy 
( Fig. 3 ), since well correlated to the total shower energy, not biased 
by effects due to the finite detector size, nor dominated by shower 
to shower fluctuations. As a consequence, in order to select event 
samples in given, sufficiently narrow, intervals of energy, specific 
bins of such observable have been extensively used all over this 
analysis. 

Linearity up to several 
Core resolution 

104/m2 ( → ≈ 10 PeV)
≈ 1 m

Estimator of the primary CR energy: , the number of particles 
detected within a distance of 8 m from the shower axis

Np8
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Fig. 3. Average primary energy for p, He, CNO group and Fe initiated MC showers, 
reconstructed in the zenith angle range θ zenith < 15 °, for various intervals of N p 8 , 
the number of detected particles within 8 m from the shower axis. 

Fig. 4. Lateral density distribution of particles around the shower axis for MC pro- 
ton, helium and iron initiated showers, with 10 3.7 < N p 8 < 10 4.0 and θ zenith < 15 °. 
The distributions are normalized to the density at 11 m of distance from the shower 
axis. 

Concerning the experimental dataset, the G1 and G4 gain scale 
samples were used for this analysis, apart the G7 one used for cal- 
ibration pourposes. This led to define a specific cut for the maxi- 
mum particle number (hereafter N max ) on a single big pad in each 
event, in the G4 and G1 samples separately, in order to select 
showers with a lateral particle density distribution well above the 
threshold set by the analog system: log 10 (N max ) > 1 . 7 for G4 and 
log 10 (N max ) > 2 . 7 for G1 scale (being N max the maximum particle 
number measured by a single big pad in the event). Moreover, a 
cut on N p 8 ensured to avoid possible saturation effects on each of 
the two gain scales: 3 < log 10 ( N p 8 ) < 5 for G4 and log 10 ( N p 8 ) > 4 
for G1. The same fiducial cuts used for real data were finally ap- 
plied to the simulated samples. 
4. Parametrizations of the LDF 

As stated in the Section 1 , the basic idea is to get informa- 
tion on the shower development stage from the lateral density 
distribution structure around the shower axis. Thus, the average 
particle distributions starting from the reconstructed core have 
been studied in detail for each N p 8 bin and, in the case of sim- 
ulations, for different primary types. As an example, the Fig. 4 
shows the average lateral distribution of particles obtained for a 
sample of simulated proton induced shower events in the inter- 

val "N p 8 = 10 3 . 7 − 10 4 . 0 , corresponding to an average energy E p ! 
70 TeV, together with the average LDFs. Moreover, the analogous 
distributions for He and Fe primaries in the same "N p 8 inter- 
val (corresponding to an average energy E He ! 100 TeV and E Fe ! 
300 TeV, respectively) are also shown in the same plot. 

The above cited NKG function, which describes fairly well the 
lateral distribution of charged particles, especially over distancies 
of hundreds meters at the observation level, has the following 
mathematical form: 
ρ1 (r) = N e C(s ) ( r 

R M 
)s −2 (

1 + r 
R M 

)s −4 . 5 
(1) 

Here ρ1 ( r ) is the particle density at a distance r from the 
shower axis, N e is total number of particles at the observation 
depth, C ( s ) is given by 
C(s ) = 1 

2 πR 2 M × %(4 . 5 − s ) 
%( s )%( 4 . 5 − 2 s ) 

being %( x ) the gamma function, R M the Molière radius at ground, 
s the lateral age parameter. 

Several modifications of the NKG form were proposed as LDFs 
in order to better reproduce the data of various experiments that 
measured particle densities at ground. This could be done by in- 
troducing the concept of local age s = s (r) [18] , or suitably modify- 
ing the original form given in Eq. 1 . As an example, the KASCADE 
experiment [19] used a NKG-like function able to describe the mea- 
sured lateral distribution for showers with energies up to 10 17 eV 
and for core distances up to 200 m: 
ρ2 (r) = N e C(s ) ( r 

r 0 
)s −α(

1 + r 
r 0 

)s −β

(2) 
where 
C(s ) = 1 

2 π r 2 0 × %(β − s ) 
%(s − α + 2)%(α + β − 2 s − 2) 

In this case some parameters have been optimized with Monte 
Carlo data, with α = 1 . 5 , β = 3 . 6 and r 0 = 40 m being used as ra- 
dial scale factor. Another example is given by the AGASA group 
[20] which used a generalized NKG function with an additional 
term to take into account density measurement at very large dis- 
tances, inspired by a function suggested by Linsley [21] : 
ρ3 (r) = C ( r 

R M 
)−1 . 2 (

1 + r 
R M 

)−((−1 . 2) [
1 . 0 + ( r 

10 0 0 m 
)2 ]−)

(3) 
where C , ( and ) are free parameters. This function describes well 
lateral distribution of charged particle up to distances of several 
km from the shower core. The ( parameter is related to the LDF 
slope and depends on the zenith angle. A different approach is the 
so called scaling formalism [22] . In this case 
ρ4 (r ) = N e 

r 2 0 C 
(

r 
r 0 

)−α(
1 + r 

r 0 
)−(β−α) [

1 + ( r 
10 r 0 

)2 ]−)

(4) 
where C = 0 . 28 , α = 1 . 2 , β = 4 . 53 , ) = 0 . 6 , while r 0 here becomes 
a free parameter that is shown to be correlated with the shower 
age. It has to be noticed that this function describes well particle 
densities measured far from the core, like in the AGASA experi- 
ment [23] . 

For ARGO-YBJ data, the lateral particle distributions were firstly 
fitted with each of the different parametrizations above reported 
( Fig. 5 and 6 ). Such a systematic study showed that no one of those 
functions was able to fit ARGO-YBJ data in a satisfactory way. In 
particular, the fit with the original NKG formula ( Eq. 1 ) did not give 
good results unless using R M values much lower than the actual 
Molière radius at the experimental site. 

The best performance in describing both simulated and experi- 
mental data, with the minimum number of parameters and for all 

Lateral distribution up to 10 m from the core described with a NKG-like function 

 ρ(r) = A ⋅ (r
r 0)s′￼−2 ⋅ (1 +

r
r 0)s′￼−4.5 s’ = lateral age 
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Fig. 11. The average lateral age parameter s ′ resulting from the fits of the lateral 
particle distributions in single events of simulated p, He, CNO group and Fe samples 
(in each N p 8 bin, see text) vs the corresponding X max average values. Only near- 
vertical showers ( θ < 15 °) are considered. 
uncertainty on the mean (which is very small) has been considered 
for the graph, although large event by event fluctuations occur, so 
the RMSs of the distributions are quite big. Anyway, here we are 
only interested to the behaviour of the average correlation. As can 
be seen, the shape parameter s ′ depends only on the development 
stage of the shower, independently from the nature of the primary 
particle and energy. That plot expresses an important ’universality 
property’ of the detected shower development in the atmosphere, 
in terms of the age parameter given by the LDF slope. This also im- 
plies the possibility to select the most deeply penetrating showers 
at different zenith angles, an important point for correlating the 
exponential angular rate distribution with the interaction length of 
the impinging particle [27] . 

Given its nature of lateral age, the parameter s ′ is also expected 
to be strongly related to the longitudinal age ( s L ) of the shower. 
Such correlation is made more explicit using the classical defini- 
tion of s L as a function of the shower maximum depth X max : 
s L = 3 h 0 · sec (θ ) 

h 0 · sec (θ ) + 2 X max (6) 
where h 0 is the detector vertical atmospheric depth, θ the shower 
zenith angle. Then, using the same average X max values reported in 
Fig. 11 , through the previous relation we obtain the plot of Fig. 12 , 
which clearly demonstrates how the ’observed’ lateral age s ′ is 
strictly related to the longitudinal age s L , and moreover a linear 
dependence appears appropriate. Indeed, in the same plot a linear 
fit has been superimposed, which gives: 
s L = (0 . 389 ± 0 . 005) · s ′ + (0 . 678 ± 0 . 007) (7) 

To notice that such relation between s ′ and s L , clearly stated 
on the averages, is also valid on the single event basis, apart 
small fluctuations mainly introduced by the fit uncertainties (it 
was found that s L can be obtained event-by-event by Eq. 7 with 
a resolution of about 6 % independently of the mass). 

We can more deeply investigate the above described results and 
get further consequences: the universality property expressed by 
the plot in Fig. 11 allows to decouple the detected shower sig- 
nal from the primary nature thanks to the (linear) relation s ′ = 
s ′ (X max ) , once the s ′ parameter value was obtained from the single 
event LDF fit. This in fact suggests the possibility to exploit such s ′ 

Fig. 12. Average longitudinal age s L vs the corresponding lateral age parameter s ′ 
resulting from the fits of the single event lateral particle distributions for simulated 
p, He, CNO group and Fe samples (in each N p 8 bin, see text), in the zenith angle 
range θ < 15 °. 

properties in order to identify a mass independent primary energy 
estimator. 

6. Sensitivity to primary mass 
In the previous sections, the main features of the shower age 

parameter s ′ were discussed, sufficient to reveal its sensitivity to 
the mass of primary particles. More explicitely, from the fit of the 
lateral particle distribution of single events in the simulated sam- 
ples of each primary (p, He, CNO, Fe), it was found that the age 
parameter s ′ value decreases when N p 8 (i.e. the energy) increases, 
this being due to the observation of younger (deeper) showers at 
larger energies. In the meantime, for a given range of N p 8 , the av- 
erage s ′ increases going from hydrogen to iron, as a consequence of 
a larger primary interaction cross section with atmosphere nuclei 
producing showers which on average have a flatter lateral profile 
at the detection level. This is summarized in Fig. 13 , which shows 
the average s ′ values obtained for the whole simulated samples of 
hydrogen, helium, CNO group and iron nuclei. 

The straightforward implication of this is that s ′ from the LDF 
fit very close to the shower axis, together with the measurement 
of the truncated size N p 8 , can give information on the nature of 
the particle initiating the cascade, thus making possible the study 
of CR primary mass composition. 

From the LDF fits of real data events with the function in Eq. 5 , 
in the same N p 8 intervals used for MC data, similar s ′ distributions 
are obtained. The average s ′ values from ARGO-YBJ experimental 
data are reported in Fig. 14 , together with the corresponding fit 
results from MC simulations for protons and iron initiated showers 
(“extreme pure compositions”). Each point of course is the mean of 
a distribution, whose width is quite large (the RMS varies between 
0.16 and 0.25) due to the shower by shower fluctuations, while the 
error on the mean is very small (such errors are associated to the 
dots in the plot). The experimental data points nicely lie between 
the expectations from extreme pure compositions, roughly indicat- 
ing a mixed composition becoming gradually heavier when the pri- 
mary energy increases. 

s′ reflects the developing stage of the shower, 
being a detected p-induced shower on average 
younger (which implies a smaller s′ value) than 
a shower induced by an iron nucleus

’universality property’ of the detected shower development in 
the atmosphere: the shape parameter s′ depends only on the 
development stage of the shower, independently from the 
nature of the primary particle and energy
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Fig. 13. Average lateral age parameter s’ as resulting from the fits of lateral particle 
distributions of simulated p, He, CNO group and Fe induced showers, in several N p 8 
bins, using the infunction in Eq. 5 . The events are selected with the same cuts of 
real ARGO-YBJ data. The error on the mean is considered for each point in the plot. 

Fig. 14. Average lateral age parameter s ′ in several N p 8 bins, as resulting from the 
fits of lateral particle distributions of ARGO-YBJ data events (black dots). The s ′ be- 
haviours for simulated p (red solid line) and iron (blue dashed line) induced show- 
ers relying on the Hörandel model are also reported. The error on the mean is con- 
sidered for each point, while the related s ′ distribution is much wider ( RMS ∼ 0.2) 
due to the large fluctuations. (For interpretation of the references to colour in this 
figure legend, the reader is referred to the web version of this article.) 

7. Conclusions 
A detailed study of the lateral particle distribution around the 

axis of the quasi-vertical extensive air showers detected by the 
ARGO-YBJ experiment has been performed. The analysis of data 
triggering the RPC charge readout system allowed to explore a 
wide range of particle density, from few particles /m 2 up to sev- 
eral 10 4 /m 2 very near to the core. A NKG-like function has been 
identified as LDF, which is able to properly describe the parti- 
cle distribution up to about 10 m from the core, both for sim- 
ulated and experimental data. Applied to simulated data origi- 
nated by different primaries, this study showed how the slope 
of such LDF, given by a lateral age fit parameter s ′ , gives in- 
formation on the longitudinal shower development. Moreover, it 

demonstrated the existence of an important universality prop- 
erty of the shower development stage features, when expressed 
in terms of s ′ , with respect to the primary nature. Thus, the 
fit by a proper LDF to the lateral density profile of the events 
as detected by an array like ARGO-YBJ, although limited to ∼
10 m around the axis, provides an effective tool to determine the 
shower age. 

The sensitivity of the particle distribution shape, as mea- 
sured by ARGO-YBJ within few meters around the core, to 
the nature of the primary particle generating the shower, has 
also been demonstrated and discussed. This suggests the pos- 
sibility of using the lateral age parameter s ′ , the slope of 
the LDF which describes such lateral density profile, for the 
study of the CR mass composition. In particular, that parame- 
ter could provide a new and efficient way of selecting samples 
of events initiated by light mass primaries (i.e. protons and al- 
pha particles), without relying on the muon signal, thus avoid- 
ing sizeable systematic dependencies on the adopted hadronic 
interaction model. 

It is worthwhile to emphasize once again that the results 
presented and discussed in this paper have been achieved 
thank to the peculiar layout of the ARGO-YBJ detector as a 
‘full-coverage carpet’, as well as to the implementation of the 
RPC analog charge readout system, which allowed to mea- 
sure the particle density distribution very close to the detected 
shower core. 
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FIG. 4: The longitudinal age parameter slong vs the lateral
age s′ resulting from the fit of the reconstructed LDF, for
simulated showers initiated by different primary nuclei (see
text).
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FIG. 5: Two-dimensional histogram of log10(E/TeV ) vs
log10(N

max
p8 ) for a simulated mixture of quasi-vertical (θ <

15o) H, He, CNO group and Fe nuclei, in the assumption of
Hörandel composition model. A linear fit is superimposed.

is a mass-independent estimator of the average slong
(or Xmax). Obviously shower-to-shower fluctuations2

introduce unavoidable systematics, whose effects can be
anyway quantified and taken into account. Another4

implication is that s′ from the LDF fit close to the shower
axis, together with the measurement of the truncated size6

Np8, can give information on the primary particle nature,
thus making possible the study of mass composition8

and the selection of a light-component data sample (see
below).10

B. Shower energy determination

In order to get a mass independent energy estimator,12

the information of the shower age given by the LDF fit
was used to correct the number of particles detected14

on ground to the corresponding value at the shower
maximum. As it is well known, this value would be well16

correlated with energy, independently on the primary
mass.18

As a first approximation, we can assume that the
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FIG. 6: The log10 of energy distribution corresponding to the
interval of the truncated size at maximum log10(N

max
p8 ) =

[5.30, 5.38], just as an example. As shown, the distribution is
properly fitted by a Gaussian function.

shower is absorbed after its maximum in the atmosphere
following an exponential law:

N(X) = Nmax
tot · exp

[
− Xdet −Xmax

λabs

[
(3)

where the number N(X) of particles at depth X is
obtained from the number of particles at maximum
Nmax

tot , taking into account the shower maximum depth
Xmax and the absorption length in the atmosphere λabs.
It is then reasonable to apply the same absorption law to
the truncated size Np8, in order to get the corresponding
signal at maximum, Nmax

p8 . By inverting Eq.3

Nmax
p8 = Np8 · exp

[
h0 · sec(θ)−Xmax(s′)

λabs

[
(4)

where h0 is the atmospheric depth of the detection level, θ
is the zenith angle, and Xmax(s′) is the shower maximum
as estimated from the event LDF slope. Equivalently,
using Eq. 2, we obtain:

Nmax
p8 = Np8 · exp

]
3

2

h0 · sec(θ)
λabs

[
1− 1

slong(s′)

[}
(5)

which directly expresses Nmax
p8 as a function of s′,

through the longitudinal age

slong = (0.389± 0.005) · s′ + (0.678± 0.007) (6)

resulting from data in Fig.2. It is then possible to
get Nmax

p8 for each event, on the basis of the observed20

truncated size Np8 at ground and the s′ parameter LDF
fit. The value of λabs is left as a free parameter in order22

to optimize the energy reconstruction (see below).
The shower size at maximum, Nmax

tot , is only a
function of the total energy, mostly independent on
the primary nature [2]. The quantity Nmax

p8 is then
expected to be a good, and mass independent, estimator
of the primary energy. This is evident in Fig. 5,
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below).10

B. Shower energy determination

In order to get a mass independent energy estimator,12

the information of the shower age given by the LDF fit
was used to correct the number of particles detected14

on ground to the corresponding value at the shower
maximum. As it is well known, this value would be well16

correlated with energy, independently on the primary
mass.18
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shower is absorbed after its maximum in the atmosphere
following an exponential law:

N(X) = Nmax
tot · exp

[
− Xdet −Xmax

λabs

[
(3)

where the number N(X) of particles at depth X is
obtained from the number of particles at maximum
Nmax

tot , taking into account the shower maximum depth
Xmax and the absorption length in the atmosphere λabs.
It is then reasonable to apply the same absorption law to
the truncated size Np8, in order to get the corresponding
signal at maximum, Nmax

p8 . By inverting Eq.3

Nmax
p8 = Np8 · exp

[
h0 · sec(θ)−Xmax(s′)

λabs

[
(4)

where h0 is the atmospheric depth of the detection level, θ
is the zenith angle, and Xmax(s′) is the shower maximum
as estimated from the event LDF slope. Equivalently,
using Eq. 2, we obtain:

Nmax
p8 = Np8 · exp
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3
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[
1− 1
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(5)

which directly expresses Nmax
p8 as a function of s′,

through the longitudinal age

slong = (0.389± 0.005) · s′ + (0.678± 0.007) (6)

resulting from data in Fig.2. It is then possible to
get Nmax

p8 for each event, on the basis of the observed20

truncated size Np8 at ground and the s′ parameter LDF
fit. The value of λabs is left as a free parameter in order22

to optimize the energy reconstruction (see below).
The shower size at maximum, Nmax

tot , is only a
function of the total energy, mostly independent on
the primary nature [2]. The quantity Nmax

p8 is then
expected to be a good, and mass independent, estimator
of the primary energy. This is evident in Fig. 5,
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FIG. 7: Energy resolution as a function of the reconstructed
energy Erec for quasi-vertical events (θ < 15o), λabs =
100 g/cm2 and Hörandel model [13]. The method was
applied for E ≥ 100TeV.

FIG. 8: Energy calibration bias as a function of the
reconstructed energy Erec for quasi-vertical events (θ <
15o), λabs = 100 g/cm2 and Hörandel model [13]. The
method was applied for E ≥ 100TeV.

where a two-dimensional histogram of the Log(Nmax
p8 )

quantity versus Log(E/TeV ) is shown for a simulated
mixture of protons, He, CNO group and Fe, weighted
by the flux model proposed by Hörandel [13]. Very
similar results are obtained using other composition
models (for instance, the Gaisser-Stanev-Tilav model
[44]). Monte Carlo events have been selected with the
same quality cuts of real data and zenith angle within
15◦. The two-dimensional histogram has been divided in
Log(Nmax

p8 ) bins of 0.08. For each bin the distribution of
Log(E/TeV ) has been well fitted by a gaussian function
(see Fig. 6 for an example). The line superimposed
in Fig. 5 is a fit of the mean values of each gaussian
as a function of Log(Nmax

p8 ) Such relationship is well
described by:

Log(E/TeV ) = a · Log(Nmax
p8 ) + b (7)

with a=(0.98 ± 0.01) and b =(−2.42 ± 0.05). It is
important to note that the value of the slope a is in good2

agreement with expectations [2, 51].

The energy resolution, defined as one standard devia-4

tion of the distribution of the quantity Log(Erec/Etrue)
(being Etrue the true energy of the simulated event and6

Erec the value as reconstructed from Eq. 7), has been
evaluated at various energies. A value of 0.2 has been8

obtained at 30TeV, improving with energy, as shown in
Fig. 7, donw to 0.05 at 10PeV. Moreover, as shown in10

Fig.8, the energy reconstruction bias, defined as the dif-
ference Log(Erec/TeV ) - Log(Etrue/TeV ), stays within12

±0.05 for all energies above 30TeV.

The absorption length parameter λabs has been14

determined by optimizing the energy resolution and
bias in the whole considered energy range. The16

value λabs = 100 g/cm2 satisfies both the request of
Log(E/TeV ) resolution better than 0.2 and bias within18

±0.05 for all energies above 30TeV nad it is in agreement
with expectations and an independent ARGO-YBJ20

measurement [26].

Gain scale G4 G1
Data from 14-jul-2010 27-sep-2010

to 30-jul-2010 31-dec-2010
Live time (s) 1.14 × 106 7.14 × 106

Triggering events 8.5 × 106 5.4 × 107

Reconstructed events with 9.5 × 105 6.7 × 106

core in Afid and θ < 15◦

Events after G4/G1 fiducial cut 2.3 × 105 8.7 × 104

Events with LDF fit 2.1 × 105 8.2 × 104

p+He selection 1.3 × 105 3.7 × 104

TABLE I: Summary of data samples used in the present
analysis at each selection step (see text).

IV. THE ALL-PARTICLE ENERGY SPECTRUM22

As described in Sec.II and [33], the RPC charge
readout system has eight different and overlapping gain24

scale settings (G0,....,G7 from lower to higher gains, with
nominal shifts of a factor two) in order to explore the26

particle density range ≈(20 – 104) particles/m2. In
this paper the results obtained with two gain scales (so-28

called G1 and G4) are presented. The main information
concerning the two data samples are given in Tab.I,30

together with the number of events surviving various
steps in the analysis (see below).32

The analog system response, for each considered data
set and gain scale has been carefully calibrated by34

following the procedures fully discussed in [33, 34].
Fiducial cuts in order to ensure the operation in the36

proper linearity range for each gain scale have been
applied, namely (Log(Npeak) > 1.7 and 3 < Log(Np8) <38

5) for G4, and (Log(Npeak) > 2.7 and 4 < Log(Np8)) for
G1, where Npeak is the number of particles detected on40

the BP with the largest signal in the considered event.
The same procedure described in Sec.III was then42

applied to fit the single event LDF in the first 10 meters
around the reconstructed shower axis and get the value44

of the lateral slope parameter s′. The measured values
of s′ and Np8 were then used to reconstruct the energy46
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100 g/cm2 and Hörandel model [13]. The method was
applied for E ≥ 100TeV.
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reconstructed energy Erec for quasi-vertical events (θ <
15o), λabs = 100 g/cm2 and Hörandel model [13]. The
method was applied for E ≥ 100TeV.
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ARGO-YBJ + WFCTA

23

❖ ARGO-YBJ: core reconstruction 
the largest number of particles Nmax recorded by a RPC in an given 
shower, i.e. the particle density within 3 m from the core position. 

❖ Cherenkov telescope: longitudinal information 
Hillas parameters   mass sensitive                 
Energy reconstruction

→

H&He Selection 
• Elongation of the shower image 
              L/W ~ 0.09(Rp/10m) 

2L 

2W 

• angular resolution: 0.2º
• shower core position resolution: 2 m

Phys. Rev. D 92, 092005 (2015)

• 4.7 m2 spherical mirror composed of 20 
hexagon-shaped segments 

• 256 PMTs (16 ⨉ 16 array)
• 40 mm Photonis hexagonal PMTs (XP3062/FL) 
• pixel size 1º
• FOV: 14º ⨉ 14º
• Elevation angle: 60º

A prototype of the future LHAASO telescopes has 
been operated in combination with ARGO-YBJ

Iron

ProtonPcproton
iron

PL
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Elemental composition and kinematic regions

24

All experiments observing a proton knee well below the 
PeV used observables exploring the (very) forward 
region of the hadronic interaction undergone by the 
primary cosmic ray.

All experiments observing a proton knee at a few PeV 
explored the central region (mainly with GeV muons).
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EAS-TOP, 800 g/cm2
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Shower array
•  35 modules, 10 m2 each, of plastic scintillators distributed over 

an area of 105 m2 

• 140 m2 hadronic calorimeter (had >30 GeV, muons >1 GeV)
• 8 Cherenkov telescopes wide fov

The cosmic ray primary composition in the ‘‘knee’’
region through the EAS electromagnetic and

muon measurements at EAS-TOP

EAS-TOP Collaboration
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Abstract

The evolution of the cosmic ray primary composition in the energy range 106–107 GeV (i.e. the ‘‘knee’’ region) is
studied by means of the e.m. and muon data of the Extensive Air Shower EAS-TOP array (Campo Imperatore, Na-
tional Gran Sasso Laboratories). The measurement is performed through: (a) the correlated muon number (Nl) and
shower size (Ne) spectra, and (b) the evolution of the average muon numbers and their distributions as a function of the
shower size. From analysis (a) the dominance of helium primaries at the knee, and therefore the possibility that the knee
itself is due to a break in their energy spectrum (at EHe

k ¼ ð3:5# 0:3Þ % 106 GeV) are deduced. Concerning analysis (b),
the measurement accuracies allow the classification in terms of three mass groups: light (p,He), intermediate (CNO), and
heavy (Fe). At primary energies E0 & 106 GeV the results are consistent with the extrapolations of the data from direct
experiments. In the knee region the obtained evolution of the energy spectra leads to: (i) an average steep spectrum of
the light mass group (cp;He > 3:1), (ii) a spectrum of the intermediate mass group harder than the one of the light
component (cCNO ’ 2:75, possibly bending at ECNO

k & ð6–7Þ % 106 GeV), (iii) a constant slope for the spectrum of the

*Corresponding author. Tel.: +39-011-6707370; fax: +39-011-6699579.
E-mail address: alessandro@to.infn.it (B. Alessandro).

0927-6505/$ - see front matter ! 2004 Elsevier B.V. All rights reserved.
doi:10.1016/j.astropartphys.2004.04.005

Astroparticle Physics 21 (2004) 583–596
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Observables (central region): 
• the correlated muon size ( ) and shower size ( ) spectra
• the evolution of the average  and their distributions vs 
• the evolution of   vs 

Nμ Ne
Nμ 180 Ne

ρμ 180 Ne

The composition in the ‘knee’ region

Mass group    g
Heavier primary spectra harder  Ë     Ek µ  Z ?

gl > 3.1

gCNO ~ 2.75

gFe = 2.3 – 2.7

p+He: 0.76
CNO: 0.14
Fe: 0.10

p+He: 0.37
CNO: 0.43
Fe: 0.21

Relative abundances
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Fig. 5. – 〈ρµ〉 at rcore between 180 and 210 m vs Ne relation (measured and expected from
QGSJET for individual elements).

Fig. 6. – Relative abundances of the three mass groups in direrent intervals of shower sizes.

From the values reported for the di)erent models and expected for a constant composi-
tion (see also fig. 3, and footnote 1), it results that such values are clearly incompatible
with αexp. We conclude therefore that none of the quoted models can explain the slope
of the Ne-Nµ relation without requiring an additional increasing of the average primary
mass.

b) The spectra of the light (p,He), intermediate (CNO), and heavy (Fe) primaries
are obtained by fitting the muon number distributions in intervals of Ne, the theoretical
values being provided by simulations based on QGSJET for primary spectra with slopes γ
= 2.75. Results of the fits as relative abundances (vs. Ne) and fluxes (vs. E0) are reported
in figs. 6 and 7 (the lighter component is considered as made of “pure protons” and of
“50% p + 50% He”, which accounts for the uncertainty bands). For the average behaviors
we obtain: i) a steep spectrum for the light component (γp,He > 3.1); ii) a spectrum
harder for the intermediate one (γCNO ! 2.75), iii) a constant slope for the spectrum
of the heavy primaries (γFe ! 2.3–2.7), consistent with the direct measurements.

c) Since the main changes in the hadronic interactions would finally manifest into
di)erent energy distributions of the secondaries, a check of the reported change in com-
position can be obtained by means of a similar muon number analysis vs. shower size
performed by means of the Eµ > 1.3 TeV muons recorded by MACRO. The relative
spectra of the light and heavy components obtained through the quoted analysis are re-
ported in fig. 8 [16]. The interpretation is again performed through simulations exploiting
QGSJET, and the result (steepening of the light component around the knee) agrees
with the one obtained through the GeV muon analysis. A comparison of the results in
terms of 〈ln(A)〉 vs. primary energy is shown in fig. 9.

the number of muons  and the muon density   
are measured between 180 and 210 m from the core

Nμ 180 ρμ 180

Conclusions.
• Steep spectrum of the light mass group 
• Helium primaries dominates at the knee: 

• Possibile knee of CNO mass group: 

• Constant slope of the heavy component

γp+He > 3.1

EHe
k ≈ (3.5 ± 0.3) × 106 GeV

ECNO
k ≈ (6 − 7) × 106 GeV

Astrop. Physics. 21 (2004) 583
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Muons underground  Eμ ≥ 1.3 − 1.8 TeV

Such muons originate from the decays of mesons produced in 
the first interactions of the incident primary in the atmosphere, 
and thus are from a quite different rapidity region than the GeV 
muons usually used for such analyses (  the 
rapidity region being )

 The experiment provides data related to the first stages of the 
shower development, from secondaries produced beyond the 
central rapidity region.

xF > 0.1, 0.2
y − ybeam ≈ − (4.5 − 5.0) at s ≈ 10 TeV

better agreement with the absolute normalization of the di-
rect measurements. However, at higher energies, the spec-
trum shown in Fig. 8 is less consistent with the EAS mea-
surements with respect to the one obtained from the fit of the
absolute rates.

V. PRIMARY COMPOSITION

Figure 9 shows the dependence of the average mass num-
ber of cosmic rays ^A& on primary energy. The dependence

on primary energy of the relative abundances of the light
~H1He!, medium-heavy ~CNO1Mg!, and very-heavy ~Fe!
components of the fitted models are given in Fig. 10. Both
these figures refer to the fit of the absolute muon rates
(A/R fit!: the solid line shows the best fit average mass and
the dashed lines the same function at 61s error. For com-
parison the results obtained from the fit of the muon rate
ratios (R/R fit, line through crosses! and the fit of the
MACRO data alone (M /A fit, line through circles! are also
given. The results from the three fit procedures are very close
to each other, in terms of ^A& and relative abundances of
mass groups. The closeness of the A/R-fit to the M /A-fit
supports the convergence criterion used therein and confirms
that the resulting composition is almost entirely determined
by multimuon data. On the other hand, the comparison be-
tween the fits obtained using absolute and relative muon
rates gives us confidence in the stability of our fitting proce-
dure. Table V shows at different primary energies the rela-
tive abundances of each elemental group as estimated in the
A/R fit.
Both ^A& and the relative abundances show little depen-

dence, within errors, on the primary energy below 106 GeV.
At higher energies the best fit average mass shows a mild
increase with energy, even though no definite conclusion can

FIG. 8. All-particle spectrum arising from the R/R fit, superim-
posed to previous experimental data. Symbols and line types are the
same as in Fig. 7.

FIG. 9. Dependence of the average mass of cosmic rays on
primary energy. Solid line: ^A& arising from the fit of the absolute
muon rates (A/R fit!, dashed lines: ^A&6 1s from the A/R fit, line
through crosses: ^A& from the fit of the rate ratios (R/R fit!, line
through circles: ^A& from the fit of MACRO data alone (M /A fit!.

FIG. 10. Dependence on primary energy of the relative abun-
dances of the light ~H1He!, medium-heavy ~CNO1Mg! and very-
heavy ~Fe! components. Line types are the same as in Fig. 9.

TABLE V. Relative abundances of the different elemental
groups in the A/R fit.

E
~TeV! H He CNO Mg Fe

10 0.4260.08 0.2860.19 0.1360.06 0.0960.03 0.0860.04
102 0.3160.09 0.3460.11 0.1860.07 0.1160.04 0.0660.03
103 0.2360.08 0.2960.09 0.2960.17 0.1460.08 0.0560.04
104 0.3560.17 0.2160.14 0.1660.15 0.1660.11 0.1260.08
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Mg+Si

p+He

Fe

knee

Different curves refer 
to different analyses

Possible knee of the light 
component at ≈ 500 TeV

better agreement with the absolute normalization of the di-
rect measurements. However, at higher energies, the spec-
trum shown in Fig. 8 is less consistent with the EAS mea-
surements with respect to the one obtained from the fit of the
absolute rates.

V. PRIMARY COMPOSITION

Figure 9 shows the dependence of the average mass num-
ber of cosmic rays ^A& on primary energy. The dependence

on primary energy of the relative abundances of the light
~H1He!, medium-heavy ~CNO1Mg!, and very-heavy ~Fe!
components of the fitted models are given in Fig. 10. Both
these figures refer to the fit of the absolute muon rates
(A/R fit!: the solid line shows the best fit average mass and
the dashed lines the same function at 61s error. For com-
parison the results obtained from the fit of the muon rate
ratios (R/R fit, line through crosses! and the fit of the
MACRO data alone (M /A fit, line through circles! are also
given. The results from the three fit procedures are very close
to each other, in terms of ^A& and relative abundances of
mass groups. The closeness of the A/R-fit to the M /A-fit
supports the convergence criterion used therein and confirms
that the resulting composition is almost entirely determined
by multimuon data. On the other hand, the comparison be-
tween the fits obtained using absolute and relative muon
rates gives us confidence in the stability of our fitting proce-
dure. Table V shows at different primary energies the rela-
tive abundances of each elemental group as estimated in the
A/R fit.
Both ^A& and the relative abundances show little depen-

dence, within errors, on the primary energy below 106 GeV.
At higher energies the best fit average mass shows a mild
increase with energy, even though no definite conclusion can

FIG. 8. All-particle spectrum arising from the R/R fit, superim-
posed to previous experimental data. Symbols and line types are the
same as in Fig. 7.

FIG. 9. Dependence of the average mass of cosmic rays on
primary energy. Solid line: ^A& arising from the fit of the absolute
muon rates (A/R fit!, dashed lines: ^A&6 1s from the A/R fit, line
through crosses: ^A& from the fit of the rate ratios (R/R fit!, line
through circles: ^A& from the fit of MACRO data alone (M /A fit!.

FIG. 10. Dependence on primary energy of the relative abun-
dances of the light ~H1He!, medium-heavy ~CNO1Mg! and very-
heavy ~Fe! components. Line types are the same as in Fig. 9.

TABLE V. Relative abundances of the different elemental
groups in the A/R fit.

E
~TeV! H He CNO Mg Fe

10 0.4260.08 0.2860.19 0.1360.06 0.0960.03 0.0860.04
102 0.3160.09 0.3460.11 0.1860.07 0.1160.04 0.0660.03
103 0.2360.08 0.2960.09 0.2960.17 0.1460.08 0.0560.04
104 0.3560.17 0.2160.14 0.1660.15 0.1660.11 0.1260.08
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<A> shows little dependence on the primary energy below 1000 TeV.
Fine structures are missing! 
<A> is not sensitive to composition details

∼

PRD 56 (1997) 1418
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Underground multiple TeV muons come from different kinematical 
regions determined by the energy of their parents. 

Multimuon events originating from less energetic primaries are 
preferentially produced from parents in the very forward fragmentation 
region, whereas at higher primary energies the corresponding 
production kinematical region is at lower . 

In particular it can be recognized that the highest  parents are the 
main contributors of the low multiplicity muon events and then largely 
determine the inclusive muon rates.

xF

xF

originating from less energetic primaries are preferentially
produced from parents in the very forward fragmentation re-
gion, whereas at higher primary energies the corresponding
production kinematical region is at lower xF . Table VI
shows this fact at different primary energies and for a few
groups of muon multiplicities. In particular it can be recog-
nized that the highest xF parents are the main contributors of
the low multiplicity muon events and then largely determine
the inclusive muon rates. Therefore possible inadequacies of
the hadronic interaction models in the far fragmentation re-
gion could, at least partly, explain the discrepancies between
multimuon results and direct measurements.

VIII. CONCLUDING REMARKS

The multiparametric fit of muon rates is a successful tool
for studying the primary cosmic ray composition. Having
chosen a priori the HEMAS interaction model, our results are
the following.
Multimuon data require the contribution of all the elemen-

tal groups in order to explain the observed muon rates in a
wide multiplicity range. An important outcome of our fitting
procedure is that MACRO data show sensitivity to the en-
ergy steepening above the knee.
The fitted all-particle spectrum exceeds, in the lower en-

ergy region, direct measurements by ;10% at 10 TeV to
;50% at 100 TeV. Above ; 5000 TeV it shows a good
consistency with EAS array measurements. The spectral in-
dexes of the fitted energy spectrum are 2.5660.05 for
E,500 TeV and 2.960.3 for E.5000 TeV with a gradual
change at intermediate energies. The same fit procedure, ap-
plied to the ratios of muon rates to single muons
@R(Nm)/R(1)#, permits cancellation of systematic effects re-
lated to muon propagation through the rock. In this case the
fitted spectrum shows a better agreement with low energy
measurements, but the spectral indexes are roughly the same
as in the fit of the absolute rates.
Both ^A& and the relative abundances show little depen-

dence on the primary energy below about 1000 TeV. At
higher energies the best fit average mass shows a mild in-
crease with energy, even though no definite conclusion can
be reached taking into account the increasingly large uncer-
tainties deriving from the fit.
We have shown that the most important source of uncer-

tainties comes from the choice of the hadronic interaction
model. A comparison with a more recent model, SIBYLL,
based on different physical assumptions, leads to spectra dif-
fering of the order of 10%, but with a very similar composi-
tion. These differences in the TeV muon yields are consistent

with what has been previously discussed by other authors. It
is therefore likely that the disagreement between our under-
ground muon analysis and direct measurements cannot be
solved in a straightforward way. In our opinion this fact of-
fers interesting hints which motivate further phenomenologi-
cal and experimental studies.

APPENDIX A: j2 MINIMIZATION

The estimate of the elemental flux parameters has been
performed through a minimization of the function j2 @see Eq.
~9!#, in which these parameters appear in two distinct terms:
~1! a x2 term (xM

2 ) based upon muon multiplicity rates from
MACRO data ~7!. This term includes the flux parameters in
the convolution integral ~3!; ~2! a x2 term (xD

2 ) built up with
direct measurements of individual spectra ~10!.
The two pieces are used to define the minimized j2 func-

tion through a linear combination, with fixed ~i.e., not esti-
mated! weight parameters. However the two contributions
have quite a different role in our best fit procedure. The first
is the primary term from which we want to estimate our
parameters and then the corresponding weight (lM 5 1! is
not changed during the fit process. The second term has the
role of constraining the flux parameters to a limited region of
the parameter space and therefore the corresponding weight
(lD) is changed. It is straightforward that setting lD to 0 is
equivalent to a best fit of MACRO data alone.
The adopted procedure of constraining the flux param-

eters with external measurements has been suggested by the
following considerations.

~i! The high number of free parameters and the depen-
dence of the muon rates on the composition parameters,
through a convolution of primary spectra over a wide energy
range, prevent us from estimating the primary composition
from the minimization of the xM

2 function with free param-
eters.

~ii! The application of limits on parameters could in prin-
ciple solve the previous problem and then prevent the param-
eters from taking on unphysical values. The minimization
with limited parameters is generally ~e.g., in MINUIT @41#!
achieved with a nonlinear transformation of the parameters
themselves and unavoidably introduces additional numerical
difficulties to the process. Then the success of such minimi-
zation strongly depends on the minimized function and, in
any case, it is recommended to release the boundary condi-
tions after the minimum is reached, in order to get a reliable
calculation of the covariance matrix. In our case this proce-
dure turned out to be unsuccessful, mainly because of nu-
merical problems arising from the intrinsically strong corre-
lations among the parameters in the two-power-law function.
Furthermore, the functional form of elemental spectra pre-
vents an appropriate definition of the parameters boundaries.
As a result, minimizations performed using MACRO data
alone (j25xM

2 ) with limited parameters gave us spectra in
reasonable agreement with the ones obtained with the con-
strained fit, but with parameter errors unreliable on account
of unsolved numerical inaccuracies ~e.g., covariance matrix
not positive definite!.

~iii! The minimization process at decreasing values of
lD showed a limiting minimum of j2 at a value of lD for
which the minimization is still good and the evaluation of the
covariance matrix is accurate ~see Appendix C!.

TABLE VI. Average xF of the parent of the muons at MACRO
depth, in different ranges of primary energy. Events generated using
the HEMAS interaction model.

E ~TeV! Nm51 Nm52–4 Nm>5

,10 0.41 0.34
10–102 0.25 0.19 0.09
102–103 0.23 0.19 0.16
103–104 0.22 0.20 0.18
104–105 0.20 0.20 0.19
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Average  of the parent of the muons at MACRO
depth, in different ranges of primary energy

 forward region 

xF

xF > 0.2

is the laboratory energy fraction in the forward direction < xlab > ∼ xF ∼
Eπ

Eo

If Ethr
μ ≃ 1.3 TeV  < Eπ > =

γ + 2
γ + 1

Ethr
μ

1 − r(γ+1)
π

1 − r(γ+2)
π

≃ 1.7 TeV where rπ =
m2

π

m2
μ

PRD 56 (1997) 1418

For “low” E0 values (a few TeV) , i.e. in the very 
forward region. 
In that cases, only muons from the first generation in the cascade 
are detected, and the primary interaction is really investigated.

< xlab > ∼ 1
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Figure 1: Monte Carlo calculation of Average Xlab of parent pions of muons detected after
3400 hg/cm2 of standard rock, at 30→ of zenith angle, for proton (black circles) and iron
nuclei (open squares) primaries.
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A low EAS-TOP trigger allowed to select (protons) events in the 
range 50-100 TeV. A coincidence with MACRO in principle allows to 
investigate interaction models in the fragmentation region.
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The observables are the air shower size ( ) measured by EAS-TOP 
and the TeV muon number ( ) recorded by MACRO.

Ne
Nμ

TeV muons are produced in the early stages of the shower 
development and in a kinematic region quite different from the 
one relevant for the usual  studies with shower arrays.Nμ − Ne
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Figure 1: Monte Carlo calculation of Average Xlab of parent pions of muons detected after
3400 hg/cm2 of standard rock, at 30→ of zenith angle, for proton (black circles) and iron
nuclei (open squares) primaries.
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This analysis selected coincidence events coming from 
showers initiated by primaries having 
where TeV muons mostly correspond to mesons produced 
between the central and fragmentation region (at the edges of 
the fragmentation region, rather than in the central one).

E ≥ 100 TeV/nucleon

the higher size bins (due to the limited statis-
tics), but below and just above the knee at
Log10ðNeÞ ¼ 5:92, the large v2 values indicate the
failure to reproduce the shape of the multiplicity
distribution (see Table 8).

3.4. Interpretation of the data

For a given size window, the contribution of
each primary mass group derives from a diOerent
energy region: the higher the mass number, the
higher the corresponding energy. From the full
simulation chain we also calculate the probabilities
!aðE;DiNeÞ for a primary belonging to mass group
a (a¼L, H) and of energy E to give a coincident
event in the ith size window DiNe. To evaluate the
average mass composition we use a logarithmic
energy binning (3 bins per energy decade), starting
from 100 TeV/nucleus. From the simulation we
obtain the number of events (naj ðDiNeÞ) that a pri-
mary of mass group a will produce in the jth en-
ergy bin, when the detected size is in the windows
DiNe. Therefore the total number of events that the
primary mass group a produces in the size window
DiNe is the sum of naj ðDiNeÞ over the energy bins.

We require that the number of experimentally
observed events in the size window DiNe be equal
to:

N expðDiNeÞ ¼ pLðDiNeÞ
X

j

nLj ðDiNeÞ

þ pHðDiNeÞ
X

j

nHj ðDiNeÞ ð2Þ

where pL and pH are the fit coePcients for the
given size window DiNe. These are normalized, so
that pL ¼ 1% pH in each size window. This leaves
an overall renormalization factor K free in order to

satisfy Eq. (2), so we obtain the renormalized
quantities n&aj ¼ Knaj . The corrected estimated
number of primaries of mass group a for each size
window belonging to energy bin j can thus be
obtained by applying the ePciencies !aðEj;DiNeÞ:
ma

j ðDiNeÞ ¼ paðDiNeÞn&aj ðDiNeÞ=!aðEj;DiNeÞ ð3Þ

Then, since the jth energy bin may receive con-
tributions from diOerent size windows, we have to
sum over i (the size window index):

Ma
j ¼

X

i

ma
j ðDiNeÞ

¼
X

i

paðDiNeÞn&aj ðDiNeÞ=!aðEj;DiNeÞ ð4Þ

ML
j and MH

j provide estimates of the energy spec-
tra of the L and H mass groups, presented in Fig.
4. There we plot the spectra starting from 103 TeV
since with our selection of size, this is the energy at
which the heaviest component has reached a sig-
nificant triggering ePciency. A steepening of the
light mass group spectrum is observed just at the
knee ('4 · 1015 eV), which amounts to Dc ¼
0:7( 0:4 assuming power law behaviours crossing
at the knee position. Although these distributions
cannot be used to obtain a direct representation of
the actual cosmic ray spectrum, due to the two
mass groups schematization and the choices of

Table 8
The v2 values resulting from the fits to the CNO (A ¼ 14)
component alone, as a function of shower size

Log10ðNeÞ window v2/Nd.o.f.

5.20–5.31 17.3/6
5.31–5.61 49.9/8
5.61–5.92 45.6/10
5.92–6.15 16.8/10
6.15–6.35 4.7/11
6.35–6.70 8.7/9
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Fig. 4. Energy spectra estimates for L and H admixtures.

650 M. Aglietta et al. / Astroparticle Physics 20 (2004) 641–652

MgSi + Fe

p + He

In Fig. 2 the multiplicity distributions are
shown for the four most relevant size windows,
together with the expected L and H components,
and their best fit combination.

Regarding the shapes of the multiplicity distri-
butions, it is interesting to remark that they cannot
be described by simple single laws, and show some
structure; this is evident in the data and in the
simulated Heavy components, however less so in
the simulated Light ones. The origin of such
structure is entirely geometric and due to the
interplay between the typical size of muon bundles
with the two length scales of the MACRO detec-

tor. Small bundle sizes can be entirely contained in
the detector while, when the size increases, this
becomes impossible along the width of the detec-
tor. Bundles of even larger size exceed also the
length of MACRO. This fact is well taken into
account by the simulation, and in fact the fit
reproduces correctly this change of structure,
which is typical of large bundles (i.e., high energies
and large masses). The eOect is evident when
comparing with a single component fit, say the
CNO group that has an intermediate average
atomic number. The results of the fit are presented
in Fig. 3. CNO primaries alone provide good fits in

Table 7
The fitted normalizations for the two components (L, H) as a function of size (notice that the two parameters are correlated, so that
errors are not independent from one another)

Log10ðNeÞ window pL pH v2/Nd.o.f.

5.20–5.31 0.74± 0.07 0.26± 0.11 5.5/5
5.31–5.61 0.70± 0.05 0.30± 0.09 2.7/7
5.61–5.92 0.66± 0.09 0.34± 0.14 11.4/9
5.92–6.15 0.50± 0.17 0.50± 0.24 12.2/9
6.15–6.35 0.30± 0.20 0.70± 0.32 4.7/10
6.35–6.70 0.24± 0.32 0.76± 0.45 8.4/8
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Fig. 2. Distributions of the relative frequencies of the detected
underground muon multiplicities (black points) together with
the predictions for L (open triangles) and H (open stars)
admixtures in the QGSJET interaction model, and the (L+H)
fit (open squares).
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Fig. 3. Distributions of the relative frequencies of the detected
underground muon multiplicities (black symbols) together with
the results of the fits for the QGSJET interaction model (L+H)
(open squares), compared with a fit with the CNO component
only (open triangles).
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knee

We concluded that the results do not depend on the 
production region kinematics
But (very)  forward region not investigated yet

Astrop. Physics. 20 (2004) 641
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• The primary proton spectrum in the energy range 0.5–50 TeV has been deduced from the hadron 
spectrum measured int he EAS-TOP calorimeter.

• The fraction of He and CNO primaries is obtained from the atmospheric Cherenkov light density 
measurements at different distances at ground (proportional to the total energy of the primary) 
combined with the TeV muons recorded by MACRO

Number of muons per event reaching the MACRO
depth, protons, He and CNO vs primary energy

COSMIC RAYS AT THE KNEE 821

a) The primary proton spectrum [17] in the energy range 0.5–50 TeV has been de-
duced from the hadron spectrum measured in the EAS-TOP calorimeter. The procedure
includes: i) the simulation of the propagation of primary protons and nuclei from the
top of the atmosphere to the observation level; ii) the test of the validity of the code
used (CORSIKA/QGSJET) by comparison with the sea level spectrum measured by
KASCADE; iii) the corrections for the contribution of the heavier nuclei. The results
are presented in fig. 10, showing good agreement with the direct data, and constancy of
the slope of the p-spectrum:

S(E0) = (9.8 ± 1.1 ± 1.6sys) × 10−5

(

E0

1000

)(−2.80±0.06)

m−2s−1sr−1GeV−1.

b) The fraction of He and CNO primaries is obtained from the atmospheric Cherenkov
light density measurements at the surface (which is proportional to the total energy of
the primary, E0) combined with the TeV muons recorded by MACRO [18] (providing the
detection geometry and a “trigger” based on the energy/nucleon). In fig. 11, showing
the average number of muons reaching the MACRO depth for di)erent primaries we
deduce that at primary energy E0 ≈ 80 TeV the muon contributions from p and He
primaries coincide (the same holds at E0 ≈ 250 TeV also for CNO), so that by selecting
c.l. signals corresponding to such energy the p + He (or p + He + CNO) flux is obtained.
The c.l. photon densities for events observed in coincidence with MACRO are shown
in fig. 12: photon densities between 103.55 and 103.75 /m2 (268 events) correspond to
primary energies about 80 TeV, and between 104.15 and 104.35 /m2 (125 events) to about
250 TeV (for core distances 125 < r < 145 m). By subtracting from the (p+He) and the
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-6

3.4 3.6 3.8 4 4.2 4.4

Fig. 11 Fig. 12

Fig. 11. – Average muon numbers at the MACRO depth, from primary protons (full circle), He
(open circle) and CNO (open cross) as a function of energy.

Fig. 12. – Comparison between the experimental Cherenkov light photon densities and the
expectations from the JACEE and RUNJOB spectra.

80 TeV

250 TeV

Beams are well defined:
• p  at Eo < 50 TeV
• p+He at 50 < Eo < 100 TeV
• p+He+CNO at Eo > 100 TeV

• At   
• At   

Same efficiency (inside 15%) in TeV muon production 
Relative abundances are not distorted

E ≈ 80 TeV Np
μ ≈ NHe

μ
E ≈ 250 TeV Np

μ ≈ NHe
μ ≈ NCNO

μ

Astrop. Physics. 21 (2004) 223
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The lateral distribution of Cherenkov light is measured to select proton 
and helium primary beam at 2 core distances r < 50 and 125 < r < 185 m

mental photon spectra. Due to C.l. fluctuations in
shower development the determination of the ex-
pected event rates through the integral energy
spectra introduces uncertainties of 30%, 10% and
5% in the first, second and other coronae, respec-
tively. By means of the expected event rates
obtained through the procedure above described,
the experimental Cherenkov light lateral distri-
butions have been determined. Our measurement
of the photon density versus the core distance for 4
diverent shower energies (80, 120, 150 and 200
TeV) is shown in Fig. 13. The horizontal error bars
on measured points represent the uncertainty on
the individual EAS core distances, while for pho-
ton densities statistical and systematic errors are
added in quadrature. The experimental points are
compared with the simulated lateral distribu-
tion functions, which are obtained by weighting
together p, He and CNO lateral distributions
according to JACEE spectra. A systematic uncer-
tainty of about 20% has the possible evect of
scaling all the curves with marginal changes to
their shapes. The error on primary energy due to
the uncertainty of the JACEE spectra is not in-
cluded. This error is on the order of 20%, and its

evect is again to scale the experimental points
without changing the shapes. Within the quoted
uncertainties, the calculated and experimental
l.d.f.s match with each other.

As pointed out in [29], the slope of the C.l.
lateral distribution is related to the longitudinal
development of the shower. In [29], as a parameter
to characterize this slope, the ratio between pho-
ton densities at 50 and 150 m from the core was
introduced. By analogy, we define the ratio R ¼
phð42Þ=phð134Þ, for which the simulated and
experimental values obtained for diverent energies
are given in Table 3. Only statistical errors are
given since the systematic uncertainties cancel out
in the ratio. The weighted average gives

Rex $ Rth

Rth

¼ 0:14% 0:09: ð5Þ

This value represents therefore the possible dis-
crepancy between the expected and calculated
slopes of the l.d.f.

For 60 TeV protons, the modes of the distri-
butions of the production heights of Cherenkov
photons collected at distances of 42 and 134 m
are, respectively: x42 ¼ 505 g/cm2, and x134 ¼ 370 g/
cm2, i.e., just around the EAS maximum.

Such C.l. lateral distribution measurements,
besides providing experimental information in a
region not accessible to traditional EAS measure-
ments, confirms the good operation of CORSIKA/
QGSJET in reproducing the longitudinal devel-
opment of the shower at these primary energies at
(14± 9)% level (see Eq. (5)).

Concerning the reliability of the model in
describing the high energy muon production rate:
(a) the energy and kinematics ranges of interest

10
4

0 20 40 60 80 100 120 140 160 180 200

Fig. 13. Measured C.l. lateral distributions for 4 diverent
shower energies, compared with the simulated ones using the
JACEE spectra (i.e., energy–intensity relation).

Table 3
Ratio R ¼ phð42Þ=phð134Þ for experimental and simulated lat-
eral distributions for diverent energy intervals

E (TeV) Rex DRex Rth

40 2.11 0.32 1.79
60 2.00 0.32 1.85
80 2.24 0.39 1.87
100 2.11 0.43 1.91
120 2.11 0.53 1.94
150 2.24 0.64 1.98
200 2.99 0.96 2.03

DRex represents statistical errors on experimental points.

M. Aglietta et al. / Astroparticle Physics 21 (2004) 223–240 235
The shower and its geometry are selected through the muons detected 
deep underground by MACRO ( ). Eμ > 1.3 TeV

The shape of the lateral distribution reflects the rate of energy release in the 
atmosphere (i.e., the properties of the interaction, the primaries being dominated 
by the lightest components due to the TeV muon trigger requirement).

The obtained ratio   implies that 

around 100 TeV the helium flux dominates over the proton one. 

Jp

Jp + JHe
(80 TeV) = 0.29 ± 0.09

From the ratio   

it results that CNO could provide a significant contribution to
the flux in the 100–1000 TeV energy region

Jp+He

Jp + JHe + JCNO
(250 TeV) = 0.78 ± 0.17

“The data imply a decreasing proton 
contribution to the primary flux well below 
the observed knee in the primary spectrum.”

The ratio of the 3 components at 250 TeV: 
 Jp : JHe : JCNO = (0.20 ± 0.08) : (0.58 ± 0.19) : (0.22 ± 0.17)

Observables investigate the region beyond the fragmentation region

Astrop. Physics. 21 (2004) 223
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θ
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h

θ = arctg( r
h ) ∼

r
h

y ∼ η = − ln(tg
θ
2 )

h first interaction  km a.s.l.

if  at 5000 m asl

≈ 15 − 20

1 ≤ r ≤ 10 m → η ≈ 8 − 10

9

hadronic interaction models 
treating the forward region

34

hadronic interaction models

boosted from CM to air 
shower reference frame

gaps at beam pipes

Very close to the leading, the most suitable way to 
investigate the atomic mass number of the primary CR.

In the central region any distinctive features of 
fragmentation are smeared out by fluctuations in the 
large number of interactions, during development and 
propagation of EAS.

The central region is dominated by contribution of younger 
sub-cascades started by pions produced at the late stage of EAS 
development and also their finite transverse momenta.

With increasing lateral distances the mean energy of pion 
interactions decreases

Young showers  p-like showers
High energy  Young showers   p-like showers

→
→ →
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II. THE HAWC OBSERVATORY
AND DATA SELECTION

The Earth’s atmosphere is opaque to cosmic rays in the
energy range of HAWC. Primary cosmic ray particles
interact with air molecules to produce large cascades of
secondary particles, called extensive air showers. Properties
of the primary cosmic ray must be inferred from the air-
shower particles that reach ground level. The HAWC
Observatory is an air-shower array located at 4100 m
above sea level on the slopes of Volcan Sierra Negra in the
state of Puebla, Mexico. HAWC is designed to detect air
showers produced by primary gamma rays in the 500 GeV
to 100 TeV energy range, but its altitude and physical
dimensions permit measurements of primary hadronic
cosmic rays up to multi-PeV energies.
The detector comprises a 22;000 m2 array of 294 close-

packed water Cherenkov detectors (WCDs). Each WCD
consists of a 4.5 m tall and 7.3 m diameter cylindrical steel
tank lined with a black plastic bladder and filled with
188,000 liters of purified water. Attached to the floor of
each tank are four upward-facing photo-multiplier tubes
(PMTs): one central high-quantum efficiency Hamamatsu
10-inch R7081 PMT, and three 8-inch R5912 PMTs each at
1.8 m from the center forming an equilateral triangle. The
PMTs observe the Cherenkov light produced when secon-
dary particles (primarily electrons, positrons, and gamma
rays) from air showers enter the tank. Figure 1 depicts the
full HAWC array and the schematic of a WCD.
The PMT signals are transferred via RG59 coaxial cables

to a central counting house, where they are amplified,
shaped, and discriminated on custom front-end boards

using two voltage thresholds: one at 1=4 and the other
at 4 photoelectrons (PEs). The time stamps when these
thresholds are crossed are recorded and provide a means of
inferring the amplitude of the measured signal. The
resulting time-over-threshold (ToT) is proportional to the
logarithm of the pulse’s total charge. Commercial time-to-
digital converters (TDCs) digitize the ToTs, and send the
data to a farm of computers for further processing. A simple
multiplicity trigger is used to identify candidate air-shower
events, ensuring that a minimum number of PMTs record
signals within a defined time window.
The event reconstruction procedure involves determination

of air-shower properties including local arrival direction, core
position, and an estimate of the primary energy. While a
cursory reconstruction is performed on-site, this analysis uses
the results from the fourth revision (Pass-4) of the off-site
reconstruction, to have a uniform data set and the most
updated calibrations available. The calibration procedure
permits the estimation of the true number of PEs in a
PMT from the measured ToT. It is performed by an on-site
laser system that sends pulses to each WCD while the PMT
responses are recorded. A further calibration step is required
to account for varying cable lengths resulting in PMT timing
differences, which are determined to sub-ns precision.
The HAWC detector in its full configuration was in

stable data taking mode during the runs selected for this
analysis, amounting to a total live time of 234 days from
8 June, 2016 to 17 February, 2017. The total up-time
efficiency was ∼92% and the mean trigger rate was
∼25 kHz. All events triggering at least 75 PMTs and
passing the core and angle fitting routines were processed

FIG. 1. The left panel shows the layout of the entire HAWC detector. Each WCD is indicated by a large circle encompassing the
smaller, darker circles which identify the PMTs. The right panel depicts the representation of a single WCD including the steel tank, the
protective roof, and the four PMTs. The penetrating dark blue line represents a high-energy secondary air shower particle, which emits
Cherenkov radiation indicated by the cyan rays inside the WCD volume.

ALL-PARTICLE COSMIC RAY ENERGY SPECTRUM … PHYSICAL REVIEW D 96, 122001 (2017)
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On average, heavy primaries tend to produce older showers (large age values 
and flatter lateral distributions) than light nuclei, while high energy 
primaries create younger EAS (small values of age and steeper lateral 
distributions) than low energy ones.

with smoother lateral distributions than those from cosmic
rays. This difference is employed in HAWC for gamma/
hadron separation [27,30]. The outliers produce a small
bias on the fitting parameters of the order of a few percent.
In particular, for the example presented in Fig. 1, they
induce an increment on s and log10ðAÞ of 3% and 2%,
respectively.
It is worth to point out that the reduced χ2 of the lateral

distributions of the measured data is similar to the pre-
dictions of MC simulations up to log10ðErec=GeVÞ ¼ 4.2
for a mixed composition scenario using our reference
composition model, which will be described in the next
section, and QGSJET-II-04. Meanwhile, at higher energies
the experimental mean of χ2=ndof tends to be larger than the
MC expectations for the mixed composition assumption.
In particular, for log10ðErec=GeVÞ > 5.3 the values of the
reduced χ2 of the data are above the MC predictions for
pure proton and iron nuclei, which implies that in this
energy regime the width of the measured lateral distribu-
tions of hadronic EAS is larger than expected from
QGSJET-II-04 simulations. Further studies are needed to
understand the origin of such differences.

2. Primary energy

The primary energy of the shower event is estimated
from a maximum log-likelihood procedure [21], which
computes and compares the probabilities that the measured
lateral distribution of PMT signals from a given shower
with reconstructed zenith angle θ is produced by proton
primaries of different energies, E. The calculation also

includes the probability of observing active PMTs with no
signals during the event. In the algorithm, the probability
values of the operational PMTs are extracted from prob-
ability tables, which are generated using proton-induced
EAS simulations with a number of hit PMTs (nHit) greater
than 75 and with EAS cores and arrival directions success-
fully reconstructed. The tables are obtained fromCORSIKA/
QGSJET-II-04 simulations for log10ðE=GeVÞ¼ ½1.85;6.15%
and θ ≤ 60°.

III. MONTE CARLO SIMULATIONS

Air shower simulations initiated by cosmic rays in HAWC
were carried out using CORSIKA v7.40 [39] without the
thinning option and with the hadronic interaction models
FLUKA [40] and QGSJet-II-04 [28]. FLUKA is employed
for hadron energies ofElab < 80 GeV, while QGSJet is used
at higher energies.
Simulations were conducted for eight primary species, in

particular, H, He, C, O, Ne, Mg, Si, and Fe, using an energy
spectrum E−2 for the energy interval 5 GeV − 2 PeV. The
MC data cover the zenith angle range θ ¼ ½0°; 65°% with a
cos θ sin θ distribution. Shower cores are thrown flat in
radius up to 1 km from the center of the array, but
reweighted to simulate a distribution uniform in area.
The HAWC detector response was simulated using

software based on GEANT4 [41]. Both MC and measured
events were reconstructed with the same algorithm in order
to study the influence of experimental systematic uncer-
tainties on the estimated EAS parameters.
MC events were weighted to reproduce the nominal

composition model introduced in [21]. This model gives a
fair description of the cosmic ray elemental spectra measured
by the direct experiments AMS-2 [42,43], CREAM I-II
[44,45], and PAMELA [46] in the energy interval from
100 GeV to ∼200 TeV. The data are fit with a broken power
law, which is extrapolated up to a few PeV. Figure 2
illustrates the cosmic ray intensities in our nominal compo-
sition model, with the predictions for light (Z ≤ 2), inter-
mediate (3 ≤ Z ≤ 14) and heavy cosmic ray nuclei. The
expressions and fit parameters1 are taken from [21]. The total
number of simulated EAS in the full zenith angle range and
the whole energy interval for protons and helium primaries
were 3 × 1010 and 1.3 × 1010, respectively, while for the rest
of elemental nuclei, we simulated 109 MC events per mass
group. For vertical events with θ ≲ 16° and primary energies
greater than 10 TeV, the number of simulated events is
reduced by a factor of 2.2 × 104. Appendix A gives other
composition models used to estimate systematic errors.
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FIG. 1. The lateral effective charge distribution of an EAS event
measured with HAWC on June 2, 2019. The estimated energy,
zenith angle, and azimuth are log10ðErec=GeVÞ ¼ 5.05,
θ ¼ 1.04°, and ϕ ¼ 202.24°, respectively. The gray dots represent
the measured Qeff per PMT in PE (photoelectron) units. The
vertical errors are the systematic uncertainties. The result of the fit
with Eq. (1) is shown with a red line. The corresponding fit
parameters are shown; the number of degrees of freedom is 1018.

1There is a typo in the value of the normalization energy E0 of
the broken power-law functions in the nominal model of [21] that
is corrected here. The parameter E0 should have the values 1200,
1600, 2000, 2400, 2800, and 5600 in GeV units, for C, O, Ne,
Mg, Si, and Fe nuclei, respectively.
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Outliers due to large and localised 
charge depositions from muons

Mass separation is done event-by-event using an energy dependent 
cut on the lateral shower age parameter, derived from
predictions of the QGSJET-II-04 model for different primary nuclei

A cut on the effective charge at the PMT is applied ( ), not 
on the radial distance. Larger values of  are found close to the 
EAS core, hence, those points are removed. The region around the 
shower core that is excluded will depend on the shower size.  
Therefore, the distance to the core increases with increasing energy.

Qeff ≤ 104

Qeff

From the fragmentation region to the central 
one approaching the PeV energy region

data. The value of Δγ used to perform the previous
calculation was derived by comparing the histograms of
Erec for the measured data and for the nominal composition
model. On the other hand, the selection efficiency in MC
data due to the fhit cut can be further incremented by ∼1%
taking also into account in the simulations the observed
difference between the nominal composition model and the
measured data regarding the relative abundance of light
primaries. It is worth to mention that the estimated
systematic errors for the energy spectrum of Hþ He
performed in this work consider the contributions from
uncertainties in the composition model and the energy
spectrum of cosmic rays (see Appendix B).
According to MC simulations, for log10ðErec=GeVÞ ≥

3.8 the mean systematic uncertainties of the shower core
position and the arrival direction of EAS in the selected data
are below 17 m and 0.5°, respectively. The bias and
resolution of the primary energy are jΔ log10ðErec=GeVÞj ≤
0.09 and σ log10ðErec=GeVÞ ≤ 0.3, correspondingly, above
log10ðErec=GeVÞ ¼ 3.8. As an example, the expected mean
bias and the resolution of the primary energy are shown in
Fig. 3 as a function of Erec. The energy estimation and the
pointing accuracy of the detector have been verified
independently in [21] using measurements of the position
of the Moon shadow as a function of the reconstructed
energy.

V. DESCRIPTION OF THE ANALYSIS

A. Experimental dataset
In the present analysis, we have used data collected with

the central detector of HAWC from June 11, 2015, to June
3, 2019. The total effective time amounts to Teff ¼ 3.74 yr,
which corresponds to an experimental livetime of 94%. The
data sample contains 2.9 × 1012 EAS. After applying the
selection criteria, we kept 1.6 × 1010 showers.

B. Analysis technique
The reconstruction of the energy spectrum of proton and

helium primaries applies an unfolding analysis to a sub-
sample of events enriched in light elemental nuclei by a cut
on the shower age. We correct for contamination by heavy
nuclei, and triggering and reconstruction efficiency. We
give details of the reconstruction chain in the following
subsections.

1. Extraction of an enriched subsample of light elements

The lateral shower age is sensitive to the mass compo-
sition of cosmic rays in HAWC, as can be seen in Fig. 4.
The plot shows QGSJET-II-04 predictions for the mean s of
EAS caused by different mass cosmic rays as a function of
the estimated energy Erec. The age parameter defined in
Eq. (1) decreases for light nuclei and for high energy
cosmic rays, since these primaries produce more penetrat-
ing EAS with shower maxima closer to HAWC. The age
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FIG. 3. The mean bias (black circles) and resolution (red open
squares) of the primary energy of cosmic ray induced EAS as a
function of the estimated energy in HAWC according to MC
predictions with QGSJET-II-04. The plots were obtained for
events with θ < 16.7° and using the all-particle spectrum de-
scribed in our nominal composition model. The selection cuts
discussed in the paper were also applied. The energy bias is
defined as Δ log10ðErecÞ ¼ log10ðErecÞ − log10ðEÞ, where Erec
and E are the reconstructed and true primary energies of the
EAS. The energy resolution is defined as the standard deviation
of the Δ log10ðErecÞ distribution.
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FIG. 4. Predictions of the QGSJET-II-04 model for the energy
dependence of the mean lateral age in vertical air showers
initiated by four cosmic ray species at HAWC. From top to
bottom, the MC points correspond to Fe (solid triangles), C
(hollowed triangles), He (hollowed circles), and H (solid circles)
primaries, respectively. For clarity, not all the elemental nuclei
simulated in this work were included in the plot. HAWC data has
also been added to the figure. They are shown with black squares.
The sHe−C cut employed to extract the enriched subsample of
light nuclei is plotted using a dashed line in red.
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Is it possible that, in the central region, a 
combined effect between young showers from 
pions sub-showers and earlier showers produced 
by higher energy secondaries may mimic a light 
composition extending up to a few PeV?

Could LHAASO explore  the (very) forward region where the bulk of primary energy is transferred 
deep in the atmosphere and investigate possible effects of the kinematic regions on a measurement 
of the elemental composition?

Probably this is the most interesting study that can be done in the PeV range

As an example, the radial dependency of the ‘age’ has little in 
common with the cascade theory depending on the superposition 
of younger sub-cascades. We cannot predict this behavior with 
shower toy models.

According to the measurements carried out by the experiments there is a (strong…?) 
evidence of a possible role of the kinematic region explored by the different observables. 

comparison. We also estimated LAP from the lateral density distri-
bution of electrons obtained by the KASCADE experiment
[28,41,42] and we compared with our simulation results in
Fig. 1c. The errors in the extracted experimental points are quite
large but it is at least clear that a constant single lateral shower
age is insufficient to describe the experimental findings.

Since air shower measurements are subjected to large fluctua-
tions, instead of LAP at a particular radial distance we consider
for each event a mean LAP (< slocal >), which is the average of LAPs
for several small distance bands (ri; rj) over the radial distance be-
tween 50 m to 300 m. For the purpose of averaging, distance bands
are taken in constant steps on the logarithmic scale. The radial dis-
tance band from 50 m to 300 m is chosen because the positions of
local minimum and maximum at 50 m and 300 m band are nearly
universal, independently of primary energy [40].

5. Results on gamma-hadron separation: Method I

First, we analyzed the simulated EAS events generated at NBU
and KASCADE locations (both at sea level), obtained s? and other
shower parameters and compared with some of the published re-
sults of NBU [43] and KASCADE [28] respectively. Secondly, EAS
events generated at the geographical location of ARGO-YBJ [25]
are analyzed and both s? and slocal!rÞ are estimated.

5.1. Ne & Nl dependencies of < s? >

The correlation between the mean lateral shower age (< s? >)
over a small shower size bin in the range (103 # 1:5$ 106), with
the zenith angle interval (0% # 45%) for p, Fe, c-ray, mixed composi-
tion (mixture-I) using QGSJet model and corresponding NBU
results [43] are put on view in Fig. 2a. The NBU EAS experiment
reported the total uncertainties (including instrumental uncer-
tainty) in estimating s? and Ne as &9% and &0:14Ne [29]. It is
important to perceive that the lateral shower age takes higher
values for heavy nuclei compared to that of light and c-ray
primaries clearly indicating relatively flatter lateral distribution
of electrons as one moves from c-ray to Fe via p.

The variation of hs?i with muon size in the primary energy
range (102 # 3$ 104 TeV) and zenith angle interval (0% # 45%) for
p, Fe, c-ray primaries is presented in Fig. 2b with KASCADE data
[28]. The variation exhibits the same nature as obtained in the
KASCADE experiment using NKG fitting for muons with slightly
higher muon threshold energy. The Fig. 2b exhibits the fact that
c-ray initiated showers can be separated out from the background
using hs?i and Nl. It was also concluded in one of our previous
work that EASs due to light primary components are younger on
the average [40].

The KASCADE data points indicate that the composition changes
slowly from predominantly proton at around 1014 eV to heavier
primaries with the increase of energy. The NBU data are available
only over a small energy window and though both the NBU and
the KASCADE data suggest for a mixed composition in the common
energy range of study, the NBU data favor for a relatively heavier
composition. However, being a small EAS array the NBU experi-
ment could measure electron density only up to 80 m from the
shower core and its resolution power for primary composition is
thus limited.

5.2. Variation of f with Nl
Ne

The lateral structure of EAS from different primaries attributes
some power of identification and rejection of hadron primaries
from c-rays with the same primary energy and size [23]. From
the lateral profile of each simulated EAS, we have estimated elec-
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Fig. 1. (a) The radial variation of LAP obtained at the ARGO-YBJ altitude for p, Fe and
c-ray with hadronic interaction models QGSJet and EPOS. (b) Same as Fig. 1a at the
Akeno level with QGSJet model, compared with experimental data. The solid and
dashed lines parallel to the x-axis indicate s? for Fe and p. (c) The radial variation of
LAP estimated from the KASCADE observed lateral distribution data. Lines indicate
the mean values of a sample of simulated EAS events with QGSJet model (the errors
in experimental data are not included here).

R.K. Dey, A. Bhadra / Astroparticle Physics 44 (2013) 68–75 71

606 g/cm2

R.K. Dey, Astrop. Phys. 44 (2013) 68

Unfortunately, it was never constituted a working group to investigate the 
reasons for these discrepancies unlike what was done between AUGER and TA.
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Since 1995 at Chacaltaya, 5200 m asl

Therefore with these measurements one can obtain component
spectra for several mass groups of species. According to these mea-
surements, it is obvious that the dominant component below
1014 eV is protons. On the other hand, in the energy region at
and above the knee it is difficult to measure the spectra of the pri-
mary particles by such direct measurements because of their low
intensities and limited aperture of the detectors. Therefore, the
chemical composition in this energy region is determined through
the measurement of extensive air shower (EAS).

The BASJE group had carried out EAS experiments of two inde-
pendent measurements to study the chemical composition, and we
have reported the results of the mean logarithmic mass number of
primary cosmic rays hlnAi. First, we observed atmospheric C!eren-
kov photons simultaneously with EASs and determined the chem-
ical composition through analysis of time structures of C!erenkov
photon pulses [8]. Second, we investigated the chemical composi-
tion through the equi-intensity analysis of the measured EAS size
spectra of different incident directions [1]. The time structures of
atmospheric C!erenkov photon pulses are good indicators of the
longitudinal developments of EASs at their early stages, i.e. above
the observation site: since they strongly depend on the primary
species, it is possible to investigate the chemical composition. On
the other hand, the equi-intensity method is useful to evaluate
the longitudinal developments ‘‘below” the observer’s altitude. At
the altitude of Mt. Chacaltaya in Bolivia (5200 m a.s.l., atmospheric
depth of 550 g cm!2), the maximum development points of EASs
are clearly seen in the equi-intensity curves of the EASs initiated
by primary protons with energies above 1015 eV. Thus we can
examine the chemical composition from the observations of the
longitudinal developments above and below their maximum
points. Both of these results show that hlnAi increases with ener-
gies at the knee [1,8]. Most of other experimental results also have
the same tendency: hlnAi above the knee is increasing with ener-
gies (e.g. [1,8–11]). However these results of absolute values of
hlnAi are different from others around the knee. In order to reduce
the systematic uncertainties and to determine the chemical com-
position in good accuracies, we consider the following require-
ments: (1) Measure EASs near maximum development points
which have less affect of EAS fluctuations. (2) Use an unbiased trig-
ger threshold for heavy components of primaries, of which EAS
developments are faster than those of light components at a same
energy. (3) Measure the electro-magnetic components which are
less dependent on hadronic interaction model than the muon com-
ponent in EASs. (4) Require a separation capability between the
three species (proton, carbon, and iron nuclei). (5) Measure the
chemical composition with wide energy range (from direct mea-
surement region to above the knee). The high altitude of our site
meets the (1–2) requirements. For the (3–5) requirements, we
have measured lateral density distributions of atmospheric C!eren-
kov photons associated with EASs. Our MC studies showed that the
distributions of atmospheric C!erenkov photons of EASs contain
integrated information of EAS developments from the first interac-
tion points to the altitude of the observation site, and thus good
probe for a chemical composition study. The MC studies also
showed that this analysis has a separation capability between
the three species below and above the knee, and we can detect suf-
ficient photons per event because C!erenkov photons emitted by
EASs arrived at the ground with suffering little attenuation by
the air.

We performed the experiment from August 2001 to October
2002 and we collected more than 3000 atmospheric C!erenkov pho-
tons events associated with EASs. The lateral distributions of the
C!erenkov photons are fitted to an empirical formula with the
parameters as primary particle estimators obtained from our
Monte-Carlo (MC) studies. We used the three component model
(proton, carbon, and iron nuclei), and determined the mixing ratio

of these species in primary cosmic rays by comparing the parame-
ter distributions obtained from both of the experiment and the
simulated showers. We also calculated the mean logarithmic mass,
hlnAi.

2. Experiment

The atmospheric C!erenkov photon detectors were installed in
the EAS array called the minimum air shower (MAS) array [1] at
Mt. Chacaltaya to measure the lateral photon density distributions
to study the chemical composition of primary cosmic rays.

2.1. The MAS array

The MAS array consists of 69 scintillation detectors. The
arrangement of the array is shown in Fig. 1. The particle detectors
measure both or either of the local particle densities and the arrival
timings. Using the data obtained with the array we determined the
EAS parameters, i.e., arrival directions, core positions, and air
shower size Ne. The data acquisition system of the MAS array is
triggered by a fourfold coincidence of the fast timing signals with
amplitudes greater than 0.8 particle level within 4 ls time win-
dow. In order to obtain EAS events efficiently in a wide energy
range, the observations were carried out in two modes, the low en-
ergy mode (1014–1015 eV) and the high energy mode (1015–
1016 eV), by changing the triggering detectors as shown in Fig. 1.
The trigger efficiencies are 100% in both of the observation modes.
A further description about the hardware of the array and the de-
tails of the analysis procedures are described in previously pub-
lished papers (e.g. [1,12]).

The determination accuracies for the EAS parameters depend on
species of primary particles and their primary energies. We evalu-
ated the accuracies in determination of the EAS parameters (sizes,
arrival directions) with MC simulations. The CORSIKA code [13]
version 5.61 was employed with the QGSJET hadronic interaction
model [14] for the three primary types, proton, carbon, and iron
nuclei. The simulated events were reconstructed using the same
analysis program to be used in the analysis of the observed data.
Fig. 2 shows the simulation results for EASs of incident zenith an-
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Fig. 1. Layout of the MAS array detectors and atmospheric C!erenkov photon
detectors. The array consists of 1 m2 particle density detectors (diamond), 1 m2 fast
timing (FT) detectors (triangle), 1 m2 density and FT detectors (open circle), 4 m2

density and FT detectors (open square). Filled squares are 4 m2 density and FT
detectors used as the trigger detectors in the low energy mode, and filled circles are
1 m2 density and FT detectors used as those in the high energy mode. Asterisks
labeled ‘‘L” are the atmospheric C!erenkov detectors used in low energy mode,
asterisks labeled ‘‘H” are those in the high energy mode.

454 H. Tokuno et al. / Astroparticle Physics 29 (2008) 453–460

Different observables:
• time structures of air Cerenkov light to measure the EAS 

longitudinal developments at their early stages
• EAS longitudinal developments around their maxima and at 

later stages with an equi-intensity method analysis
• lateral distributions of atmospheric Cerenkov photons 

trum to our previous result [1]. The mixing ratio of the three species
in the energy range E ! E + dE is calculated as

xi ¼
x0i
R

FiðE;Ne;dNeÞE%cdEP
x0i
R

FiðE;Ne;dNeÞE%cdE
; ð5Þ

where Fi(E, Ne, dNe) is the PDF of energy E for showers reconstructed
in the size range Ne ! Ne + dNe, x0i is a constant in the energy bin. The
all particle spectrum is expressed as E%c. For all of the three species
the index of differential energy spectrum c was adopted %2.7 below
1015.5 eV and %3.2 above. The confidence intervals of x0 with the
90% confidence level were estimated by the likelihood ratio test de-
scribed above. Fig. 14 shows the obtained hlnAi as a function of
energy.

We evaluated systematic errors of these results. First, we con-
sider the systematic errors due to the assumption of the cosmic
ray all particle spectrum and the knee energy on the basis of our
previous observations. Since the spectral index and the position
of the knee used in this work contain errors as Dc = ±0.1 and
DlogEknee = ±0.1, respectively, we calculated the systematic effects
on hlnAi with MC simulations. We found that the differences on
hlnAi are smaller than 0.03 at 1014.5 eV and smaller than 0.01 at
1016 eV. We conclude that the systematic error due to the assump-
tion on the spectrum is negligibly small compared to the statistical
errors shown in Fig. 14.

The other systematic error is attributed to the three species
model used in this analysis. We evaluated the determination accu-
racy for hlnAi by three species model for the three species them-
selves and their middle components; we are concerned here with
helium and magnesium. From the simulation studies, determina-
tion accuracy for hlnAi for each species (the three species, and mid-
dle components: helium and magnesium) are obtained, and shown
in Table 4. In the each bin the largest systematic differences of
them are employed as the systematic errors and are shown in
Fig. 14. These systematic errors are less than 0.3 on hlnAi.

From the above analyses, we obtained the following result. The
values of hlnAi are higher than the logarithmic mass number for
carbon (lnA = 2.49) at the knee, as shown in Fig. 14. This result is
not affected by the systematic error from the determination accu-
racy for hlnAi. The best-fit rate of dhlnAi/dlogE for the whole en-
ergy range is 0.65 ± 0.4 with v2 = 0.44. A constant composition
model gives a fit of hlnAi = 2.8 with v2 = 3.4. Our result suggests

an increase of heavier component fractions with primary energies
of cosmic rays, but the constant composition model cannot be ex-
cluded because of the experimental errors. In Fig. 15 we also plot
the results of the direct and the indirect measurements. Our pres-
ent result is consistent with the direct measurement results of JA-
CEE [6] and RUNJOB [7] within the errors at the energies from
1014.5 to 1015.0 eV. It must be emphasized that our present result
is in agreement with the results of our previous experiments, the
measurement of the C!erenkov photon pulse time structures [8]
and the equi-intensity method analysis of the EAS size spectra
[1]. On the other hand, our results are apparently inconsistent with
the results of CASA-BLANCA [9], CASA-DICE [10], KASCADE = non-
parametric [11] at the energies around the knee. There are other
experiments which did not calculate hlnAiwith the primary energy
using their results [20–24], and some results in those experiments
suggest that the heavy component is enriched at the knee [22–24].

5. Discussion

One of the causes of the systematic uncertainties in the chemi-
cal composition is from the hadronic interaction models used in
the EAS simulations. In our simulations the parameter b has a mod-
el dependence to a certain degree, because this parameter is sensi-
tive to the EAS developments at their early stages. In this work we
used the QGSJET model which gives the most rapid development
among the major models (SYBILL, QGSJET, DPMJET, and neXus)
[25]. Note that the QGSJET model gives more rapid development
than that from the newest version QGSJET-II [26]. We found that
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Fig. 14. Mean logarithmic mass hlnAi obtained with the present experiment as a
function of energy, the error bars and the error box represent the 90% C.L. statistic
errors and the systematic error, respectively. The plots in energies represent a
weighted mean of the median energy of the every species in an energy bin. For
comparison, direct measurements results (JACEE [6] and RUNJOB 2001 [7]) are also
shown.

Table 4
The systematic difference of obtained hln Ai (1r) for each species by three species
analysis

logNe P He C Mg Fe

5.0–5.3 (L) +0.24 %0.02 ±0.00 %0.17 %0.29
5.3–5.6 (L) +0.21 %0.24 %0.02 %0.23 %0.17

5.5–5.7 (H) ±0.00 %0.29 ±0.00 %0.06 ±0.00
5.7–5.9 (H) ±0.00 %0.24 ±0.00 %0.02 ±0.00
5.9–6.1 (H) ±0.00 %0.22 ±0.00 %0.08 ±0.00
6.1–6.3 (H) +0.04 %0.12 ±0.00 %0.03 ±0.00
6.3–6.5 (H) +0.05 %0.17 ±0.00 %0.11 ±0.00
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Fig. 15. The present result of the mean logarithmic mass hlnAi compared with the
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higher than Carbon (ln A = 2.49) at the knee

the energy spectrum determination, which strongly affect the
uncertainties in the rate of arrival, we conclude that the sim-
ulation gives good agreement with the experimental results.

As mentioned in the previous section, the present result
shows that heavier components, such as iron nuclei, become
dominant in the energy region around the knee. With our pre-
vious observations of Cerenkov radiation induced by EASs, we
observed EAS longitudinal development in the stages before
shower maximum. With the present analysis, we determined
the longitudinal development at the later stages. Nonetheless,
both measurements of the chemical composition with two
different and independent observations are consistent with each
other. Thus, we have successfully measured the whole longi-
tudinal development of EASs with the two observations and
thereby reached an estimate of the chemical composition.

The present result is consistent with the results of both
CASA-MIA and KASCADE (hadrons), but inconsistent with
those of KASCADE (electrons) and CASA-BLANCA. The
validity of our result is shown in the observed longitudinal
development curves, by comparison with the simulated curves
of the primary protons. While the calculated EAS longitudinal
development curves are dependent on the hadron interaction
model, our adopted QGSJET model shows the most rapid
development among the major models. Therefore, it is not
possible to explain our observed development curves with any
hadronic interaction model that is proton-dominant.

The present energy spectrum shows a gradual steepening
around 1015.5 eV. In this energy region, ln Ah i is more than 3
and is slowly increasing with primary energy. Our result
combined with the direct measurements of ln Ah i, shown in
Figure 7, indicates that ln Ah i is constant up to about 1014.5 eV.
Above this energy, ln Ah i increases with energy up to 1016 eV.
The factor between these two characteristic energies is about
30, and it is equal to the charge of iron, i.e., Z ¼ 26. Thus, one
possible explanation of this feature of the measured ln Ah i is
that the energy spectrum of each cosmic-ray component is
steepening at a fixed rigidity.

Using the simple assumptions of our all-particle flux and
ln Ah i, we compare our result to a composition model in
which there are five cosmic-ray components (protons, He,
CNO, Ne-Si, and Fe) that have spectral indices measured by
the RUNJOB collaboration and the spectra are steepened at
the fixed rigidity 1014.5 V. The calculated flux of each com-
ponent is added according to the relative abundances mea-
sured by SOKOL (Ivanenko et al. 1993) at 1012 eV, and the
total flux is normalized to the all-particle spectrum obtained
by SOKOL at the same energy. Moreover, we examined two
different cases for the model. In the first case, A, each spectral
index is steepened by 0.6 in energy, corresponding to the same
value in rigidity. This is expected in the case in which the
energy dependence of the diffusion coefficient dominating the
cosmic-ray propagation processes changes at a fixed rigidity.
In the second case, B, the spectral index changes, irrespective
of A, at "3.2 in energy, corresponding to the same change in
rigidity. This is expected in the case in which the dominant
acceleration process of cosmic rays is changed above the ri-
gidity. The values of 0.6 in model A and "3.2 in model B are
assumed on the basis of our measured all-particle spectrum.
The calculated spectra and the resultant ln Ah i are shown in
Figures 9 and 10, respectively. Although the calculated fluxes
in both Figures 9a and 9b are slightly less than the measured
one at 1014.7–1015.7 eV, the all-particle fluxes at the other
energy range and the predicted ln Ah i of models A and B are
consistent with present results. This suggests that iron nuclei
are the dominant component at the primary energies greater
than 1015 eV. The model predictions do not fit the measured
spectrum between 1014:7 and 1015:7 eV and result in two knees,
at 1014:7 and 1015:7 eV. Therefore, the simple models described
here are not sufficient to produce the measured spectrum and
composition.
In the report of the HEGRA CRT group (Bernlöhr et al.

1998), they suggest that the spectrum of each of the primary
components is steepened at a fixed rigidity and that the dom-
inant component at the knee energy is CNO. They also see an
increase in ln Ah i with energy. Their simple model is con-
sistent with our present result up to 1015 eV. However, the
ln Ah i in their model saturates around this energy and does
not fit our result at higher energies. The model by Hörandel
(2001), which introduces the charge-dependent cutoff energy

Fig. 9.—All-particle spectrum and the contributions of five components
calculated with model A (a) and with model B (b), compared with the spec-
trum in Fig. 7.

Fig. 10.—Predicted mean logarithmic mass ln Ah i with model A (solid line)
and model B (dashed line).
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≈ 500 TeV
Different measurements are in agreement showing that 
the dominant component around the knee is not protons.
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Time structures of air Cerenkov light associated with air showers to 
measure the EAS longitudinal developments at their early stages
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The composition estimator T10-90 is defined as 
rise time of a time integrated pulse, and 
measured as a time interval between 10% and 
90% of the full pulse height at large core 
distance.
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photomultipliers, to measure pulse widths at somewhat smaller axial distances, but in this 
case the published calculations did not allow them to interpret their measurements 
completely without considerable extrapolation. Because of the great weight which all these 
observations will have in our interpretation of air showers, it seems desirable to present 
results of some calculations to examine the validity of this approach to the study of shower 
development, and to provide data on the synthesis of Cerenkov signals from the shower 
development curve, complementing the work of Ivanenko et a1 (1979). In particular, as 
some of the experimenters have been extending their timing measurements in to about 
150 m from the shower axis to study the small showers (-1015 eV) which develop 
surprisingly quickly in the atmosphere, the paper will show the very different quality of the 
information which may be obtained from pulse observations at different axial distances: 
this may be helpful in the design of experiments. Disagreements between the Durham and 
Adelaide groups about the correct method of treating pulse-width measurements at small 
radial distances underline the need for these studies, but the detailed calculations on pulse 
‘widths’, to aid such analyses, will be reported in a later paper (Patterson and Hillas). 
How much the interpretation of pulse ‘widths’ depends on what model of particle 
interactions is assumed will be taken up in a later paper (within the range of models studied 
by Turver and his collaborators it appeared that the depth of shower maximum could be 
deduced with some confidence), but the question has motivated the method of analysis 
examined in this paper, where one takes the least model-dependent approach aimed at 
mapping out how showers develop. 

First, the basic relevant features of Cerenkov radiation from showers will be sketched. 
To guide the analysis, one notes that to a first approximation all the electrons and 

positrons generated in the cascade remain close to the shower axis and travel with velocity 
c (speed of light in vacuo), though the numerous low-energy particles are briefly deflected 
off axis before they stop. Thus light is emitted from B (in figure 1) at a time AB/c later than 
from A, and light from A, B and C arrives at detector D at successive instants, determined 
by the different path lengths. The times of arrival are directly related to the heights of A, B 
and C,  and so the height of origin of each successive slice (in time) of the detected light 
pulse can in principle be deduced. Figure 2 illustrates the time slices of a pulse of light, 

Shower 
p a r t i c l e s  

Figure 1. Simplified reference model of light production in shower: light emitted from point 
moving down axis from A to C at velocity c and detected at  D. 

Cerenkov radiation from cosmic-ray showers 1477 

Figure 2. Portions of Cerenkov pulse received on the ground, each arriving from definite 
range of altitude in the simplest model. 

which are thus supposed to originate in distinct ranges of altitude. The validity of this 
approximation will be affected by the actual lateral spread and spread in time of the 
radiating particles at A, B and C,  and will be examined in 9 3 (figures 4 and 8). 

If the observing point D is about 200-400 m from the axis, one finds that the numbers 
of photons received from layers of atmosphere near A, B and C will be nearly proportional 
to the total ionisation deposited in these layers, if they are not too low; so having used the 
time of arrival of the photons to label their height of emission, the ionisation (and thereby 
the number of shower particles) in each layer of atmosphere can be deduced. This 
uniformity of yield is accidental and not exact-it depends, for example, on a balance 
between two contrary effects in air of lower density (a decreased proportion of particles 
above the higher Cerenkov threshold energy compared with an increased ratio of 
Cerenkov radiation to ionisation per metre), and on the form of the angular distribution of 
the particles, and hence of the light-but departures from exact uniformity of yield can be 
corrected if calculations of the yield are available (9  3.1; see also Ivanenko et a1 1979). 

Because of the non-linear relationship between the height of emission and time delay of 
arrival, the shower maximum will map onto a point partway down the decaying slope of 
the Cerenkov pulse (somewhere near B in figure 2). 

Of course, in calculating the propagation time of optical photons, one must allow for 
the reduction in their velocity due to the refractive index of air, and within 200 m of the 
axis this has a large effect. At about 100-150 m from the axis the radiation from several 
heights arrives simultaneously (e.g. from A and B in figure 1, where the longer path length 
via B is compensated by the increased part which is traversed by the faster moving charged 
particles). This is the Cerenkov effect-a phase coherence between radiation from different 
parts of the track of a particle. This distance from the shower axis marks a change in the 
characteristics of the radiation: there is a shoulder in the graph of the lateral distribution of 
photons, and the time profile changes. It is therefore useful to examine briefly the nature of 
this transition. 

Consider first the simplified case (figure 3) in which all the particles are supposed to 
travel at speed c exactly along the axis of the shower, emitting Cerenkov radiation at each 
altitude at the characteristic angle Q, = cos-l( l/n), where n is the refractive index. At 
greater altitudes, where n is smaller, 8, is smaller, with the result that over an altitude range 
from 7 to 20 km the Cerenkov radiation lands in a ring of radius about 110-145 m, 
changes in Q, compensating changes in height of the triangles in figure 3(a). (The 
maximum r occurs near 13 km altitude. For inclined showers the Cerenkov ring would 
naturally be somewhat larger-165 m at 30°.) Schematically, the density of Cerenkov 

Portions of Cerenkov pulse received on the ground, 
each arriving from definite range of altitude

Hillas 1982

At 550 g/cm2  this technique allows to measure the 
shower development well before the maximum, and to 
investigate the first few interactions
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The flux of atmospheric neutrinos is sensitive 
to the spectrum of parent cosmic rays.

“A clear distinction between an ARGO-like 
and a KASCADE-like knee seems possible 
at energies ≥100 TeV if the atmospheric 
neutrinos could be properly tagged.”

26  C.  Mascaretti,  P.  Blasi  and  C.  Evoli  /  Astroparticle  Physics  114  (2020)  22–29  

Fig.  3.  Muon  neutrino  fluxes  resulting  from  the  parametrizations  of  the  primary  spectrum  of  Eq.  (4)  .  Our  spectra  are  compared  to  those  resulting  from  the  “H3a” [23]  primary  
flux  model  and  to  the  IceCube  unfolded  atmospheric  νµ spectrum  [24]  and  the  total  νµ spectrum  [8]  .  The  vertical  error  bars  are  the  quadratic  sum  of  the  statistical  and  
systematic  uncertainties.  

Fig.  4.  The  atmospheric  muon  neutrino  flux  uncertainty  due  to  that  on  the  pri-  
mary  cosmic  ray  flux  parameters  and  on  its  functional  form:  the  bands  are  de-  
limited  by  the  largest  and  the  smallest  fluxes  obtained  by  choosing  (a  i  +  δa  i  ;γi  −
δγi  ; exp-square-knee  )  and  (a  i  − δa  i  ;γi  +  δγi  ;$γ − knee  )  respectively.  These  fluxes  
are  compared  to  the  IceCube  unfolded  νµ spectrum  [8]  and  to  the  unfolded  atmo-  
spheric  νµ spectrum  [24]  .  

in  that  energy  region  the  current  statistics  of  events  is  rather  low  

and  the  contribution  of  astrophysical  neutrinos  to  the  total  flux  is  

important.  With  all  these  caveats,  we  computed  the  average  resid-  

ual  of  the  IC-59  [24]  data  with  respect  to  the  top  of  the  KG  and  

ARGO  band  for  the  5  most  energetic  datapoints:  we  obtain  0.9  for  

KG  and  1.5  for  ARGO,  which  shows  some  weak  preference  for  the  

case  with  high  rigidity  knee  in  the  light  CR  component.  

In  order  to  quantify  the  dependence  of  our  results  on  the  in-  

teraction  model,  we  computed  the  muon  neutrino  fluxes  employ-  

ing  four  hadronic  interaction  models  available  in  MCEq,  namely  

SIBYLL-2.3c  [12]  ,  EPOS-LHC  [25]  ,  QGSJET-II-04  [26]  and  DPMJET-III-  

17.1  [27]  .  Our  results  are  shown  in  Fig.  5  ,  together  with  the  IC-59  

and  IC-79  data  points.  The  difference  in  the  theoretical  predictions  

at  energies  !  100  TeV  are  due  to  that  fact  that  QGSJET  and  EPOS  

do  not  include  the  contribution  of  prompt  neutrinos.  

We  assumed  a  primary  spectrum  like  Eq.  (5)  ,  fitted  to  the  ARGO  

data,  and  with  normalization  a  i  +  δa  i  and  slope  γi  − δγi  in  order  

to  maximize  the  atmospheric  neutrino  flux  in  the  case  of  a  fit  to  

the  ARGO  data.  The  aim  of  this  exercise  is  to  check  the  extent  to  

which  the  difference  between  KASCADE-Grande  and  ARGO  fits  to  

light  primary  CR  can  be  masked  by  the  uncertainties  in  the  inter-  

action  models.  It  appears  that  the  uncertainties  due  to  the  fit  to  

primaries  and  those  deriving  from  interaction  models  are  compa-  

rable.  

Another  source  of  uncertainty  in  the  atmospheric  neutrino  

flux  is  the  contribution  of  the  prompt  component,  namely  neu-  

trinos  due  to  the  decay  of  charmed  mesons  produced  in  cosmic  

rays  collisions  on  the  atmosphere,  which  is  yet  to  be  measured.  

Many  (semi-)analytical  computations  [28–33]  have  been  carried  

out,  adopting  different  primary  CR  spectra  and  hadronic  interac-  

tion  models.  Our  predictions  based  on  using  MCEq,  adopting  the  

primary  CR  fluxes  as  defined  in  Section  3  and  adopting  SYBILL-  

2.3c  as  interaction  model,  agree  with  the  most  recent  of  these  

computations.  As  can  be  seen  from  Fig.  5  ,  the  level  of  uncertainty  

due  to  the  prompt  component  becomes  somewhat  of  a  concern  at  

!  300  TeV,  so  that  it  is  not  expected  to  affect  in  any  significant  

way  our  conclusions  on  the  position  of  the  knee  in  the  light  com-  

ponent.  

4.3.  Angular  distribution  expectations  

A  safe  discrimination  between  different  models  of  the  knee  

in  the  individual  light  elements  requires  neutrinos  with  energies  

above  a  few  hundred  TeV  and  a  clear  tagging  of  atmospheric  neu-  

trinos,  perhaps  based  upon  the  angular  distribution  of  the  signal.  

In  fact  neutrinos  of  astrophysical  origin  are  expected  to  show  a  

quasi-isotropic  angular  distribution.  Such  isotropy  may  either  re-  

flect  the  homogeneity  of  the  universe  on  cosmological  scales  (the  

pathlength  of  neutrinos  at  the  energies  of  interest  is  larger  than  

the  size  of  the  universe),  if  the  sources  have  a  cosmological  spa-  

tial  distribution  (see  for  instance  [34]  and  references  therein),  or  

the  presence  of  a  large  emission  region  around  our  own  Galaxy,  as  

would  be  the  case  in  some  models  [35,36]  .  

Some  information  on  the  observed  angular  distribution  of  neu-  

trinos  was  recently  presented  in  Ref.  [9]  for  IC-86;  unfortunately  

Mascaretti, Blasi, Evoli (2020)

"Current experimental uncertainties do not allow to draw firm conclusions." 

“Unfortunately this is also the energy region where the 
total neutrino flux detected by IceCube departs from the 
existing predictions for atmospheric neutrinos. This is 
usually interpreted as the onset of a neutrino 
component having an astrophysical origin. So far, the 
sources of such neutrinos remain unknown."
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