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 We got two free accounts for testing: 
NC-N40: GeForce RTX 4090 (Spent) 
BSCC-N32-E: problem installing packages 

 The test was done using four jet types:   

 

Each class has 100k events: 20% 

The default configuration for the network was used.  

Running time for 50 epochs: 2d, 3h, 20m for QParT.

H → bb̄, H → cc̄, H → gg, and t → bqq′ 
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 This is still experimental work towards building a pure-quantum transformer inspired by ArXiv: 2205.05625. 

Quantum Transformer
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https://inspirehep.net/literature/2080170
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 Wrapping the quantum self-attention with the following class

Quantum Transformer

 This was tested using the CEPC data. 

 However, the performance is not good. 

   The reason might be from: 

 We need to refine the wrapper.
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 I heard that Pennylane is faster than Qiskit packages in simulation. 

 We re-write the quantum self-attention using the Pennylane package. 

  However, the performance is worse for now than for Qiskit. 

 The time difference between the two packages is not big. Both are a round three days for 100 epochs.

Pennylane package


