dN/dx reconstruction in CEPC

Guang Zhao (zhaog@ihep.ac.cn)

Experimental Physics Center
October 16, 2024

<

Istituto Nazionale di Fisica Nucleare

ERET
YOASUDRERUEH
Institute of High Energy Physics
Chinese Academy of Sciences



mailto:zhaog@ihep.ac.cn

Introduction

= Motivation:
® PID Is essential for future collider experiments

= dN/dx in drift chamber is a breakthrough in PID technigue, which is
proposed in both CEPC and FCC-ee

m Reconstruction is a major challenge for dN/dx measurement

=Main works:

Supervised model
Simulated PID
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Semi-supervised
domain adaptation

Test beam
data
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Green lines: Secondary electrons (MC truth)
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 Goal: Determine the number of
INn the waveform

e 2-step algorithm:
* Peak finding: Detect peaks from both
primary and secondary electrons
* Clusterization: Remove secondary electrons
from the detected peaks in step 1

. ChaHenges
* Highly piled-up = Difficult to efficiently
detect pile-ups
* Noisy = Filtering could (significantly) lose
efficiency
* Overlapping between clusters = Difficult to
set a simple “cut” for clusterization .



LSTM @ﬁ ©® © LSTM-based peak finding:

2 * (Can efficiently handle time-sequence
S & o] | = Waveform slices as the LSTM input
A %[g 158 A * Binary classification of signals and
| VA noises
&) (x) &)
DGCNN DGCNN-based clusterization:

* Incorporate local information to learn
global properties
* Detected timings from the peak-
| finding as the DGCNN input
Dynamically connected o Binary node classification of primary
Graph by k-NN
and secondary electrons
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Results for supervised model
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Alg. 2: Domain adaptation for real data

Challenges for real data: 1) Imperfect simulation 2) Incomplete labels in real data

Solution: Domain adaptation (DA)
* Align data/MC samples with Optimal
Transport

Algorithm: Semi-supervised DA

Loss for labeled samples
in source domain
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Test beam at CERN

Peak finding for test beam data
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Can find many fake
peaks near the valley

Single-waveform results between I I
derivative alg. and DL alg. Note: Require
ous 05 similar efficiency
o for both cases

DL algorithm is more powerful to discriminate signals and noises
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The algorithm is stable w.r.t. track length
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dN/dx method is the breaking through for PID. Two machine learning
algorithms are developed:

Supervised model: 10% improvement for ML methods

Domain adaptation model: Successfully transfer information from simulation and
achieve stable performances

The algorithms will be utilized in test beam data analysis and can also be ap
plied to similar signal processing tasks

Published papers:
Computer Physics Communication 300, 109208
Nuclear Science and Technigues (accepted, 2402.16493)



	幻灯片 1: dN/dx reconstruction in CEPC
	幻灯片 2: Introduction
	幻灯片 3: dN/dx reconstruction
	幻灯片 4: Alg. 1: Supervised model for simulation
	幻灯片 5: Results for supervised model
	幻灯片 6: Alg. 2: Domain adaptation for real data
	幻灯片 7: Peak finding for test beam data
	幻灯片 8: Conclusion

