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HEP experiment ≈ Big Data

• One of the main challenges

• How to analyze the data efficiently and 

accurately ?

• Most promising solution

• AI/ML
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Outline

• State-of-art ML studies for HEP data analysis

• Simulation

• Tracking

• Jet tagging

• Un-supervised learning

• LLM-based AI assistants

• Data analysis assistant

• Online monitoring and shift assistant

• Academic research support platform

• Summary and prospects
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Simulation - CaloGAN
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Comput Softw Big Sci 6 (2022) 7

• Generator: generate relative deposit energies in 

each voxel 

• Discriminator: discriminate if the input is 

generated or real

• A few hundreds time faster

New ideas: diffusion model(arXiv:2405.10106), sim+reco in one model(arXiv:2406.01620)

https://link.springer.com/article/10.1007/s41781-021-00079-7
https://arxiv.org/abs/2405.10106
https://arxiv.org/abs/2406.01620


GNN track finder in ATLAS
Convert event to graph:

● Represent each hit as a node 

● Connect nodes by edges

○ Edge means two hits belong to the same track 

● Edge classification

○ Classifies edges as true or false by assigning score to each 

edge

● Graph: track candidate, a list of nodes based on edges

● Trained on simulated events in InnerTracker (ITk)
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IDTR-2022-01

Strip

Pixel

Track finding = connecting the dots 

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/IDTR-2022-01/


GNN track finder

Preliminary comparison to the traditional approach, 

combinatorial KalmanFilter (CKF)

● Slightly lower efficiency, but at the same level

○ Need further optimization

● Less strip clusters

○ Overlap strip modules are not considered yet

● One advantage:

○ Much faster on GPU
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ATL-SOFT-PROC-2023-047

ExaTrk

https://cds.cern.ch/record/2882507/files/ATL-SOFT-PROC-2023-047.pdf
https://iopscience.iop.org/article/10.1088/1742-6596/2438/1/012008/pdf


GNN tracking in BESIII
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Similar approach, but with pattern map to

constrain the edge assignment.

Similar performance to start-of-art 

traditional method.

EPJ Web Conf., 295:09006, 2024

https://www.epj-conferences.org/articles/epjconf/pdf/2024/05/epjconf_chep2024_09006.pdf


Jet tagging – ParticleTransformer in CMS
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Interactions

Particle Features

Particle Attention Block = Particles exchanging information

Tagging performance from JetClass dataset

Many talks on JetTagging in this workshop,

For more info, please refer to Congqiao’s talk

arXiv:2202.03772

https://arxiv.org/html/2202.03772v3


Jet tagging in CEPC
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• 11 categories (5 quarks + 5 anti quarks + gluon) identification based on ParticleTransformer, 

realized at Full Simulated di-jet events 

• Improves Higgs rare/exotic hadronic decay measurements by 3 time – two orders of 

magnitudes 

PhysRevLett.132.221802

https://doi.org/10.1103/PhysRevLett.132.221802


Two interesting ideas
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Mach. Learn.: Sci. Technol. 5 (2024) 035031 arXiv:2412.00129

OmniJet-alpha:

First, let the model “understand” jet

Second, transfer the “knowledge” to specific task

BBT-Neutron:

Take jet as “language”

Interesting scaling law

https://iopscience.iop.org/article/10.1088/2632-2153/ad66ad/pdf
https://arxiv.org/pdf/2412.00129


Anomaly detection using unsupervised ML

● Model independent search 

● Use ML to define anomaly region 

○ Train the NN to learn the SM events from data

○ Input features are Rapidity Mass Matrix constructed from final states object kinematics

■ RMM was found to produce more robust AutoEncoder(AE) training

■ Expected to have different characteristics for different processes
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PhysRevLett.132.081801

Example

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.132.081801


Anomaly detection using unsupervised ML

● Trained with randomly selected 1% events
○ Sufficient statistics to train and well represent the full collision dataset

○ Expected to have no anomaly (signal) events

○ Even if there are, shape of anomaly score is not expected to produce bumps, so search for the enhancements 

should not be affected significantly

● Define anomaly region
○ Should enhance BSM signal

○ 3 regions for different assumption on cross sections

● Then do bump-hunting on 2 object mass spectrum

12

PhysRevLett.132.081801

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.132.081801


Anomaly detection using unsupervised ML

● Searched in 9 invariant masses including j+j, b-jet+j, j+e/𝜇

● Largest deviation reported by BumpHunter is at m( j+𝜇) ~ 4.8 TeV, local significance 2.9σ

● For j+j, the limits are factor 2-3 better than a dedicated search

● Demonstrated the successful application of unsupervised anomaly detection using event level 

info
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PhysRevLett.132.081801

Dedicated search for jj

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.132.081801
https://doi.org/10.1007/JHEP06%282020%29151


LLM-based AI assistants

● Many generic LLM models, e.g. GPT/LLaMa/Gemini
○ astonishing capabilities in recognition and generation of text/code

● How it can help us

○ Text-related works

○ Coding and debugging

○ Understand heterogeneous sources of knowledge

■ Assistant, could be a teacher

■ Many projects on-going
■ Dr. Sai (赛博士）

■ chATLAS

■ TAO online monitoring system

■ HaiAcademic
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Why we need LLM

• Major effort in BESIII analysis is spent in writing/testing/updating code/text

• LLM is good at code/text generation !

• Key problems for LLM at HEP

• How to make sure the outputs are reliable? 

• How to avoid hallucinations ?

• Current solutions:

• More accurate and good quality data for training

• More tests and validations

• More proper architecture

1529th LHC mini workshop，福州



Data processing and analysis
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DAQ->Hits -> reconstruction -> selections and statistical analysis -> physics results extraction

29th LHC mini workshop，福州

Collision event

Can we use AI(LLM) to automate the workflow ? 

Physics result

Take BESIII as an example



Dr. Sai (赛博士）project for BESIII/HEP

• AI Agent: AI tools capable of autonomously performing complex tasks

• LLM = brain  -> AI agent = human

• AI agent based on Xiwu model (LLM for HEP)

• based on Llama 2/3, will train with BESIII internal data, e.g. internal docs, BOSS source 

code, Q-As from internal review

• One milestone: AI assistant (https://drsai.ihep.ac.cn)

• chatbot, MC generation,  signal extraction, and a navigator inside BESIII  

• Capable of simple task

• Ready for BESIII internal test !

• Final goal: AI scientist, it can analyze the collision data automatically and 

understand the physics behind data

• Developing new AI models, targeting at ~2026-2027
1729th LHC mini workshop，福州



Dr. Sai
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• http://www.ihep.ac.cn/xwdt2022/gnxw/hotnews/2024/202

405/t20240510_7157176.html

Main Agents:

• Planner: Planning and tasks decomposition

• Coder: Write BOSS code

• Tester: Using scientific tools for testing

Multi-agents framework is developed based on AutoGen 

Key of this project:

make the results from AI more reliable

• Good quality data

• In-the-fly validation and test

• Multi-agents architecture 
29th LHC mini workshop，福州



The Memory of Dr. Sai - RAG
• Retrieval-Augmented Generation (RAG)

• Most promising solution to avoid hallucinations

• Goal: store private data so no need for retraining

• Current approach: vector store

• Embeddings (BGE-M3 or physBERT model): 

• Convert input data into vectors of a multidimensional space

• Usage: store BESIII internal data

• user send BESIII related questions

• RAG return  question + BESIII internal data to LLM

1929th LHC mini workshop，福州

https://arxiv.org/abs/2408.09574


Multi-agents management system

• Developed based on AutoGen framework

• Normally one agent is dedicated for one task, HEP 
data processing is very complicated, impossible for 
one agent

• Multi-Agents (foundation model is switchable):

• GroupChatManager

• Planner: Planning and tasks decomposition

• Coder: Write C++/python/BOSS code

• Tester: Using scientific tools for 
testing/execution 

• Charm: BESIII internal assistant

• Common tools: arXiv navigator, plotting et.al.

•Human can interact via HumanProxy
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• If test failed, the feedback will be used to 

improve the prompts at next iteration. 

• For each task, we have multi-unittests

29th LHC mini workshop，福州

Typical workflow for most 

BESIII analysis related task 



Towards Dr. Sai V2

• More proper knowledge representation

• Vector store -> knowledge graph

• Better agents interaction logic

• Better quality data

• Manually parsed DSL (domain specific languages) for HEP analysis

• Comprehensive evaluation system

29th LHC mini workshop，福州 21

Lots of on-going activities, stay tune



Future plans

湖南师范大学学术讲座 22

步骤1 步骤2 步骤N… …

高能物理科学大模型

Dr. Sai • 利用专家反馈强化学习持续升级语言模型

• 利用专用模型改善各步骤

• 高能所于2024年10月份成立机器学习合作组，共同推进ML/QC相关工作，欢迎大家加入

• 多个项目支持，亟需人力



AI assistant: chATLAS

● An AI Assistant for the ATLAS Collaboration, chATLAS

● Inspired by the chatGPT

● Motivation:

○ An assistant which understand the internal heterogeneous sources of knowledge, e.g. twiki, indico, 

cds

○ Provide quick and accurate search result and summary

○ Long-term plan: debugging software

● Use GPT3.5/4 as backend

● PDF files from cds/indico scraping shown with Nougat and Marker

● Status:

○ Prototype finished

○ Preparing more data

23

C. Randazzo, LIPS workshop 

https://indico.desy.de/event/38849/contributions/162120/


TAO台山中微子实验智能值班助手

24

● 目标：远程稳定的智能化值班助手

● 内容：

○ 远程在线监控实验数据

○ 实验故障及异常自动告警

○ 智能化地分析各类异常

● 现状：
○ 基于Qwen2-7B

○ 知识问答功能

○ 自动化异常分析测试

● 可扩展至其它实验

系统架构



高能物理知识底座&智能科研/文献助手
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● 目标：助力科学研究

● 内容：

○ AI4S知识资源底座
■ 挖掘文献数据

○ 智能科研助手HaiAcademic

○ 文献情报智能助手

○ 欢迎使用：https://ai.ihep.ac.cn

智能科研助手 文献情报智能助手



Summary
• AI era is coming

• It will not replace you but will help you to work more efficiently 

• We need both LLM and non-LLM
• LLM can be used to automate the whole workflow

• Non-LLM can be used to improve each step

• IHEP formed a ML Collaboration to work on AI4HEP
• Lots of on-going activities, more details in the kick-off meeting

• Welcome to join the working groups or discussions

• Contact me (like@ihep.ac.cn) or Execute Board (ml_group_eb@maillist.ihep.ac.cn)

• We will organize annual ML/QC workshop and winter school

2629th LHC mini workshop，福州

https://indico.ihep.ac.cn/event/23401/
mailto:like@ihep.ac.cn
mailto:ml_group_eb@maillist.ihep.ac.cn


back-up

27
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The brain of Dr. Sai - Xiwu (溪悟）model

• Xiwu: a basis flexible and learnable LLM for HEP

• First version release at April (refer to                          for more details)

• High level model based on open-source foundational LLM, e.g. LLaMa

• First LLM for HEP, version 2 is ready

28

arXiv:2404.08001

29th LHC mini workshop，福州

Xiwu2: > 100k Q&A,  >2B tokens

https://arxiv.org/abs/2404.08001


Xiwu 2.0 evaluation: result 

29th LHC mini workshop，福州 29



Training data
• Recent papers on arXiv

• PDF files parser: HaiNougat, advanced iteration of the Nougat model

• Good quality chat history from IHEP-AI platform

• The data is cleanned by human or AI (GPT4)

• 180k Question-Answer pairs in 3 months

• BESIII internal data

• internal memo, parsered by HaiNougat

• Question-Answer pairs from hypernews during internal paper review

• BESIII Offline Software System (BOSS) source code

• BESIII public webpages and internal webpages (please help to update these webpages ! )

• The data on indico will be used later 

• All the BESIII internal data sets are stored in RAG or used in training and fine-tuning

3029th LHC mini workshop，福州



Sensors of Dr. Sai
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HEP Related Domains

Data flywheel

Data flywheel enables continuous iterative evolution of models

Four ways to collect data

The "data-driven flywheel effect" improves the algorithm model by 
constructing a circular data path, attracting more users and generating 
more data during their use. The new data is then used to improve the 
algorithm model, forming a positive feedback loop.



Memory of Dr. Sai : knowledge graph
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• Building BESIII Knowledge Graph: 
• Entity Relationship Construction → Eliminating Ambiguity → Adding Attributes and Labels → Storage

• Search: 
• User's question → Question Embedding → Search for Top K nodes → Obtain node information

• Progress: Built a BESIII knowledge graph demo based on 500 Q&A pairs

• Next step: Test knowledge retrieval and inference performance, develop KG's API to serve Dr Sai

Association relationship retrieval based on knowledge graph



Memory of Dr. Sai
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• Hepai worker+llama index+qdrant



Actuators of Dr. Sai
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The Distributed Deployment 

Framework (HepAI-DDF)

BOSS 7.1.0

Daisy

Scipy etc.

Dr. Sai
(赛博士)

Based on HepAI DDF, it is easy to expand Dr Sai's actuator 

component.



Example: fitting
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Prompt:

"I want to do two 
things: 

1. generate a fitting 
script to fit a Gaussian 
distribution from the 
output file
'fake_data.root'. There 
is a TH1F name 
'h_gaus' in the file. 

2. use Tester to 
execute this code."



Example: BESIII assistant
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Please refer to Pan's 
talk for more details

Prompt:

“what is the path of inclusive MC sample produced at 

center-of-mass energy = 3.773 GeV."
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Machine learning and AI
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the next industrial revolution

2024 AI index report 29th LHC mini workshop，福州



39

39

29th LHC mini workshop，福州



40

40
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Simple test: Dr. Sai vs GPT4

41

As expected, better 

performance in HEP

Q: 如何使用BOSS处理数据 ？

Answer from Dr. 

Sai
Answer from 

GPT-4

41
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Status and prospects for Dr. Sai
• XYZ studies at BESIII:

• Many (intermediate) resonants, many decay channels -> interferences 

• Difficult to retrieve useful information correctly  

42

How to understand them? what 

is the physics behind them ? 

42
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Status and prospects for Dr. Sai
• XYZ studies at BESIII:

• Many (intermediate) resonants, many decay channels -> interferences 

• Difficult to retrieve useful information correctly  

43

How to understand them? what is the 

physics behind them ? 

As a experimental people, I don't know.

But the cross section measurements of 

ALL channels should be one necessary 

condition.

43
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Data preparation: HaiNougat

• During the data clean for Xiwu LLM system, we found it is hard to obtain correct 

information from PDF, especially for Math equations and Tables

• For HEP-related papers, 20% more formulas per pages and 27% longer formulas than 

typical academic documents (computer science, chemics …) 

• Develop a model for HEP (HaiNougat) from the Visual Transformer model Nougat. Also an 

important part for dataset preparation from Xiwu LLM system! 

• A demo accessible via https://ai.ihep.ac.cn/m/hai-nougat

• More details in https://github.com/ai4hep/hai-nougat
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https://ai.ihep.ac.cn/m/hai-nougat
https://github.com/ai4hep/hai-nougat


Data preparation: HaiNougat
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BESIII Data cleaning
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