
Stripping and Sprucing: 
Offline data processing in LHCb

Shuqi Sheng, on behalf of the LHCb Collaboration


16/11/2024



The Offline data challenge
Data necessarily has a complex journey before it reaches analysts

Run3 compared to Run2, LHCb revolutionized this process for the benefit of the analyst
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Extremely short introduction for DPA
Introduction


Data processing & Analysis (DPA) project: for offline data processing and analysis


It is built for 2 main ideas in 2020:

•Centralized skimming and trimming (aka sprucing) of a significant fraction of HLT2 production


•Centralized analysis production for physics WGs and users


Computing and software


RTA (online) + DPA (offline) joint

Computing and simulation
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DPA in the run3 data/analysis workflow

4



Process and analysis in Run3
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WP1 - Sprucing

WP2 - Analysis Production

WP3 - Offline Analysis Tools

WP4 - Innovative Analysis Techniques

WP5 - Legacy Software & Data

WP6 - Analysis Preservation & Open Data

WP7 - Training and documentation

 DPA Overall coordination: Nicole Skidmore 
                                           Chris Burr (deputy)

Focus of this talk



Trigger+RTA+DPA in run2
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LHCb detector and trigger performance in Run II

https://cds.cern.ch/record/2310660/files/epjconf_icnfp2017_01016.pdf


DPA in run2

7



WP5: Legacy software & Data

Legacy datasets will continue to need re-stripping campaign even in the very long term


Maintenance of the stripping campaign & related software stack, i.e. DaVinci and legacy branch


Porting out of the stripping campaign into maintained DaVinci branches


Porting the software stack to python environment
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WP5: Legacy software & Data

Maintenance of, and support for, legacy run1&2 
software and data samples.

Coordinator: Nathan Allen Grieser

Long-term support of legacy runs 1 & 2 code

and “user-level” (aka stripped) data is paramount



A re-stripping campaign 
Gitlab workflow for development


Analyst responsibilities:


Develop individual branch and 
prepare to be merged


Ensure the CI tests stay green


Liaison responsibilities:


Test all the WG lines


Monitor the rate information and CI 
tests


Help in need for the line development


Prepare configuration for all WG lines


Finally approval to the merge
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What is a Stripping Line
The Stripping stage has access to all the reconstructed information in the event: analysts 
can take this and build their candidates 


The output of the Stripping is categorized into streams separated based on physics 


BHADRON / BHADRONCOMPLETEEVENT / CHARM / CHARMCOMPLETEEVEVT/
DIMUON / EW / LEPTONIC / SEMILEPTONIC


A stream is a collection of lines


Lines can write out either to 


DST streams: The full reconstructed event is saved (with raw information that can be 
optionally persisted). Analysts have a lot of flexibility after the Stripping is run. =


mDST streams: Slimmer format, discards raw event and only keep information concerning 
the candidates we build in the Stripping
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Where is the stripping line?
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https://lhcbdoc.web.cern.ch/lhcbdoc/stripping/config/stripping34r0p3/index.html

/LHCb/Collision18/Beam6500GeV-VeloClosed-MagDown/Real Data/Reco18/Stripping34r0p3/90000000/DIMUON.DST



Handshakes with Computer Team
Live feedback of samples processing allows to catch any serious oversights in development


All campaigns took approximately 2 weeks
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How is Stripping going?
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An internal note has been 
prepared titled “LHCb Stripping 
project over years and future 
upgrade”


 It is planed to be public for 
collaboration during the next 
LHCb week in December

https://cds.cern.ch/record/2915185



WP1: Sprucing

Sprucing line using same framework as HLT2 lines - Moore


Sprucing line write out same format as HLT2 TURBO lines


Sprucing data will be streamed - optional configuration


Sprucing needs to be able to run all HLT2 output including TURBO
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 WP1: Sprucing

Centralized offline data selection/streaming for 
data that cannot go (initially) to TURBO stream.

Coordinator: Nicole Skidmore

Consistent selection, formatting and streaming of data using common applications, 

allowing efficient assess to all data given disk sources


Moore

HLT2

Sprucing

Online

Offline



The Run3 offline LHCb dataflow
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LHCB-FIGURE-2020-016

https://cds.cern.ch/record/2730181/


Sprucing: manage tape/disk persistency
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5 TB/s 
out of detector

HLT

10 GB/s

Sprucing

3.5 GB/s

Can keep inclusively selected full events on tape for future exploitation in yearly re-sprucing campaigns


LHCb Computing TDR

https://cds.cern.ch/record/2319756/


LHCb spruced 35 PB data in 2024 over 3 physics streams and 2 technical streams


Sprucing bandwidth of all streams to disk on HLT1-filtered real data from Run 30751
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Sprucing: manage tape/disk persistency



WP2: Analysis production - declarative ntupling 
Centralise and automate ntuple creation


Exploit DIRAC transformation system


Full job testing on Gitlab CI
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Application + Job options + Data to run on



Analysis production - declarative ntupling 
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Comprehensive job testing through Gitlab pipelines Report on estimated output size and memory usage

Interactive logs warning/error highlighting
apd python packages allows for easy data files retrieval 

Full data provenance with datasets tagged by analysis



Full adoption of analysis productions at LHCb


Over 1200 Run3 APs have been submitted so far


700+ “live” APs picking up data as it was Spruced
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Analysis production - declarative ntupling Analysis production - declarative ntupling 

PB processed per day by APs with moving average Cumulative APs submitted since invention



Open data
LHCb released its full Run1 dataset ~ 800TB


Need scalable solution going forward  - NTuple Wizard! 

First public release of LHCb Ntupling Service expected in 2025, efforts ongoing to release all LHCb Run 2 
data by 2028 
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Stay tuned!



Summary
LHCb continues to have a thriving legacy physics program


Software and development is maintained to allow for large data reprocessing campaigns


LHCb Run3 necessitated an overhaul of the offline dataflow


Sprucing provides a method for keeping high event persistency on type for future exploitation 
but also manageable disk requirements


Analysis production for ntuple creation are one of the single-most transformative changes at 
LHCb saving countless person-hours


With such changes in dataflow, LHCb is creating the Run3 StarterKit for onboarding and 
continuous reference material
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Thank you!



Back Up



WP2: Analysis production

Ntuple production with user jobs


Move the typical analysis workflow


Make ntuples → process data with custom scripts →start the actual analysis work to the centralized 
production system


 Benefit


Far greater automation ⇢less time investment for analysts (no baby-sitting grid jobs)


Long-term preservation of analysis step 
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WP2: Analysis production

An upgrade to the WG production of Run1,2,3

done centrally.

Coordinator: Chris Burr

Proposal for heavily automated, centralized 
productions using the DIRAC transformation 
system



DPA work packages
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WP1 - Sprucing

WP6 - Analysis Preservation & Open Data

WP3 - Offline Analysis Tools

WP4 - Innovative Analysis Techniques

WP5 - Legacy Software & Data

WP6 - Analysis Preservation & Open DataLHCb upgrade dataflow focusing on the offline aspects.



DPA

WP1 - Sprucing


The Sprucing runs in two forms

• Passthrough is for HLT2 TURBO stream (changing the file 
format from MDST to DST and creating File Summary Records 
(FSRs) for luminosity information)


• Exclusive is for HLT2 Full Stream 


WP2
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WP1 - Sprucing

WP2 - Analysis Productions

WP3 - Offline Analysis Tools

WP4 - Innovative Analysis Techniques

WP5 - Legacy Software & Data

WP6 - Analysis Preservation & Open Data



Development - What goes into a MR?
Put the developed lines in the “correct” position


Liaison and coordinator take the responsibilities to review
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