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LARGER THAN LARGER
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LARGER AI MODELS “LARGER SCIENCE”:
LARGER FACILITIES 

LARGER DATA
…

Large Hadron Collider 

Very Large Telescope 

Large High Altitude Air 
Shower Observatory



BIG EXPERIMENT PRODUCES BIG DATA
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Biggest Collider Ever: the LHC

Big Collider needs Big Detectors

(Biased) Example Above: 
The Compact Muon Solenoid 

Heaviest Detector Ever



BIG EXPERIMENT PRODUCES BIG DATA
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Biggest Collider ever: the LHC

Big Detectors record 
Big amount of Data



BIG DATA FEEDS UP BIG MODELS
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Big Models are trained with Big Data…



SO…
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LARGER          LARGER

LARGER THAN LARGER



WE HAVE AN AMBITIOUS PLAN!
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WE HAVE AN AMBITIOUS PLAN!

(BI-)MONTHLY EVENT

SPOILER: NEXT EVENT ON LLM4HEP IN MARCH (STAY TUNED)!!!
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FEBRUARY SKIPPED FOR 
AI+HEP IN EAST ASIA 
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https://indico.ibs.re.kr/event/789/


TODAY’S TOPIC: JET
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Jet is

A spiral of collinear “particles” 

A natural consequence of QCD

And a perfect ML playground!



JETS CAN BE CLASSIFIED 
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AS OBJECTS AND DIGITS

Physics origins of jets 
could be determined in 

simulation datasets



JETS IS A SEQUENCE 
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AS NATURAL LANGUAGE

Due to certain QCD quantities, 
a jet could be decluttered and 

then form a sequence  

Then a sequence could be 
treated the same as a sentence 



BIG DATA FEEDS UP BIG MODELS
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Big Models are trained with Big Data…

BIG DATA FEEDS UP BIG MODELS
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BIG JET DATA FEEDS UP BIG JET MODELS…?
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BIG DATA FEEDS UP BIG MODELS COSTLY!
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Big Models are trained with Big Data…

With Big Price



BIG DATA FEEDS UP BIG MODELS VIA…
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In general, a smart way of training is needed to save money!
You want a more inclusive model

Approach A:
Self-Supervised Learning

Approach B:
Large Supervised Learning



BIG DATA FEEDS UP BIG MODELS VIA…
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In general, a smart way of training is needed to save money!
You want a more inclusive model by digesting as much information as possible 

Approach A:
Self-Supervised Learning

Approach B:
Large Supervised Learning

20min break
…


