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https://arxiv.org/abs/2405.12972
https://github.com/jet-universe/sophon
https://huggingface.co/datasets/jet-universe/jetclass2
https://huggingface.co/jet-universe/sophon
https://colab.research.google.com/github/jet-universe/sophon/blob/main/notebooks/Interacting_with_JetClassII_and_Sophon.ipynb
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Let’s begin with stories ...

Conggiao Li (Peking University) Large Al Model x HEP-ex workshop 7 January, 2025 2



Large Al Model x HEP-ex workshop A big “class” on jet physics
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In the age of big data...
om  Big Data sizes in 2021 &

Image credit
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- Data analysis is a crucial subjet in the particle physics of this age
 Novel engineering solutions are appearing!
 The advent of deep learning /Al is expected to play a transformative role
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https://towardsdatascience.com/how-big-are-big-data-in-2021-6dc09aff5ced

Quick example: how to search for HH-»>4b

cartoons credit to link

Resolved regime Boosted regime

Four &na“-f‘ad?uS B-Ae,'ts
(R=0.4)

| Two large-radius H->bb jets
| R= 1.0 (0.%) A4TLAS (CMS)

Rb-ho.olrons“_ =

2
Py~ ?’" > 250 — 300 GeV

To search for HH->4b signal at the LHC?

Large Al Model x HEP-ex workshop 7 January, 2025
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https://indico.ihep.ac.cn/event/18025/contributions/133685/attachments/74054/90734/ATLASCMS_nonresonant_HH_Higgs2023.pdf
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Boosted regime as a booster?
| - Boosted regime can only focus on high-pT

Four swall-radius B-je_‘ts be h aVi our
(R=0.4)

3 Two |arge~radius H->bb jets
« can only detect a tiny amount of signals | R= 1.0 20.9) ATLAS (cAS)

(myy 2 600 GeV)
o but their sensitivity is close!

2m
Pr~ ? Z 250 — 300 GeVv

PRL 129 (2022) 081802 PRL 131 (2023) 041803
results website results website
138 fb' (13 TeV
4OOOCMS 138fb'1(13TeV) 104:"'|""|""|'"'|""|"3'8'|b'('?'|e'):
= = = = : C —— Observed B Expected = 10 ]
% CL limi . - - CMS Supplementary o .
95% COLE)FS)Z(:\:egmtS | All categorl_es_ | [ K= Ky = Ky =1 ~—— Theory prediction ----- Expected = 207
------ Median expected HH — bbbb T
I 68% expected ? ] .
95% expected 10 :

—— Theoretical prediction

107

95% CL limit on o(pp — HH)B(bbbb) [fb]
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Expected 95% CL (roughly read from the plot):
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Exp (obs) 95% CL: —5.0 (—=2.3) < kx; < 12.0 (9.4)


https://doi.org/10.1103/PhysRevLett.131.041803
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.129.081802
https://cms-results.web.cern.ch/cms-results/public-results/publications/B2G-22-003/
https://cms-results.web.cern.ch/cms-results/public-results/publications/HIG-20-005/
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Boosted regime as a booster?

Resolved regime - Boosted regime can only focus on high-pT

Four swall-radius B-je_'ts b e h d Vi our
(R=0.4)

3 Two lod‘ge"f‘adius H->bb jets
« can only detect a tiny amount of signals | R= 1.0 20.9) ATLAS (cAS)

(myy 2 600 GeV)
o but their sensitivity is close!

And even better results on k,,, (where boosted

regime is posed to give better sensitivity) om
pr~— 2250 - 300 GeV

PRL 129 (2022) 081802 PRL 131 (2023) 041803
results website results website
CMS 138 fb™' (13 TeV) E103__....|....|....|....I....I...1.~°ff’.f.b]1.(1|9’..T‘?‘.’l_
E 95% CL lilpper limits | | All Catégories E E E CMS suppiementary — Observed Bl Expected « 1O§
i Observed : : ] 1Q K =K =Ky =1 = Theory prediction ----- Expected = 201
10tk Median expected . S ... HH — bbbb ! ]

E_ I 68% expected
u 95% expected

Oyge (PP—HH) [fb]

95% CL limit on o(pp — HH)B(bbb

Exp (obs) 95% CL: —0.1 (—0.4) < iy < 2.2 (2.5) Exp (obs) 95% CL: 0.66 (0.64) < k,,, < 1.37 (1.41)
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https://doi.org/10.1103/PhysRevLett.131.041803
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.129.081802
https://cms-results.web.cern.ch/cms-results/public-results/publications/B2G-22-003/
https://cms-results.web.cern.ch/cms-results/public-results/publications/HIG-20-005/

Boosted regime as a booster?

PISNG LA

Sensitivity in boosted topology largely comes from
the superior BKG suppression power

!
R IR AT : O IR W e v i S S ’ == G ARt SRS RN SR TS AR R S il = “W‘J

More expressive NN architectures
+

Model operating on “large-R jets” that incorporate more particles
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Outline

-> |. Backgrounds

% overview of boosted-jet taggers at the LHC

Y/

% what’s next?

=> Il. Introducing Sophon

Y/

% “large model for large-scale classification”; how are we led there?

R/

% Sophon details & performance benchmark

=> |ll. Implications for LHC resonance search

R/

% model-specific and model-agnostic approaches

% Global Farticle Transformer, the next-generation model in CMS

% More opportunities by Sophon/GloParT

-> |V. Open discussion

R/

% datasets, training targets and scaling capabilities
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Inspiring progress on H>bb/cc tagging

ATL-PHYS-PUB-2023-021

Background rejection

Top ratio

Multijet ratio

e
[ ATLAS Simulation Preliminary — Dxwb
[ Vs =13 TeV, Anti-k; R=1.0 UFO jets —— 2VRDEM ]

10’ pr > 250 GeV, 50 < m; < 200 GeV, |n| <2 DG
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H(bb) efficiency
Transformer-based

GN2X tagger:

~x3 ~ QCD and x2
top background
rejection
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Background efficiency

CMS-PAS-BTV-22-001

1P CMS Simulation Preliminary (13 TeV)
= T T T ‘ T T T ‘ T T T ‘ T ‘ T T T ]
- H— bb vs QCD
L pr>600GeV, Inl<24
- 90 <mgp < 140 GeV
107
1072F
10_3 — . =
- —— ParticleNet-MD bbvsQCD 1
- — DeepDoubleBvL 1
DeepAK8-MD bbvsQCD
double-b
10—4 L L L L ‘ L L L ‘ L L ‘ I I
0.0 0.2 0.4 0.6 0.8 1.0

Signal efficiency

DeepAKS8 > ParticleNet:

Background efficiency

x5 ~ QCD background rejection

Large Al Model x HEP-ex workshop

JINST 15 (2020) P06005

] (13 TeV)
E 1 1 1 I 1 1 1 1 1 1 1 1 1 I 1 1 1 E
- CMS ;
| Simulation i
101k Higgs boson vs. QCD multijet |
E 1000 <p?™" <1500 GeV, h®"I < 2.4 e
[ 90 <mgs° <140 Gev ]
102 =
-3 | ]
10 F — DeepAK8 3
B --- DeepAK8-MD 7
- —BEST i
i —double-b 7

—4 ] ] 2 i ] ] ] ] ] ] I ] ] ] I ] ] ]
1075 0.2 0.4 0.6 0.8 1

Signal efficiency

Comparing with early
approaches

Another ~x5 ~/
improvement achieved
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https://cds.cern.ch/record/2866601
https://cds.cern.ch/record/2866276
https://arxiv.org/abs/2004.08262

Current boosted taggers in ATLAS/CMS

CMS: DeepAKS8 and
ParticleNet
algorithms
JINST 15 (2020) P0O6005
Output
Category Label
H (bb)
Higgs H (cc)
H (VW*—qqqq)
top (bcq)
To top (bqq)
top (bc)
top (bq)
W W (ca)
W (qa)
Z (bb)
z Z (cc)
Z(qq)
QCD (bb)
QCD (cc)
QcD QCD (b)
QCD (c)
QCD (others)

DeepAKS8-MD, ParticleNet-
MD, and DeepDoubleX

algorithms

CMS-PAS-BTV-22-001

o Focus on variable-mass
resonance decays
« X>bb, cc,qgand QCD

(5 subclasses)

Conggiao Li (Peking University)

GN2X tagger

« including flat-mass H>bb, cc and t>bqq

samples, with QCD

GN2X Outputs

GN2X adds a H — cc output class in addition to the H — bb,
top and QCD classes from the previous tagger

» Adiscriminant score is built using a weighted log likelihood
ratio similar to what's used for small-R tagging

GN2X also includes the same auxiliary vertexing and track

origin classification tasks present in GN1/GN2

DON2X _ 1 PHbb
Hbb
JHee * PHee + ﬁop *Ptop t (1 — fHee — ftop) * PQCD

Large Al Model x HEP-ex workshop

Normalised number of large-R jets

0.03 -

0.02 -

0.01

ATL-PHYS-PUB-2023-021

Jackson's slides

T T =l T T T T
ATLAS Simulation Preliminary —— H(bb)
[ VS =13 TeV, Anti-k; R=1.0 UFO jets ===+ H(cc)
pr>250 GeV, 50 < myj <200 GeV, |n| <2 Top

dist’
-10.0 -7.

7 January, 2025
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https://arxiv.org/abs/2004.08262
https://cds.cern.ch/record/2866601
https://cds.cern.ch/record/2866276
https://indico.cern.ch/event/1387465/contributions/6019567/attachments/2923450/5131510/2024-09-09-FTAG-Workshop.pdf

How can we accelerate the pace?

CMS: DeepAK8 and  peepAKS-MD, ParticleNet- GN2X tagger ATL-PHYS-PUB-2023-021
ParticleNet MD
nd D D X - -
leorith ) a. d DeepDouble « including flat-mass H>bb, cc and t>bqq
atgorithms algorithms :
samples, with QCD
JINST 15 (2020) P06005
it « Focus on variable-mass GN2X Outputs
Cat Label @ . T : . x .
T resonance decays e
H (bb) - GN2X adds a H — cc output class in addition to the H — b, 8"/ p/~zs0Ge.s0<m <zmocetini<2 o
Higgs H (cc) ° Xébb, CG, qqg and QCD top and QCD classes from the previous tagger ;;oos 27 sta. uncertinty
H (VW*=qqqa) 8 o
top (bca) (5 su bclasses) « Adiscriminant score is built using a weighted log likelihood é
pbea ratio similar to what's used for small-R tagging g oo
Top top (bqq) “w
top (bc) +  GN2X also includes the same auxiliary vertexing and track
top (bq) origin classification tasks present in GN1/GN2 .
w W (cq) N A N e, S s
W (qq) . . ( prb ) -100  -7.5 -5, 2. i . Dgg[;)?.o
Z (bb) ' JHee * PHee + ﬁop *Ptop t (1 — fHee — ftop) * PQCD
z Z (cc)
Major types Index range Label names Aﬂ'fme'StUtES‘.’
Resonant jets: 0-14 bb, cc, ss, qq, be, cs, bg, cq, sq, gg, ee, L, ThTe, ThTu, ThTh
X — 2 prong
Resonant jets: 15-160 bbbb, bbcc, bbss, bbqq, bbgg, bbee, bbup, bb,Te, bbTy T, Db, L, Db, bbe, bbs, bbg, bbg, bbe, bbu, cccc,
X — 3 or 4 prong ccss, ccqq, ccgg, ccee, CClulL, CCThTe, CCTH Ty, CCTLTh, ccb, cce, ccs, ccq, ccg, cce, ccl, $58S, $5qq, $5g9,

ssee, SSplh, S8ThTe, SSThTu, SSThTh, ssb, ssc, sss, ssq, $sg, sse, SSii, q9qq, 9999, qqee, qqiiit, qqThTe,
44dTh T, 94ThTh, qqb, qqc, qqs, qqq, qqg, qqe, qqu, 9999, ggee, gguit, ggThTe, 99T™hTps 99ThTh, ggb,
ggc, 99s, 994, 999, 9ge, ggu, bee, cee, see, qee, gee, b, ClipL, Spipt, G, G, bThTe, CThTe, SThTe,
dThTe; 9ThTes OTh Ty, CTh T, SThTu, 4ThTus 9ThTu, bThTh, CThThy SThTh, 4ThTh, 9ThTh, 9995, 99q¢, 9qgs,
bbcq, ccbs, ccbq, ccsq, sscq, qqbc, qqbs, qqcs, besq, bes, beq, bsq, csq, becev, csev, bgev, cqev, sqev,
qqev, bcuv, csuv, bquv, cquv, squv, qquv, betev, cstev, bqtev, cqTev, sqTeV, qqTev, beTyuv, csTuv,
bgruv, cqTuVv, sqTuV, qqTLV, betyv, csThy, bgmyv, cqThv, SqThYV, QqTHY

QCD jets 161-187 bbcess, bbees, bbee, bbess, bbes, bbe, bbss, bbs, bb, bcess, bees, bee, bess, bes, be, bss, bs, b, ccss, ccs,
cc, css, cs, ¢, ss, s, others
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How can we accelerate the pace?

Sophon (£5): Signature-Oriented Pre-training for Heavy-resonant ObservatioN

Index range Label names

bb7 cc, ss, qq, bC, cs, bg) cq, sq, gg, €€, Ui, ThTey, ThTp, ThTh

bbbb, bbcc, bbss, bbqq, bbgg, bbee, bbup, bby, e, bbTy T, DbTLTH, Db, bbe, bbs, bbg, bbg, bbe, bbu, ccce,
cess, ccqq, ccgg, ccee, CClull, CCThTe, CCTh Ty, CCThTh, ccb, cce, ccs, ccq, ccg, cce, ccl, $588, $5qq, 8599,
ssee, sSSu, 88ThTe, SSThTu, SSThTh; ssb, ssc, sss, ssq, $sg, sse, SSi, qqqq, 9999, qq9ee, qqLit, qqThTe,
4dTh T, 94ThTh, qqb, qqc, qqs, qqq, qa9, qqe, qqi, 9999, ggee, ggpit, ggThTe, 99ThTu, 99ThTh, ggb,
ggc, 99s, 994, 999, gge, ggu, bee, cee, see, qee, gee, by, cup, Sy, qupL, g, bThTe, CThTe, SThTe,
dThTe, gThTe, bThT,ua CThTu, SThTuy qThTu, 9ThTu, bThTha CThThy SThThs 4ThTh; 9ThTh, qqu7 qqqc, qqqs,
bbcq, ccbs, ccbq, ccsq, sscq, qgbe, qqbs, gqcs, besq, bes, beq, bsq, csq, becev, csev, bgev, cqev, sqev,
qqev, bcuv, csuv, bquv, cquv, squv, qquv, betev, cstev, bqtev, cqrev, sqTev, qqTeV, beTyv, csTuv,
bgruv, cqTuV, SqTuV, qqTuV, beThv, esThy, bgThv, cqThV, SqThY, QqTHY

fili

S

_— A .
THREE-BODY

dss. & = 0-14

X — 2 prong
Resonant jets: 15-160
X — 3 or 4 prong
QCD jets 161-187

bbcess, bbees, bbee, bbess, bbes, bbe, bbss, bbs, bb, becess, bees, bee, bess, bes, be, bss, bs, b, cecss, ces,
cc, css, cs, ¢, ss, s, others

—> Major concerns:

< Will the model achieve the best performance for

each specific task?

“* What can we use this model for, beyond its

identification task supported by its final states?

Conggiao Li (Peking University)
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How can we accelerate the pace?

Sophon (£5): Signature-Oriented Pre-training for Heavy-resonant ObservatioN

—]
[————]
_— A e

THREE-BODY

Index range Label names

dE. & = 0-14
X — 2 prong

bb7 cc, ss, qq, bC, cs, bq7 cq, sq, gg, €€, Ui, ThTey, ThTp, ThTh

Resonant jets: 15-160
X — 3 or 4 prong

bbbb, bbcc, bbss, bbqq, bbgg, bbee, bbup, bby, e, bbTy T, DbTLTH, Db, bbe, bbs, bbg, bbg, bbe, bbu, ccce,
cess, ccqq, ccgg, ccee, CClull, CCThTe, CCTh Ty, CCThTh, ccb, cce, ccs, ccq, ccg, cce, ccl, $588, $5qq, 8599,
ssee, sSSu, 88ThTe, SSThTu, SSThTh; ssb, ssc, sss, ssq, $sg, sse, SSi, qqqq, 9999, qq9ee, qqLit, qqThTe,
4dTh T, 94ThTh, qqb, qqc, qqs, qqq, qa9, qqe, qqi, 9999, ggee, ggpit, ggThTe, 99ThTu, 99ThTh, ggb,
ggc, 99s, 994, 999, gge, ggu, bee, cee, see, qee, gee, by, cup, Sy, qupL, g, bThTe, CThTe, SThTe,
dThTe, gThTe, bThT,ua CThTu, SThTuy qThTu, 9ThTu, bThTha CThThy SThThs 4ThTh; 9ThTh, qqu7 qqqc, qqqs,
bbcq, ccbs, ccbq, ccsq, sscq, qgbe, qqbs, gqcs, besq, bes, beq, bsq, csq, becev, csev, bgev, cqev, sqev,
qqev, bcuv, csuv, bquv, cquv, squv, qquv, betev, cstev, bqtev, cqrev, sqTev, qqTeV, beTyv, csTuv,
bgruv, cqTuV, SqTuV, qqTuV, beThv, esThy, bgThv, cqThV, SqThY, QqTHY

QCD jets 161-187

bbcess, bbees, bbee, bbess, bbes, bbe, bbss, bbs, bb, becess, bees, bee, bess, bes, be, bss, bs, b, cecss, ces,
cc, css, cs, ¢, ss, s, others

—> Major concerns:

< Will the model achieve the best performance for = >

Yl e  Yes, itdoes. The Particle
Transformer can support each
task to reach its optimal

each specific task? performance

Conggiao Li (Peking University)

“* What can we use this model for, beyond its
identification task supported by its final state

:> We can regard it as a true
S? “based model” and fine-tune

it for wider ranges of
downstream tasks

Large Al Model x HEP-ex workshop 7 January, 2025
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Propose “Large model for large-scale classification”

View from jet tagging e
PG ™
=> Instead of training dedicated jet taggers, we consider multi- 3’\4 —t
class classification with N(class) reaches 0(100)
% statistical insights: an ideal multi-class classifier is a stack of r_%g r_,.QE ¢
ideal binary classifiers b Vs b
-> The model should be large > carry enough capacity g ¢ ¢ R

> The classes should be comprehensive > tagging ability can
be further generalized by fine-tuning

Conggiao Li (Peking University) Large Al Model x HEP-ex workshop 7 January, 2025 13



Propose “Large model for large-scale classification”

View from jet tagging Bl
3 . "
=> Instead of training dedicated jet taggers, we consider multi- i'\i —t
class classification with N(class) reaches 0(100)
% statistical insights: an ideal multi-class classifier is a stack of r_%g r_,.QE ¢
ideal binary classifiers b Vs b
-> The model should be large - carry enough capacity g ¢ ¢ R

> The classes should be comprehensive > tagging ability can
be further generalized by fine-tuning

View from a pre-training solution

DEEP LEARNING

-> Based on a comprehensive jet dataset, we hope to pre-train
a base model to facilitate all LHC analyses exploring the large-R
jet

-> Set the training task: let the model learn to connect

“what a jet is like” to “which truth signature the jet reveals”
(= jet label in our case)

7/

% “jetlabels” are simple signatures to explore
> pre-training it as a classifier is just a starting point in this sense!

Conggiao Li (Peking University) Large Al Model x HEP-ex workshop 7 January, 2025 13



Statistical essence of jet tagging problem

—> Question: where is the limit of jet tagging?
-> Answer: the probability density ratio of two classes provides the optimal tagging

class 2
I.-Ilgh-dlmensmnal class 1 Py(X)
Jet phase spaces
p1(X)
X0
O
i R

>

¢ ldeal classifier network
results in

.. class1

L) The optimal i , , , .
.\ = network noclass2 o |tis a direct estimation of p
//// ‘ .' o . ]
) “* The network capacity decides

how close the estimation is

Conggiao Li (Peking University) Large Al Model x HEP-ex workshop 7 January, 2025
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Statistical property of multi-class classifier

-> Statistical theory shows that:

A multi-class classifier with minimum cross-
entropy loss estimates the probability ratios
on the input classes:

p(class = i|x)

gi(x) — hence it contains all the information
Z]\i“it p(class = j|x) the ideal N(IV — 1) binary classifiers
/ cando

Conggiao Li (Peking University) Large Al Model x HEP-ex workshop 7 January, 2025 15



Statistical property of multi-class classifier

-> Statistical theory shows that:

A multi-class classifier with minimum cross-
entropy loss estimates the probability ratios
on the input classes:

p(class = i|x)
gi(X) = N .
21 p(class = j|x)

splitting
class A

—

Two properties:

The optimal

network B adding

class C

M

Conggjiao Li (Peking University) Large Al Model x HEP-ex workshop

hence it contains all the information
the ideal N(V — 1) binary classifiers

can do
O, 055
A Pa = Da, T Da,
OA remains
2 .0.25 the same
OB 0.2
A
0.6
O Palpg
OB 015 => remains
the same
Oc .25

7 January, 2025 15



Statistical property of multi-class classifier

The key question in this context

= Statistical theory shows that: Does the model’s capacity still enable us to
reach the best achievable performance in
existing tasks?

A multi-class classifier with minimum cross-

entropy loss
on the input classes:

Our result will show: Yes.

~/

— ] X
p(ClaSS ll ) hence it contains

g(x) = N
out 2
Zj:] p(ClaSS = J | X)
splitting A
class A : Pa= P.A1 T Pa,
Two properties: A, trﬁgwsaa i rr:e
A B
The optimal
network B adding 4
class C palpg
B remains
the same

Conggiao Li (Peking University) Large Al Model x HEP-ex workshop 7 January, 2025 15



Large Al Model x HEP-ex workshop A big “class” on jet physics

A glance into fine-tuning spirits

the pre-trained
Transformer
network

customized scores!
(optimized for analysis)

train a BDT or NN

the pre-trained |
Transformer
network

customized scores!
(optimized for analysis)

train an NN
equivalently, this means to replace then
retrain the last layer

use the
hidden layer

This is a fine-tuning approach (specifically, transfer learning)
in its equivalent form

Conggiao Li (Peking University) Large Al Model x HEP-ex workshop 7 January, 2025 16



Al s an il
|ntroducing Sophon (EI%) arXiv:2405.12972

https://github.com/jet-universe/sophon

-> Signature-Oriented Pre-training for Heavy-resonant ObservatioN
THREE-BODY
=> the modelis based on Particle Transformer (ParT) architecture

-> apre-trained model on a newly developed comprehensive dataset: JetClass-Il

~  finely categorized labels:

Resonant jet: Resonant jet:
X> 2 prong X> 3/4 prong QCD jets

bb/cc/ss/qq/q99/ee/p/TT
bc/bqg/cs/cq

contributed ~ bb/cc/ss/qa/gg/ee/pp/rr  all combination of Y decays,
final states:  P¢/ba/cs/cq resulting to 4-prong or 3-prong

Key property: we do not focus on any specific X and Y masses
Their masses are variables: ranges from 20-500 GeV

Conggiao Li (Peking University) Large Al Model x HEP-ex workshop 7 January, 2025 17
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Abig “class” on jet physics
Introducing Sophon (Eﬂ¥) arXiv:2405.12972

https://github.com/jet-universe/sophon

-> Signature-Oriented Pre-training for Heavy-resonant ObservatioN _=fl_

=> the model is based on Particle Transformer (ParT) architecture

THREE-BODY

-> apre-trained model on a newly developed comprehensive dataset: JetClass-Il

finely categorized labels:

Resonant jet: Resonant jet:
X> 2 prong X> 3/4 prong QCD jets
bb/cc/ss/qq/gg/ee/up/TT
bc/bqg/cs/cq
Major types Index range Label names A" final states!
Resonant jets: 0-14 bb, cc, ss, qq, be, cs, bg, cq, sq, gg, ee, [, ThTe, ThTu, ThTh
X — 2 prong
Resonant jets: 15-160 bbbb, bbcc, bbss, bbgq, bbgg, bbee, bbuu, bbry, Te, by, DbTLTH, bOD, bbc, bbs, bbg, bbg, bbe, bbu, cccc,
X — 3 or 4 prong ccss, ccqq, ccgg, ccee, CClLh, CCThTe, CCTh Ty, CCTHTh, ccb, cce, ccs, ccq, ccg, cce, ccl, $5SS, $8qq, SS9,

Ssee, SSj, SSThTey, SSThTu, SSThTh, ssb, ssc, sss, ssq, ssg, sse, SSi, qqqq, 9499, q4€e, qqiit, qqThTe,
49T T, 99ThTh, 995, 9qc, qqs, 994, 949, q9€, qqit, 9999, ggee, ggith, 99ThTe, 99ThTu, 99ThTh, 9gb,
ggc, 99s, 999, 999, 99e, ggu, bee, cee, see, qee, gee, by, cup, Spp, quiL, gibth, bThTe, CThTe, SThTe,
dThTe; 9ThTe; OTh Ty, CTh T, SThTu, QThTus 9ThTs OTh Thy CThTh, SThTh, 4ThThs 9ThTh, 9990, 999¢, qqqs,
bbcq, ccbs, ccbq, ccsq, sscq, qqbe, qqbs, qqcs, besq, bes, beq, bsq, csq, becev, csev, bgev, cqev, sqev,
qqev, bcuv, csuv, bquv, cquv, squv, qquv, betev, cstev, bqTev, cqTeV, SqTeV, qqTeV, beTyv, csTuV,
bqruv, cqTuV, SqQTLV, QqTuV, beTywv, csThV, bgThV, cqThV, SQThY, QQThY

QCD jets

161-187 bbccss, bbces, bbee, bbess, bbes, bbe, bbss, bbs, bb, bcecss, bees, bee, bess, bes, be, bss, bs, b, ccss, ccs,
cec, css, cs, ¢, Ss, s, others



https://github.com/jet-universe/particle_transformer
https://arxiv.org/abs/2405.12972
https://github.com/jet-universe/sophon

Sophon: performance benchmark

arXiv:2405.12972
Search signifi : . . 212
sarch SIpheanee Direct tagging ability
Z =/2((s + blog(1 + s/b) — 5)
5 Sophon o N
g5 e St 42t Sophon (training on 188 classes) has best
= ParT x_ ppvs. cD
ED 4 7 ParticleNetx_, ppvs. QCD performance
discr(X — bb vs. QCD) = SX=th
8x—bb + 21— 8QCD,
0 ' L ' L ' L ' L ' L .
1072 107 1073 1072 107! 10°  Performance gain does come from large-
SM background efficiency (ep) . .
’ scale classification (compared to Sophon*
E | [CJ QD  EEE Higes (42 classes))
2 300 - | 1 Vitjets —— X—bb
: 1 SM total unc. . .
: . st ] SMw . and ParticleNet for binary
200 - ==25 classification: they represent the best
100 - %'_ , | performance we can reach in experiment
1 1 ————
0 I I . I I I I I I
120 140 160 180 200 220 240 260
msp [GeV]

« Apply tagger selection
« Check discrimination power of
X (200 GeV) » bb signal vs. all backgrounds

Conggiao Li (Peking University) Large Al Model x HEP-ex workshop 7 January, 2025
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Large Al Model x HEP-ex workshop A big “class” on jet physics

Sophon: performance benchmark

Search significance:
Z = \/2((s + b)log(1 + s/b) — s)

Events

Significance <J

)

arXiv:2405.12972

Transfer learning ability

(adapt the tagger to a new classification task)

- SOPhOIl discr. =X — bgvs. QCD

Sophon f.t.

ParT x_, psvs. D

ParticleNet x_, psvs. QcD

1072

107! 10Y

SM background efficiency (ep)

l [ QcD  EEE Higes

200 : [ Vijets —— X—bs
: 3 7+ST | SM total unc.
1

150 Bl vv

100 -

50 -

—— L ———

120 140 160 180

200 220 240 260

msp [GCV]

« Check discrimination power of
X (200 GeV) > bs signal vs. all backgrounds

Conggiao Li (Peking University)

 Sophon (training on 188 classes) reaches the
best performance after fine-tuned (via
transfer learning)

. and ParticleNet for binary X>bs vs QCD
classification: they reveal the best
performance we can reach in the experiment
now

Large Al Model x HEP-ex workshop 7 January, 2025
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Sophon: close to real experimental performance?

ATLAS results ATL-PHYS-PUB-2023-021

c : ,
£ | ATLAS Simulation Preliminary —— Dxbb
2 3' Vs =13 TeV, Anti-ky R=1.0 UFO jets —— 2VRDEM ]
—~ 10°F pr>250 GeV, 50 < m; < 200 GeV, <2
5 WEp <m I — og
> L
9 _____________
: . i
X b T
T T G o T RS _
m E —~-..._l:::;=:::= __________________ E
101_ ......... =
3
u .\'gi
[ — Top W
o] = Multijet
108 ., | |
:I T T T ]
20F 3
o ot 1
E ]
8‘ 15 » ]
N
1.0
L1 1 N 1 1 - — ]
FT T T T T T T T "_.. ]
e R B SN i
B e T S i]
8 2r s
= [ i]
:q_—)' C "
= I e A
= e = .I.,:
S A 7 4
£l 1 | - S st e e A
0.5 06 0.7 0.8 0.9 1.0
H(bb) efficiency
e A e ]
% 10* & ATLAS Simulation Preliminary —— 2VRDSM 4
2 F Vs =13 TeV, Anti-k; R=1.0 UFO jets DGN2X E
cc
= . s[ Pr>250 GeV, 50 < m; < 200 GeV, || <2
g -
o
(=]
X
[$]
©
m
K]
°
9
2
I
K]
IS
&
|_
o °r
® I
3 F ]
5 L0 7
s °r ] ]
i I el el A S et e i et St S il S S it et Sl el et S St et sl A Al e st Sl Sl f i
0.2 03 0.4 05 0.6 07 0.8 0.9 1.0
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H(cc) efficiency

Background efficiency

Background efficiency

CMS results cms-PAS-BTV-22-001

—_
(@]
o

101

1072

1078

104

0

1071E

1072}

1073}

CM

S Simulation Preliminary
T T { T T T { T T T {

(13 TeV)
N T T T ]

T

H - bb vs QCD

450 < pr < 600 GeV, Inl < 2.4

90 < mgp < 140 GeV

T T T

— DeepDoubleBvL
DeepAK8-MD bbvsQCD
double-b

L L L | L L L

—— ParticleNet-MD bbvsQCD

L

.0

100 CMS Simulation Preliminary
- T T T { T T T { T T T {

L l L
0.6 0.8

1.0

Signal efficiency

(13 TeV)

T T T T

H—- cc vs QCD

450 < pr <600 GeV, Inl <2.4
90 <mgp < 140 GeV

—— ParticleNet-MD ccvsQCD

— DeepDoubleCvL
DeepAK8-MD ccvsQCD

L | L L L | L L L | L L L | L L

L

A

0.6 0.8

1.0

Signal efficiency

Large Al Model x HEP-ex workshop

* marks

QCD BKG rej at

signal eff. = 60%
Sophon results

(performance on Delphes)

(>)\ 100 - T T T N T T T N T T T N T T T N T T T B
S - — Sophon model Hbb vs QCD, AUC=0.995 ]
S | ]
HCI__) | i
43 10-1L 450 < pr < 600 GeV,|n| < 2.4 |
E E 90 < mgq < 140 GeV
&) i
O |
1072 E
1071 E
i BKG rej around 300 |
10—4 L L | L L L | L L L | L L L
0.0 0.2 0.4 0.6 0.8 1.0
Hbb matched jets efficiency
> 07— T T 3
S - —— Sophon model Hee vs QCD, AUC=0.976
S |
HG_,) |
2 40-1|- 450 < pr < 600 GeV,|n| < 2.4 _
. F 90 < mgq < 140 GeV ]
O B i
O | h
1072 E
-3 . _|
107 around 120, higher than 7
i ATLAS and CMS (around
i 50-70) ]
10—4 L L L | L L L | L L L | L L L
0.0 0.2 04 0.6 0.8 1.0

Hcc matched jets efficiency
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Large Al Model x HEP-ex workshop A big “class” on jet physics

Implications for LHC resonance search

Conggiao Li (Peking University) Large Al Model x HEP-ex workshop 7 January, 2025 21



Using Sophon

(a) Pre-training
Nigtene = 128

( b\
O
O
N Sophon model |-
(main structure) 8
O
g )
(b) Usage
O o
(O O o
0O O o
O O O
® oo | O
O rain new ayers O
® 0 o
O O O
© O O
O O

Transfer learning

A big “class” on jet physics

O~ N, = 188 classes
O
R
O O resonant jets
s G )
O |O
O O resonant jets
O lQ (3, 4 prongs) ﬁ /ﬁf
o |O prong
O Io .
O |O QCD jets
O @
O
O
g O
o
o
O
o discr. = Zg.
% 28et+2se
O
o
® .
° Constructing
discriminants

Conggjiao Li (Peking University) Large Al Model x HEP-ex workshop

7 January, 2025
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o
Using Sophon

/

ol

XX XX X Xo)

28.
Y set+XSe

discr. =

Constructing

discriminants — %

Use it out of the box!

Construct a dedicated discr.
> perform a bump hunt

Conggiao Li (Peking University) Large Al Model x HEP-ex workshop 7 January, 2025 22



Can we rediscover the SM particles?

-> Simulate 40fb-1 LHC collision events, v/s = 13 TeV, nPU=50

% focuson the large-R jet trigger (triggered with Zpr threshold and trimmed mass)
% abundant QCD backgrounds

7/

% rediscover Z/W/t particles simply from the large-R jet’s mass spectrum

Select by X — bb vs. QCD discr.
1 QCD [ Z+jets B VV | SM total unc. <€ \\lithout selection

104 4 T W+jets [ #+ST  EEE Higgs
Select at eff. = 1e-4

10° ||:‘:L|'|+||

Select by X — cs vs. QCD discr.

Events

104 .

10? m O Select by Sophon’s different discriminants
100 Nl A (D: A = {bb}

discr = &4

10% ~ g4 + 212:71 gQCDl < ®: A= {CS}

. M \®): A = {ccb, ssb, qqb,

bcs, bcq, bsg}

Events

Select by X — bgangan vs. QCD discr.

Events

100_'_'—||_! I_Iu'_||_:_|'_'—|_!:||_|||:|—|'_l"l_ll -
50 75 100 125 150 175 200 225 250
msp [GGV]
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More heavy resonances

: : : 9 09
-> Consider triboson signal: .
) _ _ (fully hadronic v
W’ (mw =3 TeV) > W@ (me =400 GeV) > WWW " 4.,
yS) WKK
-> Optimize an event-level discr. from tagger discr. el w
R
, 8A,jet w g\
discr = Z 27 (sum for jets 1, 2) \%q“ w09
jet=1,2 8A jet + lel gQCDl,jet Jet g

" 0.3 x {cs, qq}
A = < + 0.1 x {ccss, ggcs, ggqq}

\_ + 06 X {CCS, CCqg, SsC, SSqQ, qqgc, ggs, CIC]C]}

Conggiao Li (Peking University) Large Al Model x HEP-ex workshop 7 January, 2025 24



More heavy resonances

. | @ )
-> Consider triboson signal: -
) _ _ (fully hadronic /- v
W’ (mw =3 TeV) > W (mg =400 GeV) > WIWINV decays) . 2
KK
-> Optimize an event-level discr. from tagger discr. ol w
R
, 8A.jet . W » '/Oﬂ\
discr = Z % (sum for jets 1, 2) qq Nt
jet=1,2 8A jet + lel gQCDl,jet Jet g
(
0.3 x {cs, gqg} ) | _
— % 30 A i —_ — D I Higgs
A = < + 0.1 x {ccss, gqcs, gaqq} : Eemled g v i
20 | i - Vv otal unc.
\_+ 0.6 x {ccs, ccq, ssc, ssq, gqc, 9gs, gqg} i '
10 - :
v :
0 : 5 : — o
SearCh Signiﬁcance 2000 2250 2500 2750 3000 3250 3500 3750 4000
o 6 — M,y [GeV]
7/ = \/ 2((5 + b)lOg(l + s/ b) — S) § \'\ T 2 ! |:IlQCD B Higes
S 4+ cut tighter, Zedl ‘€g = 1€-5 =3 Vers Wigc— Wep— 3W
in dijet inv. mass window 2 significance rises | i — AL
2500-3100 GeV ] \ s mm o
4], W .
R Y = 'I - _I_I_ .
SM background efficiency (e5) 2000 2250 2500 2750 3000 3250 3500 3750 4000
Mjy [GeV]

Conggiao Li (Peking University) Large Al Model x HEP-ex workshop 7 January, 2025 24



Sophon’s transfer learning

(a) Pre-training

Matent = 128 8 N, = 188 classes
r ) |@
< reson? ets
O O *%K 10 JLOngS
O O =
|
->| Sophon model | O !; < resonant jets /4 /ﬁ,
(main structure) |© O = k 4 prongs)
O O |©
O ™ ® )
L @ = |Q QCD ]ets
O O
O
(b) Usage O
O O
(O O o
O O O
O O O
O Tra : O
O rain new ayers O
O O O
O O O
O O O
O O
B Transter learning

 Transfer to uncovered tagging scenarios...

. facilitate anomaly detection (weakly-
supervised, autoencoder)...

« more potential to unlock!

Conggjiao Li (Peking University) Large Al Model x HEP-ex workshop

7 January, 2025
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Large Al Model x HEP-ex workshop A big “class” on jet physics

Background: anomaly detection in weakly-supervised approach

JHEP 10 (2017) 174
mixed sample 2 > Recall the early work: CWola (classification without labels)
s 4 VAN Hunting
5 % allow to detect anomalies purely from data
= ¢ train a classifier for mass window vs mass sideband (mixed

packground

signal® =
\ o

>

Mres

Mixed Sample 1 Mixed Sample 2

e ) e 1
©eOePe® | ©GOO®O®
OOCO® | ®COGO®G
OOPe® | OOGO®®
OOCO® | ®GGO®
©OCC® | | ©CGG®®
J

(¢..b 0 1
oy

Classifier

Equivalent effect for training S vs B

Conggiao Li (Peking University)

sample 1vs 2)

Large Al Model x HEP-ex workshop

many improved approaches in recent years - very active field

7 January, 2025
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Background: anomaly detection in weakly-supervised approach

JHEP 10 (2017) 174

mixed sample 2

VAN

>

dN/dMyes

/

packground

>
Mres
Mixed Sample 1 Mixed Sample 2
. p w
©eOePe® | ©GOO®O®
OOCO® | ®COGO®G
OOPe® | OOGO®®
OOCO® | ®GGO®
eeee6 | 660000
L J \L
¢ '} > \o 1 /

Classifier

Equivalent effect for training S vs B

Conggiao Li (Peking University)

Events / 100 GeV

Training input

> Recall the early work: CWola (classification without labels)

Hunting

R/

% allow to detect anomalies purely from data

7/

¢ train a classifier for mass window vs mass sideband (mixed
sample 1vs 2)

R/

“* many improved approaches in recent years - very active field

can discover W’ > W@ > WWW signals
see 20~ 70improvement

No signal With signal
106 T T r ) I 100 . ‘g . g
| 1o Signal | [ i
10° fe-a . Il l region i i E 10°2 F
4l | aint S Lo | ]
10% fo-e gy _, ‘:*»;l : ~.-JI_ ~~~~~~~~~ 10—4 L
108 bor,_ | gt S Lo, ! ~==e
S e PN i B S SRR I S
S TR e T Ry I e
10! o=t | Iy ¢ e B S ] 60
s o 4+__f_| ¢ I ?‘~-¢-___* )
0 | e — S { 1077 T |
107 f | I | T T"P ‘~~~-~_1_ ; 7o
. [ 1 B 12 LAY Ll e e e
~1 [Sideband Toa ] 1077 r T RN T
R i Wiy
ll l 1 l ll 1 1 1 1 1 1 L
2000 2500 3000 3500 4000 2500 3000 %58(()] /@QQ/ 3000 3500
myjy / GeV

PRL, 121 (2018) 24, 241803
PRD, 99 (2019) 1, 014038

(2) /(1)
) /Tl y T21, 732, T43, Mtrk,
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Dijet search capabilities

“If signal events
reach this point,

Initial significance Zl., = with initial Z=5,

0.2 0-5 1.0 20 O then we have already
MBS\S' e - SEEEEEEE. WY " o gi 4 the sional
:{Q R —4— IAD: high-level input Iscovered the signa
N 30 - \\"‘ ---- Solimi without needing to
- \\ make a cut”

?\ 25 A \

N

: ™
=

100 200 500

“How much does the
significance need to
be increased to reach
the 50 discovery”

2000 5000
Signal events (Ns)

a similar 20 7¢ is reached with
conventional AD approach;
roughly reproduce the result in
PRL, 121 (2018) 24, 241803
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[ N J o o ( J
Dijet search capabilities

1

max{Zl.,>10+}/Zl,,

Initial significance Zl,, =

0.2 0.5 1.0 2.0 5.0
35 \ | ] ] a1 | ] ] |
ey :
W\ IAD: Sophon (transfer learning)
30 - \\‘)\ —&$— IAD: high-level input
N —=—=- 50 limit
75 - \\ * Discovery point for each method
20 A Y
\
\
15 - N
\\
\\
10 - \\ 2.4x less data to
\*\ mark a discovery!
5 A \ ’

-
—
—
— iy
—
—-_-

100

I—. ‘ﬁh)‘d#"
200 500

2000 5000
Signal events (Ns)

1000

Combining Sophon’s transfer learning (using Sophon’s “knowledge”)
with AD marks a success

« More sensitive at low signal injection (even starting at ~0.60)

« Much improved S vs B distinguishability than using high-level input

Conggiao Li (Peking University)

Large Al Model x HEP-ex workshop

7 January, 2025
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Large Al Model x HEP-ex workshop A big “class” on jet physics

Dijet search capabilities

Initial significance Zl,, =

0.2 0.5 1.0 5.0

— 35 \ I I ! L I I ] I :

'5'5 \\\S\\ Sophon discr.
N 30 - \J\ —4¢— IAD: Sophon (transfer learning)
E N —&¢— IAD: high-level input

S sl ---- 50 limit

" * Discovery point for each method
N

<

<

g

using Sophon’s

= 2.4x less data to
m a discovery!

constructed
discriminant

i 8A et
discr = )
Z 27

jet=12 8ajer T -1 8QCD jer

100 200 500

A = 0.3 x {cs, qg}
o + 0.1 x {ccss, gqcs, qqqq}
+ 0.6 % {ccs, CCq, SsC, ssq, 9gQc, gqgs, qqq}

Conggiao Li (Peking University)

1000

Large Al Model x HEP-ex workshop

2000 5000
Signal events (Ns)

7 January, 2025

29



CMS’s path to develop Global Particle Transforme

A A Sa e = = = = . oS s SR S S TR R T e

Philosophy to develop Global Particle Transformer (GloParT) in CMS l

e i

_ ol

SRR Yl

« What is p? - the “differential cross section” of a process A on
very high-dim space

« discriminating process A vs. B: estimate p,(X)/p5(X) as best as
we can

« need a model to cover a variety of processes A, B, C, D, . ...

Good probability
density estimators

B =SM B = BSM
A= BC e w T q/g b t Ny ZIW H

e Z R R LQ LQ LQ L~ L L

1 Z' R LQ LQ LQ L* L* L* 1000

. 7 LQ LQ LQ L* L* L*

q/9 z W T QF Q' — GPT-3 (175B)

b 4 w’ Q* Q* B’ E 100 Megatron-Turing NLG (530B
- 7 o Many g e
O H H Z o Megatron- LM (8.3B

Z;W H Hf/[;l .g ¢ (8:38) Turing-NLG (17.28)
H H o 10
. . . . % 1 GPT-2 (1.5B)
7 Consider just the di-object Man >
. search for resonantA— B C y 3 BT g AT
ELMo (94M) d I I‘
J.Kim et al. JHEP Model sca Ing up
04 (2020) 30 Generalization :
1907.06659

ability

 one upstream pre-training, broad downstream applicability
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CMS’s path to develop Global Particle Transformer

CMS-PAS-HIG-23-012

Final state/
) Z Hﬂaé C_{ The early version (GloParT stage-1) has
H=VV a94 Oc/1c/2c ° .
L ; : ; been released with the HH>bbWW search
Hvqq 2 1 4 .
— : e Hwa(xﬁ‘; “* GloParT stage-1: a fatjet tagger for 37-
: category classification
e —=;
W et . bbWW is the second work in the series
o o 1 of “boosted HH search”
- baq 2 1 7 . c
poony wm T g—y . tagging boosted H>WW-4q signature
= — ; o), . for the first time
t t 7
o o " ; et et ! . .
oo | » set atight constraint to x5y,
b 1 8 g (blc) q (blc)
b ] ro’o‘o‘db‘o<: GG ———
QCD CCC 1 g gg g g
others (light) 1 q 8
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CMS’s path to develop Global Particle Transformer

GloParT-3 in CMS:;

A universal model that outperforms all existing taggers across existing tasks
Manifest strong fine-tuning capability in various downstream tasks

A more powerful model is now
in place

- the 3rd version of the Global
Particle Transformer (GloParT-3)
now integrated in CMS

e 750 nodes in total

Conggiao Li (Peking University)

GloParT 3 categorization

H->ZZ" like
. H->WW* like . .
Ho:t5x;X; (2-prong) like H>WOW™ like W like H->Z()Z) like H27 like
(15 classes) (19%3 classes) (743 classes) H-Z"Z) like
H>W'WC) like 7

bb, cc, ss, qq, (bc)*, (bc)-, bs,
(cs)t, (cs), gg,
YY, €€, UM, ThTe, ThTp, ThTh

€scs, €sqq, qqqq,
csc, €ss, €sq, qqc¢, qgs, qqd,
csev, qgev, CSUV, qquV, CSTeV,

Ho’i')WX1X2 l.ike qqTeV, CSTV, qqTuV, CSThV, qQThV

(40 classes)
’ t>bW like
0 17x2 cl
H h v (17x2 classes)
hO,‘_l- ; W

Yybb, yycc, yyss, yvqg, yvbe, yycs, yybg, yveq, vysq,
YYE8E, Yyee, YYmMM, YYThTe, YYThTy, YYThTh,
YYb, YYC, YVS, YYQ, YY8, V€, YYM, YYTe, VY Ty, VY Th,
Ybb, yee, vss, vqq, vbe, ycs, ybg, veq, vsq, vgg,

Yee, Ymm, YThTe, YThTy, YTnTh Wthy
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lw% ?
b
bWcs, bWqq, bWc, bWs, bWg, bWev,

bW, bWtev, bWTyuv, bWThv,
Wcs, Wqq, Wev, Wuv, Wtev, WT,v,

?
H ?
Z ?
bbbb, bbcc, bbss, bbqq, cccc, ccss, ccqq, ssss, ssqq, qqqq,
bbb, bbc, bbs, bbq, ccb, ccc, ccs, ccq, ssb, ssc, sss, ssq, qqb,
qq¢, qgs, qqq,
bbee, bbuy, bbe, bby, bee, buy, bbthte, bbThTy,, bbThTh, bTHTE,
bTthTy, bThTh, Ccee, ccup, cce, ccp, cee, CU, CCThTe, CCThTy,
CCThTh, CThTe, CThTy, CThTh, SSEE, SSUHL, SSE, SSU, See, UL, SSThTe,

SSThTy, SSThTh, SThTe, SThTy, SThTh, qee, qqui, qde, qqu, gee,
GHU, qqThTe, GGThTy, QGThTh, ThTe, GThTy, QThTh

t->bW+ like
t>bW- like
QCD
(5 classes)
rw‘%mr<: q(b/c)
giey "
q—cx@; 2 e
q(ble)

bb, cc, b, c, others
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https://cds.cern.ch/record/2904879

Discussion: Implications to ATLAS/CMS experiments?

-> “Sophon/GloParT methodology” releases a lot of new opportunities for
future LHC experiments

% it creates a “global large-R jet tagger” - bring benefits of the advanced NN to
~all hadronic final-state searches

% also viewed as a pre-trained jet model: a base model tailored for a broad
range of LHC analyses

-> How to use the experimental version of the Sophon model?

% used in conventional analyses: except for some well-calibrated nodes, the major
challenge will be the calibration of peculiar signals (not easy to find proxies)

% analyses that only use data (simulation-free): develop discriminants
dedicated to different signals > cut tight on the data events - peak finding on
some mass observable (single jet / di-jet / jet+lepton...)

> could be helpful in broadly searching for BSM resonance!

% anomaly detection: weakly-supervised approaches / further improvements?
(see backup for recent ATLAS/CMS results)
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Discussion: JetClass-ll and Sophon

arXiv:2405.12972

-> Developed the JetClass-Il dataset and the Sophon model

= JetClass-ll [Hugging Face dataset] covers more comprehensive phase spaces
and can be a good playground to develop future foundation models

% can be used to train models for various jet-related tasks, e.g. jet classification,
regression, generation or reconstruction...

% its extensive phase space coverage and high statistics enable model
developers to focus on specific regions of interest, or work with the entire
dataset

% generation details can be found in this repository

- The Sophon model [Hugging Face] can be helpful in delivering
future LHC pheno research

7/

% optimizing sensitivity for dedicated searches/anomaly detection/
novel paradigms

7/

% performing studies on the pheno dataset/model can inspire how
we do real experiments at the LHC
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https://huggingface.co/datasets/jet-universe/jetclass2
https://github.com/jet-universe/jetclass2_generation
https://huggingface.co/jet-universe/sophon
https://arxiv.org/abs/2405.12972

Discussion: Close-up & Future Fantasies...

=> Future foundation/base model at LHC:
¢ which dataset will it be trained on (data/simulation)?
% which training targets (generation/classification/embedding prediction)?

“* maybe, most importantly, which goal do we want to achieve?

-> Some specific (maybe preliminary) points to discuss

7/

% SSL or signature-oriented pre-training?
> In HEP, we do not lack data labels; simulation will also reach expected accuracy in future
> should we do SSL, or supervised pre-training exploring all GEN labels, or both?

% foundation model requires a “foundation dataset”; which will be the foundation dataset in
HEP?

> should cover a vast phase-space (beyond SM simulation/real data): produced by philosophies like
JetClass-I1?

> should be in the most general form, e.g. independent of experiments.. - GEN-level data be the
most suitable playground?

% The limit of scaling capabilities?

are we reaching the limit for classification tasks? Will fine-tuning from a large pre-trained model
provide better results?
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Backup
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Recent ATLAS/CMS anomaly detection results

Weakly‘superwsed approach
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Application in ATLAS

PRL 125, 131801 (2020)

Select on the trained weakly
supervised classifier in each signal
regions, and search for the peak

CMS-PAS-EXO-22-026
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https://doi.org/10.1103/PhysRevLett.125.131801
https://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/EXO-22-026/index.html

Recent ATLAS/CMS anomaly detection results

| Autoencoder approach |

Encoder Latent Space € R'2 Decoder
= | l _
= = = = L
inputjet ™ MR R SR CRE i T P P ST Dt Do R Y S e o ot S o reconstructed jet
a compressed jet representation
-> Aview on (Va riationa l) autoencoder Reconstruction Error Distribution
M 600 A
for anomaly detection

° 500 T

% Training on SM background jet >
anomalous jet will produce
outlier latent scores > make
selection on the score

Frequency
8 &
o o
1 1

N

(=)

o
1

. Normal
- =  Anomalous

-> Use autoencoder for anomaly 3005
detection has industry basis 0

0.2 0.3 0.4
Reconstruction Error
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Recent ATLAS/CMS anomaly detection results

Rapidity-mass matrix
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Events
SM
BSM

Reconstruction loss

Trlgger (one lepton) and pre-selection
(oL > 60 GeV, p!°! > 30 Gev)

v

Reconstruct Rapidity Mass Matrix for
each event

\ 4

Train autoencoder using 1% ATLAS
Run2 data

v

Define signal region using
reconstruction loss from autoencoder

v

Fit invariant mass spectrum,
statistical analysis, look for bumps

AR SNSRI E i

Autoencoder approach

np——— " ___

Autoencoder I

Events

Two-body mass

=> ATLAS applies full-event-level anomaly
detection

=> Train “autoencoder” and select on the score

= Searchin9invariant masses including di-
jet, di-b-jet, with three anomaly regions

Conggiao Li (Peking University)
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https://doi.org/10.1103/PhysRevLett.132.081801

o ( J
Evolution of jet NNs

----- >..-  graph NN, Transformers <<+« Peee 2?7
(low-level inputs)

Shallow networks

4+ Using high-level features
directly as inputto a
shallow network

Conggiao Li (Peking University) Large Al Model x HEP-ex workshop 7 January, 2025 39



Large Al Model x HEP-ex workshop A big “class” on jet physics

Evolution of jet NNs

«eeeoeeo graph NN, Transformers — ««««»eee 27

feed-forward NN (high-level inputs) = <+ «®< <<+« 1D/2D CNN, RNN (low-level inputs)
(low-level inputs)

Particles

particles, ordered by pr e £
connected Output

e -

SVs, ordered by Sip2p

features

(I layer)

Shallow networks Deep NN with low-level inputs

+ Using high-level features 4 Using particle-level features
4 Input data structure determines

directly as inputto a
the type of networks

shallow network
- jetasaimage (fixed-grid data

structure)
« jetasasequence - 1D CNN or

RNN
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Evolution of jet NNs

feed-forward NN (high-level inputs) = <« «®= <<+« 1D/2D CNN, RNN (low-levelinputs) <<«
. Particles
L= slicesy
= particles, ordered by pr Fully E
connected N Output :
Shallow networks Deep NN with low-level inputs

+ Using high-level features 4 Using particle-level features

directly as input to a 4 Input data structure determines
shallow network the type of networks

« jetasaimage (fixed-grid data
structure)

« jetasasequence-> 1D CNNor
RNN

graph NN, Transformers <+« - oo
(low-level inputs)
x @ i , x O,  Cis .X“
y : é i ® ©o

Graph structure

4 Graph neural networks

« treatajet as a permutational-invariant
set of particles (or, point cloud)

 build “edges” between particles

4 Transformer networks

« modern architectural designs; like a
full-connected graph
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GNNs and Transformers

-> Modern architectures done right: (which types of DNNs better suit the
particle-format data?)

7/

“ inductive bias: particle-format data has their intrinsic symmetries

> permutational-invariant symmetry: GNN is better than CNN/RNN; native

Transformer (w/o positional encoding)
> Lorentz symmetry: adding “pairwise particle masses” to input features
\/

% let particles interact:

> “message passing” in GNNs and attention » ¢

mechanism in Transformers "’Wﬁ.\\
®
@,

< scale better with data and model size

> Transformers!
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