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2025 LHC light ion run preparation
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 DAQ OperationsATLAS
Oxygen-Oxygen run in 2025

Safe value for 
pp collisions

Thanks to the dedicated efforts of the CERN TH and LHC Injector teams, 
O+O and Ne+Ne collisions were placed on CERN management’s agenda 
after Light Ion workshop

Intensive experimental preparations began in spring 2025 
• Worked hard to convince the HEP community that ~0.5 nb-1 

of O+O data would yield impactful physics 
• Spent weeks anticipating “what if” scenarios and planning 

for possible challenges 
• Insisted the choice of 5.36 TeV to match with pp 
• Delivered prompt estimates of impact of beam 

transmutation 
• ……
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Most complicated runs I ever experienced
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First stable p+O: ~5:50 am First stable O+O: ~4:20 am First stable Ne+Ne: ~4:20 pm

What followed was the most intricate heavy-ion operation I had ever participated in
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First stable p+O: ~5:50 am First stable O+O: ~4:20 am First stable Ne+Ne: ~4:20 pm
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Day in 2025
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LHC Delivered:
ATLAS Recorded:

LHC Delivered:
ATLAS Recorded:

LHC Delivered:
ATLAS Recorded:

-112.77 nb
-112.48 nb

-18.71 nb
-18.63 nb

-11.06 nb
-11.05 nb

 Online LuminosityATLAS

p-O

O-O

Ne-Ne

7/25 calibration

12.48 nb-1 p+O data 
  8.63 nb-1 O+O data 
  1.05 nb-1 Ne+Ne data

• Excellent machine performance 
throughout the run 

• High detector availability and reliability 
• Grateful to the many colleagues who 

worked tirelessly, often overnight
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ATLAS trigger strategy
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Overview of ATLAS Results, B. Cole. IS2025

• Thanks to the LHC preparation and performance, the oxygen++ 
special run in July was exceptionally successful


• Using TRT trigger, had very 
good minimum-bias efficiency  
in O+O, Ne+Ne collisions

ATLAS DRAFT
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Figure 1: The ω𝐿FCal
T distribution in minimum-bias events for O+O collisions (left), Ne+Ne collisions (middle). The

rightmost plot contains a comparison to Xe+Xe collisions, where the ω𝐿FCal
T of the Xe+Xe and Ne+Ne systems are

scaled by the relative number of nucleons to oxygen. The Ne+Ne and Xe+Xe distributions in the right panel are
normalized to have the same integral as the O+O distribution above 30 GeV.

Jet production and particle decays generate strongly correlated collinear particles (ε𝑀,ε𝑁 < 1), as well as175

weaker but equally important back-to-back correlations at ε𝑁 → 𝑂 that are present even at large ε𝑀. These176

few-particle, non-global correlations are referred to as “non-flow”.177

This section describes two approaches for estimating flow harmonics: the two-particle correlations (2PC)178

method, including its improved template-fit implementation, and the multi-particle cumulant method. In179

the 2PC approach, a template fit is used to subtract non-flow contributions based on the lowest-multiplicity180

events, while the multi-particle cumulant method applies a subevent technique to suppress non-flow181

e!ects.182

3.1 Two-particle correlations and template fit183

The 2PC method has been used extensively for flow measurements at RHIC and the LHC [6, 14, 15, 44,184

60–64]. Correlations between pairs of charged particles are measured as a function of the pair’s relative185

separation in pseudorapidity, ε𝑀 = 𝑀
𝐿 ↑ 𝑀

𝑀, and azimuth, ε𝑁 = 𝑁
𝐿 ↑ 𝑁

𝑀. The labels 𝑃 and 𝑄 denote186

kinematic selections on the first and second particle, which are typically (but not necessarily) di!erent.187

In order to account for a number of systematic e!ects as well as detector acceptance, the correlation is188

constructed from the ratio of the “same event” pair-distributions 𝑅, in which 𝑃 and 𝑄 are taken from one189

event, to the “background” pair-distributions 𝑆, in which they are taken from two di!erent events [14]:190

𝑇 (ε𝑀,ε𝑁) = 𝑅(ε𝑀,ε𝑁)
𝑆(ε𝑀,ε𝑁) ,191

The same-event distribution contains both genuine physical correlations and nonphysical contributions from192

detector acceptance, ine"ciencies, nonuniformities, and event-averaged properties such as d𝑈ch/d𝑀. The193

mixed-event distribution includes only the latter e!ects, canceling in the ratio and serving as a reference194

to isolate the physical correlations present in the same-event sample [60]. To ensure this, the events195

sampled for the pairs in the 𝑆 distribution are required to have similar centrality (or multiplicity) and vertex196

position. When constructing 𝑅 and 𝑆, in order to account for the ine"ciency in track reconstruction and197

for misreconstructed tracks, pairs are corrected for fake-track contributions and by their reconstruction198

e"ciencies, using a per-pair weight (1 ↑ 𝑉 (𝑊a
T, 𝑀

a)) (1 ↑ 𝑉 (𝑊b
T, 𝑀

b))/(𝑋 (𝑊a
T, 𝑀

a)𝑋 (𝑊b
T, 𝑀

b)). Examples of199

the 𝑇 (ε𝑀,ε𝑁) are shown in Figure 2, which are normalized such that the integral of the 𝑆(ε𝑀,ε𝑁) is200

matched to that of 𝑅(ε𝑀,ε𝑁) for |ε𝑀 | > 2.201
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Figure 1: The ω𝐿FCal
T distribution in minimum-bias events for O+O collisions (left), Ne+Ne collisions (middle). The

rightmost plot contains a comparison to Xe+Xe collisions, where the ω𝐿FCal
T of the Xe+Xe and Ne+Ne systems are

scaled by the relative number of nucleons to oxygen. The Ne+Ne and Xe+Xe distributions in the right panel are
normalized to have the same integral as the O+O distribution above 30 GeV.

Jet production and particle decays generate strongly correlated collinear particles (ε𝑀,ε𝑁 < 1), as well as175

weaker but equally important back-to-back correlations at ε𝑁 → 𝑂 that are present even at large ε𝑀. These176

few-particle, non-global correlations are referred to as “non-flow”.177

This section describes two approaches for estimating flow harmonics: the two-particle correlations (2PC)178

method, including its improved template-fit implementation, and the multi-particle cumulant method. In179

the 2PC approach, a template fit is used to subtract non-flow contributions based on the lowest-multiplicity180

events, while the multi-particle cumulant method applies a subevent technique to suppress non-flow181

e!ects.182

3.1 Two-particle correlations and template fit183

The 2PC method has been used extensively for flow measurements at RHIC and the LHC [6, 14, 15, 44,184

60–64]. Correlations between pairs of charged particles are measured as a function of the pair’s relative185

separation in pseudorapidity, ε𝑀 = 𝑀
𝐿 ↑ 𝑀

𝑀, and azimuth, ε𝑁 = 𝑁
𝐿 ↑ 𝑁

𝑀. The labels 𝑃 and 𝑄 denote186

kinematic selections on the first and second particle, which are typically (but not necessarily) di!erent.187

In order to account for a number of systematic e!ects as well as detector acceptance, the correlation is188

constructed from the ratio of the “same event” pair-distributions 𝑅, in which 𝑃 and 𝑄 are taken from one189

event, to the “background” pair-distributions 𝑆, in which they are taken from two di!erent events [14]:190

𝑇 (ε𝑀,ε𝑁) = 𝑅(ε𝑀,ε𝑁)
𝑆(ε𝑀,ε𝑁) ,191

The same-event distribution contains both genuine physical correlations and nonphysical contributions from192

detector acceptance, ine"ciencies, nonuniformities, and event-averaged properties such as d𝑈ch/d𝑀. The193

mixed-event distribution includes only the latter e!ects, canceling in the ratio and serving as a reference194

to isolate the physical correlations present in the same-event sample [60]. To ensure this, the events195

sampled for the pairs in the 𝑆 distribution are required to have similar centrality (or multiplicity) and vertex196

position. When constructing 𝑅 and 𝑆, in order to account for the ine"ciency in track reconstruction and197

for misreconstructed tracks, pairs are corrected for fake-track contributions and by their reconstruction198

e"ciencies, using a per-pair weight (1 ↑ 𝑉 (𝑊a
T, 𝑀

a)) (1 ↑ 𝑉 (𝑊b
T, 𝑀

b))/(𝑋 (𝑊a
T, 𝑀

a)𝑋 (𝑊b
T, 𝑀

b)). Examples of199

the 𝑇 (ε𝑀,ε𝑁) are shown in Figure 2, which are normalized such that the integral of the 𝑆(ε𝑀,ε𝑁) is200

matched to that of 𝑅(ε𝑀,ε𝑁) for |ε𝑀 | > 2.201
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LHC p+O, O+O, Ne+Ne run
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=5.36 TeVNNsO+O 

Data 2025

Reference trigger:
HLT_mb_sptrk_L1RD0_FILLED

• Minimum-bias event triggering with TRT 
• Unbiased down to very low multiplicities 
• Significantly better performance than other ATLAS 

minimum-bias triggers (MBTS, ZDC, etc.)

TRT trigger efficiency
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O+O and Ne+Ne Centrality

6

• Centrality from Forward Calorimeter energy sum (0–80%) 
• Glauber analysis with improved light-ion geometry and fluctuations (Loizides, arXiv:2507.05853) 
• Event-by-event fluctuations play a larger role in light-ion collisions in most central collisions (long tails)

O+O Ne+Ne “A-scaled” light ion vs heavy ion
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Eur. Phys. J. C 78 (2018) 997Phys. Rev. C 108 (2023) 024906

Leading jet

Sub-leading jet

xJ =
psubleading

T

pleading
T

1 Introduction

A hot and dense state of nuclear matter in which the relevant degrees of freedom are strongly coupled
quarks and gluons is known as the quark–gluon plasma (QGP). This state can be created transiently in
collisions of heavy nuclei at high-energy colliders, such as the Relativistic Heavy Ion Collider (RHIC)
and the Large Hadron Collider (LHC) [1–11]. The QGP produced in heavy-ion collisions undergoes
collective expansion driven by strong pressure gradients, which convert initial-state spatial anisotropies
into momentum anisotropies of the final-state hadron distribution [1–3, 12]. This phenomenon, commonly
referred to as collective flow, is well described by nearly inviscid relativistic hydrodynamics and constitutes
a key signature of QGP formation (see Ref. [13] and references therein).

The anisotropy of particle distributions in heavy-ion collisions is quantitatively characterized by a Fourier
series in the azimuthal angle 𝐿 [14]:

𝑀𝑁

𝑀𝐿

→ 1 + 2
↑∑
𝐿=1

𝑂𝐿 cos (𝑃(𝐿 ↓ ω𝐿)) , (1)

where 𝑂𝐿 and ω𝐿 represent the magnitude and orientation of the 𝑃
th-order anisotropy, respectively. The

𝑂𝐿 are commonly referred to as “flow harmonics,” while the ω𝐿 are referred to as “event-plane angles.”
The 𝑂𝐿 depend on transverse momentum 𝑄T, pseudorapidity1 (𝑅), and event multiplicity, and fluctuate
event-by-event (EbE) [15–18]. These EbE fluctuations arise primarily from variations in the initial geometry
and energy density of the nuclear overlap region, which are driven by the fluctuating positions of nucleons
and by subnucleonic structure, collectively referred to as geometric fluctuations. Among these coe!cients,
elliptic flow (𝑂2) is the largest due to the lenticular geometry of the average overlap region. This is typically
followed by triangular flow (𝑂3), which typically has no contribution from the average geometry and is
therefore generated entirely by EbE geometric fluctuations. For higher orders (𝑃 ↔ 4), the flow harmonics
are influenced not only by the initial geometry but also by non-linear mode coupling from lower-order
harmonics, such as 𝑂4 from 𝑂

2
2 and 𝑂5 from 𝑂2𝑂3 [19]. These contributions make the higher-order harmonics

sensitive to both the geometry and the medium’s collective response. Extensive studies of 𝑂𝐿 and their EbE
fluctuations have provided important constraints on the initial-state geometry and on transport properties of
the QGP in nuclear collisions, such as the shear viscosity to entropy density ratio 𝑅/𝑆 (see Ref. [13] and
references therein).

The observation of collective flow was initially regarded as an exclusive signature of QGP formation in
collisions of heavy nuclei, such as Au+Au or Pb+Pb systems. However, experiments at the LHC and the
RHIC have revealed large 𝑂𝐿 signals in much smaller collision systems, including 𝑄𝑄 and 𝑄+Pb at the
LHC [20–23] and 𝑄/𝑀/3He+Au at the RHIC [24–27]. Remarkably, the observed 𝑂𝐿 hierarchy in these small
systems follows patterns consistent with expectations based on geometrical di"erences between their initial
conditions. Detailed theory studies suggest that the measured 𝑂𝐿 in small systems can be explained by the
collective expansion of the matter produced in the collision, driven by the shape and fluctuations of the
initial overlap region [28, 29]. Nevertheless, substantial uncertainties remain regarding the precise nature
and properties of the produced matter in small collision systems. These uncertainties arise primarily from
the incomplete understanding of the initial conditions in small systems, which are sensitive not only to the

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector
and the 𝑇-axis along the beam pipe. The 𝑈-axis points from the IP to the center of the LHC ring, and the 𝑉-axis points
upwards. Cylindrical coordinates (𝑊, 𝐿) are used in the transverse plane, 𝐿 being the azimuthal angle around the 𝑇-axis. The
pseudorapidity is defined in terms of the polar angle 𝑋 as 𝑅 = ↓ ln tan(𝑋/2).

2

Two key signatures of the QGP: azimuthal anisotropy and jet quenching

Heavy Ions: 
Pb+Pb, Xe+Xe

https://link.springer.com/content/pdf/10.1140/epjc/s10052-018-6468-7.pdf
https://link.aps.org/doi/10.1103/PhysRevC.108.024906
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Heavy Ions: 
Pb+Pb, Xe+Xe

Small system: 
p+Pb, p+p

9
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• p+Pb remains inconclusive 
for QGP formation, with no 
evidence of jet quenching 

• Light-ion collisions offer new 
opportunities to gain insight 

• Help explore the boundary 
conditions for QGP 
formation
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Figure 2. The deformed shape of 20Ne impacts the hydrodynamic flow of its collisions as compared to 16O16O collisions.
Here we show results for charged particle multiplicity dNch/dω (top left), mean transverse momentum →pT ↑ (top middle),
relative fluctuations of transverse momentum εpT /→pT ↑ (top right), elliptic flow v2{2, |!ω| > 1} (bottom left), triangular flow
v3{2, |!ω| > 1} (bottom middle) and the Pearson correlation coe”cient ϑ(v2{2}2, →pT ↑) (bottom right). In each panel, we
show the 16O16O and 20Ne20Ne results, as well as their ratio, using both PGCM and NLEFT as nuclear structure inputs. For
ϑ(v2{2}2, →pT ↑) a di#erence is taken instead of a ratio in the lower panel. We show statistical uncertainties (error bars), the
total systematic uncertainty (solid bands) as well as its components being Trajectum (hatched) and nuclear structure (dotted).

correlations of the N3LO Hamiltonian is therefore am-
biguous. We use two methods as a quantification of this
systematic uncertainty. One samples nucleons indepen-
dently (as in [75, 76]), whereas the second divides up
space into four or five regions (see Fig. 1) and samples
exactly two protons and two neutrons from each (see also
SM). Lastly, configurations are rejected if nucleons are
closer than dmin.

Hydrodynamic simulations. We perform event-by-
event hydrodynamic simulations of 20Ne20Ne and 16O16O
collisions by means of the Trajectum framework [43, 77–
79]. The calculations start with configurations of nucle-
ons in the colliding nuclei, taken from either the PGCM
or the NLEFT results.1 Each collision is then assigned to
an impact parameter, participant nucleons are selected,
and energy density is deposited in the transverse plane.
Following a brief pre-equilibrium phase, the system is
evolved as a relativistic viscous fluid. Hydrodynamic
cooling lasts until the local temperature reaches a critical
value (T → 154MeV), below which hadronization occurs.
Subsequent strong decays and rescattering of hadrons

1
For all profiles we provide 20k configurations as part of the sub-

mission.

are computed by the SMASH code [80–82], leading to
the particle distributions in the final state. These are
analyzed to construct multi-particle correlations follow-
ing the experimental protocols. We define the collision
centrality from the multiplicity of charged particles with
pT ↑ 0.4GeV and |ω| ↓ 2.4, with 0% centrality corre-
sponding to the limit of small impact parameters.

The parameters of the model are chosen probabilisti-
cally by sampling from the posterior distribution inferred
in a Bayesian analysis of 208Pb208Pb collisions, within
the same model [83]. We use twenty di!erent samples
from the parameter space to quantify the uncertainty on
the results coming from wide parameter variations. This
represents the largest part of the Trajectum systematic
uncertainty, which in addition also takes into account ef-
fects of finite grid spacing (as discussed in the SM).

Our results for pT -integrated observables that char-
acterize the collective flow of hadrons are displayed in
Fig. 2. Our first remark concerns the cancellation of un-
certainties we observe when a relative variation of observ-
ables, e.g. a ratio, is taken between 16O16O and 20Ne20Ne
collisions. The dominant uncertainty on the absolute
magnitude of the results (upper two plots in each panel)
is the systematic one. However, in the relative varia-
tions (lowest plots) the contribution from the systematic
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medium-mass nuclei [50–55] and first applications to
208Pb were even recently reported [55, 56]. In this work,
we employ results for the structure of 16O and 20Ne de-
rived within the the framework of Nuclear Lattice E!ec-
tive Field Theory (NLEFT) simulations and the ab initio
Projected Generator Coordinate Method (PGCM).

The NLEFT framework [57–59] combines the princi-
ples of e!ective field theory with lattice Monte Carlo
methods, and is well suited to probe clustering and other
collective phenomena in the ground states of nuclei [60].
NLEFT simulations implement a Euclidean time evolu-
tion coupled with auxiliary-field Monte Carlo simulations
to produce ground-state configurations of nucleons for
each realization of the nuclear wave function. The pin-
hole algorithm [60] enables one to keep track of the posi-
tions of the nucleons during the Euclidean time evolution
while preserving the information about their center-of-
mass. The produced nuclear configurations carry, thus,
many-body correlations to all orders as dictated by the
ground state of the Hamiltonian. We employ a mini-
mal pion-less EFT Hamiltonian with a periodic lattice of
eight sites with spacing a = 1.315 fm [61], which success-
fully reproduces measured binding energies and charge
radii for the isotopes under study. For 16O, the pinhole
configurations are taken from Ref. [62], while a new set
is calculated for 20Ne. Due to the larger mass number,
these configurations contain a larger fraction of nuclei
with a non-unique center-of-mass due to the periodic-
ity, as well as a higher number of negative-weight states
[58, 60] than the 16O ones. These issues are addressed in
the evaluation of our uncertainties for the subsequent hy-
drodynamic study (see the Supplemental Material (SM)).
Lastly, we distribute nucleons at each lattice site uni-
formly between →a/2 and a/2 while maintaining a mini-
mum inter-nucleon distance, dmin, to mimic the e!ect of
short-range repulsion.

The ab initio PGCM formalism [63–68] is also adapted
to describe collective correlations, e.g. quadrupolar and
octupolar deformations that appear in doubly-open-shell
systems such as 20Ne. In particular, it was shown in
Ref. [67] that this method captures experimental data
on the ground-state rotational band and the charge den-
sity of this nucleus, employing a recent N3LO chiral EFT
Hamiltonian [69] which we also use here. We first perform
PGCM calculations exploring simultaneously the triax-
ial quadrupole (ωv

20
,ω

v
22
) and octupole (ωv

30
,ω

v
32
) degrees

of freedom to determine average intrinsic deformations
for the correlated ground states of 16O and 20Ne. The
resulting shape parameters align with the results of em-
pirical frameworks such as the energy density functional
approach [70–72] or the antisymmetrized molecular dy-
namics approach [73]. Then, we compute an intrinsic
Hartree-Fock-Bogoliubov state constrained at those av-
erage deformations, and we evaluate the particle-number
projected one-body density of the resulting system. To
quantify the systematic uncertainty on the procedure, the

Figure 1. Point-nucleon densities of 16O and 20Ne obtained
from particle-number-projected Hartree-Fock-Bogoliubov
states with deformations constrained to the predictions of
the ab initio PGCM framework. The background plots show
slices of the densities through the origin. The black dots and
lines show the centers and boundaries of the regions used in
the clustered sampling method (see text and SM for details).

average deformations of the ground states are computed
from pure mean-field states as well as from particle-
number-projected states (more details in the SM). The
results in the latter case are shown in Fig. 1. We note de-
formed geometries with well-separated clusters. In 16O
they form an irregular tetrahedron with two short and
two long edges of 2.30 and 2.55 fm respectively (see [74]
for recent work employing a regular tetrahedron). For
20Ne we observe a characteristic bowling-pin-like 16O+ε.

For the hydrodynamic simulations, the densities in
Fig. 1 are randomly oriented and used to sample either
16 or 20 coordinates of nucleons for each realization of
the nucleus. Unlike the NLEFT simulations, PGCM does
not provide us with correlated samplings of nucleon po-
sitions. Sampling nucleons capturing the ground-state
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medium-mass nuclei [50–55] and first applications to
208Pb were even recently reported [55, 56]. In this work,
we employ results for the structure of 16O and 20Ne de-
rived within the the framework of Nuclear Lattice E!ec-
tive Field Theory (NLEFT) simulations and the ab initio
Projected Generator Coordinate Method (PGCM).

The NLEFT framework [57–59] combines the princi-
ples of e!ective field theory with lattice Monte Carlo
methods, and is well suited to probe clustering and other
collective phenomena in the ground states of nuclei [60].
NLEFT simulations implement a Euclidean time evolu-
tion coupled with auxiliary-field Monte Carlo simulations
to produce ground-state configurations of nucleons for
each realization of the nuclear wave function. The pin-
hole algorithm [60] enables one to keep track of the posi-
tions of the nucleons during the Euclidean time evolution
while preserving the information about their center-of-
mass. The produced nuclear configurations carry, thus,
many-body correlations to all orders as dictated by the
ground state of the Hamiltonian. We employ a mini-
mal pion-less EFT Hamiltonian with a periodic lattice of
eight sites with spacing a = 1.315 fm [61], which success-
fully reproduces measured binding energies and charge
radii for the isotopes under study. For 16O, the pinhole
configurations are taken from Ref. [62], while a new set
is calculated for 20Ne. Due to the larger mass number,
these configurations contain a larger fraction of nuclei
with a non-unique center-of-mass due to the periodic-
ity, as well as a higher number of negative-weight states
[58, 60] than the 16O ones. These issues are addressed in
the evaluation of our uncertainties for the subsequent hy-
drodynamic study (see the Supplemental Material (SM)).
Lastly, we distribute nucleons at each lattice site uni-
formly between →a/2 and a/2 while maintaining a mini-
mum inter-nucleon distance, dmin, to mimic the e!ect of
short-range repulsion.

The ab initio PGCM formalism [63–68] is also adapted
to describe collective correlations, e.g. quadrupolar and
octupolar deformations that appear in doubly-open-shell
systems such as 20Ne. In particular, it was shown in
Ref. [67] that this method captures experimental data
on the ground-state rotational band and the charge den-
sity of this nucleus, employing a recent N3LO chiral EFT
Hamiltonian [69] which we also use here. We first perform
PGCM calculations exploring simultaneously the triax-
ial quadrupole (ωv

20
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v
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) and octupole (ωv
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) degrees

of freedom to determine average intrinsic deformations
for the correlated ground states of 16O and 20Ne. The
resulting shape parameters align with the results of em-
pirical frameworks such as the energy density functional
approach [70–72] or the antisymmetrized molecular dy-
namics approach [73]. Then, we compute an intrinsic
Hartree-Fock-Bogoliubov state constrained at those av-
erage deformations, and we evaluate the particle-number
projected one-body density of the resulting system. To
quantify the systematic uncertainty on the procedure, the

Figure 1. Point-nucleon densities of 16O and 20Ne obtained
from particle-number-projected Hartree-Fock-Bogoliubov
states with deformations constrained to the predictions of
the ab initio PGCM framework. The background plots show
slices of the densities through the origin. The black dots and
lines show the centers and boundaries of the regions used in
the clustered sampling method (see text and SM for details).

average deformations of the ground states are computed
from pure mean-field states as well as from particle-
number-projected states (more details in the SM). The
results in the latter case are shown in Fig. 1. We note de-
formed geometries with well-separated clusters. In 16O
they form an irregular tetrahedron with two short and
two long edges of 2.30 and 2.55 fm respectively (see [74]
for recent work employing a regular tetrahedron). For
20Ne we observe a characteristic bowling-pin-like 16O+ε.

For the hydrodynamic simulations, the densities in
Fig. 1 are randomly oriented and used to sample either
16 or 20 coordinates of nucleons for each realization of
the nucleus. Unlike the NLEFT simulations, PGCM does
not provide us with correlated samplings of nucleon po-
sitions. Sampling nucleons capturing the ground-state

Structure Geometry 
(Transverse) Exp. Observable

Most-central events are sensitive to non-
spherical structure (bowling-pin shape of 20Ne)

• Assuming QGP formed, most central events can 
be used to probe deformed nuclear structure
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Figure 3: Two-particle ω𝐿 → ω𝑀 correlations in O+O collisions for the (a) 0–5%, (b) 20–30%, and (c) 50–60%
centrality intervals. The plots are for 0.5 < 𝑁

𝐿,𝑀

T < 5 GeV. The distributions are truncated along the 𝑂-axis, to
suppress the peak at ω𝐿 = ω𝑀 = 0, and are plotted over |ω𝐿 | < 4.5 to avoid statistical fluctuations at larger |ω𝐿 |.

One-dimensional correlation functions, 𝑃 (ω𝑀), are obtained by integrating the 𝑄 and 𝑅 distributions over
the range 2 < |ω𝐿 | < 5:

𝑃 (ω𝑀) =
∫ 5
2 𝑄( |ω𝐿 |,ω𝑀) 𝑆 |ω𝐿 |∫ 5
2 𝑅( |ω𝐿 |,ω𝑀) 𝑆 |ω𝐿 |

↑ 𝑄(ω𝑀)
𝑅(ω𝑀) ,

where the |ω𝐿 | > 2 requirement is imposed to suppress non-flow correlations arising from the peak at
ω𝐿 = ω𝑀 = 0 seen in Figure 3 [21, 22, 62]. The 𝑃 (ω𝑀) are normalized to have an average value of unity.
Similar to the single-particle distribution (Eq. 1), the 𝑃 (ω𝑀) is parametrized with a Fourier series [15]:

𝑃 (ω𝑀) = 𝑃0

(
1 + 2ε↓

𝑁=1𝑇𝑁,𝑁 (𝑁𝐿T, 𝑁𝑀T) cos(𝑈ω𝑀)
)
. (3)

To suppress residual non-flow contributions that persist over |ω𝐿 | > 2, primarily on the away side (ω𝑀 ↔ 𝑉),
a commonly used template-fit procedure is employed [22, 24, 64, 71]. In this method, the shape of the
non-flow component is estimated from low-multiplicity (peripheral) events and assumed to be unchanged in
higher-multiplicity (more central) events. For this analysis, the peripheral reference correlation,𝑃periph(ω𝑀),
is constructed from events of the same collision species (O+O or Ne+Ne) with centrality greater than
80%. The measured correlation 𝑃 (ω𝑀) is then parameterized as the sum of this non-flow reference and an
azimuthally modulated pedestal, 𝑃ridge(ω𝑀), that encodes the collective anisotropy:

𝑃 (ω𝑀) = 𝑊𝑃
periph(ω𝑀) + 𝑃

ridge(ω𝑀), (4)

with

𝑃
ridge(ω𝑀) ↑ 𝑋

[
1 + 2

5∑
𝑁=2

𝑇𝑁,𝑁 (𝑁𝐿T, 𝑁𝑀T) cos(𝑈ω𝑀)
]
. (5)

The parameters 𝑊, 𝑋, and the 𝑇𝑁,𝑁 are determined by the template fit, with 𝑊 and 𝑋 constrained such that
the integrals of both sides of Eq. 4 are equal. Fourier terms up to fifth order (𝑇2,2-𝑇5,5) are included in the
fit.
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Figure 4: Template fits to correlation functions measured in O+O collisions for the (left) 0–5%, (center) 20–30%, and
(right) 50–60% centrality intervals. The plots are for 0.5 < 𝐿

𝐿,𝑀

T < 5 GeV. The solid points indicate the measured
𝑀 (ω𝑁), and the continuous red line indicates the template fit, 𝑀 templ (ω𝑁). The open points and dashed curves
indicate the di!erent components of the template-fit, which are shifted along the 𝑂-axis by 𝑃 or by 𝑄𝑀

periph (0),
where necessary, for presentation.

Figure 4 shows examples of template fits for O+O collisions, where the template fit is denoted as𝑀 templ(ω𝑁).
In the measured correlations, the away-side peak is the largest in the 50–60% centrality interval and
decreases systematically in the 20–30% and 0–5% intervals. A significant fraction of the away-side
correlation is described by the scaled peripheral reference (𝑄𝑀periph(ω𝑁) term in Eq. 4). The relative
contribution of this term decreases monotonically toward mid-central and central events, indicating that
non-flow correlations are most important in peripheral collisions. The 𝑀

ridge(ω𝑁) component of the
template fit is double-peaked in all intervals, reflecting the dominant contribution from the 𝑅2,2 term in
Eq. 5.

If the pair distribution is entirely determined by a global single-particle distribution, like in Eq. 1, the Fourier
coe"cients of the 𝑀 (ω𝑁) (or 𝑀ridge(ω𝑁)) factorize into the product of single-particle anisotropies [61] as
𝑅𝑁,𝑁 (𝐿𝐿T, 𝐿𝑀T) = 𝑅𝑁 (𝐿𝐿T)𝑅𝑁 (𝐿𝑀T) and thus:

𝑅𝑁 (𝐿𝑀T) =
𝑅𝑁,𝑁 (𝐿𝐿T, 𝐿𝑀T)

𝑅𝑁 (𝐿𝐿T)
=

𝑅𝑁,𝑁 (𝐿𝐿T, 𝐿𝑀T)√
𝑅𝑁,𝑁 (𝐿𝐿T, 𝐿𝐿T)

, (6)

For all the 2PC results in this analysis, the 𝑅𝑁(𝐿𝑀T) are evaluated using Eq. 6 with 0.5 < 𝐿
𝐿

T < 5 GeV. The
upper limit on 𝐿

𝐿

T is chosen to suppress non-flow, which increases at high 𝐿T. The template-fit method
provides a more reliable treatment of non-flow e!ects and is therefore regarded as the primary measurement
method. Results obtained with the 2PC method are also included in this paper to illustrate the impact of
non-flow removal achieved by the template-fit procedure.

4.2 Four-particle cumulants

Multi-particle cumulants extract higher-order azimuthal correlations, providing information about EbE flow
fluctuations. The cumulant measurements have the advantage of suppressing correlations from jets and
d#ets, instead of relying on an explicit procedure to correct 𝑅𝑁 as discussed in Section 4.1. The cumulant of
order 2𝑆 , where 𝑆 is an integer, involves correlations between 2𝑆 particles and suppresses all correlations

9

involving less than 2𝐿 particles, including non-flow correlations [72]. The framework for the cumulant
measurements is described in Refs. [73–75], but a concise description is provided here for completeness.

As mentioned before, the cumulant method involves the calculation of 2𝐿-particle azimuthal correlations
→{2𝐿}𝐿↑, and 2𝐿-particle cumulants, 𝑀𝐿{2𝐿}, for the 𝑁th-order flow harmonics, where 𝐿 equals either one or
two in this paper. The two- or four-particle azimuthal correlations in one event are evaluated as [73–75]:

→{2}𝐿↑ =
〈
𝑂
𝑀𝐿(𝑁1↓𝑁2 )

〉
(7)

→{4}𝐿↑ =
〈
𝑂
𝑀𝐿(𝑁1+𝑁2↓𝑁3↓𝑁4 )

〉
(8)

where “→·↑” denotes a single-event average over all pairs or quadruplets of distinct particles, respectively.
The averages from Eqs. 7 and 8 are expanded into products of per-particle normalized flow vectors [76]:

→𝑃𝐿↑ =
〈
𝑂
𝑀𝐿(𝑁)

〉
, (9)

which provides an e!cient calculation of multi-particle correlations. The exact details of this procedure
follow Ref. [46]. These flow vectors are constructed with per-particle weights that correct for detector
non-uniformities, tracking ine!ciency, and contributions from fake tracks, similar to Eq. 2 but with
additional 𝑄-dependent corrections applied.

In the “standard” cumulant method described so far, all 2𝐿-particle multiplets involved in the calculations
of →{2𝐿}𝐿↑ are selected using the entire detector acceptance. To further suppress the non-flow correlations,
which typically involve particles emitted within a localized region in 𝑅, the particles can be grouped into
several “subevents,” each covering a non-overlapping 𝑅 interval [75]. The multi-particle correlations are
then constructed by correlating particles between di"erent subevents (two and three in this case), further
reducing non-flow correlations. For two-subevent correlations, particles 1 and 2 in Eq. 7 are selected from
di"erent regions of 𝑅. Similarly, in Eq. 8, the pair of particles 1 and 2 are selected from one region of 𝑅,
and the pair of particles 3 and 4 from another. For the three-subevent correlations, permutations of di"erent
choices are made and combined (see Ref. [46] for details). For the results presented here, the subevents
used for the two-subevent method cover ↓2.5 < 𝑅 < 0 and 0 < 𝑅 < 2.5, and those for the three-subevent
method cover ↓2.5 < 𝑅 < ↓2.5/3, ↓2.5/3 < 𝑅 < 2.5/3 and 2.5/3 < 𝑅 < 2.5.

The two- and four-particle cumulants are then obtained from the azimuthal correlations as:

𝑀𝐿{2} = →→{2}𝐿↑↑, (10)
𝑀𝐿{4} = →→{4}𝐿↑↑ ↓ 2→→{2}𝐿↑↑2

, (11)

where “→→·↑↑” represents the average of →{2𝐿}𝐿↑ over an event ensemble. In the absence of non-flow
correlations, 𝑀𝐿{2𝐿} reflects the moments of the distribution of the flow coe!cient 𝑆𝐿:

𝑀𝐿{2} = →𝑆2
𝐿
↑, (12)

𝑀𝐿{4} = →𝑆4
𝐿
↑ ↓ 2→𝑆2

𝐿
↑2
.

The 𝑆𝐿 measured by the 2-particle cumulants is defined as 𝑆𝐿{2} =
√
𝑀𝐿{2}. In the absence on non-flow

e"ects, the 𝑆𝐿 measured by the 2-particle cumulant is identical to that measured using the 2PC method.
However, non-flow contributions lead to di"erences between the two. Henceforth, the 𝑆𝐿 measured with
the 2PC and template-fit, methods are denoted as 𝑆2PC

𝐿
{2} and 𝑆

sub
𝐿

{2}, respectively. When making general
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statements without reference to a specific method, 𝐿𝐿 obtained from any two-particle correlation technique
is denoted simply as 𝐿𝐿{2}.

Under the Gaussian model of eccentricity fluctuations [76], the 2- and 4-particle cumulants can be expressed
in terms of an average geometry-driven component 𝑀𝐿 and a fluctuation component ω𝐿 as:

𝑁𝐿{4} = →𝑀4
𝐿
, 𝑁𝐿{2} ↑ ↓𝐿2

𝐿
↔ = 𝑀

2
𝐿
+ ω2

𝐿
. (13)

This implies 𝑁𝐿{4} < 0, and a positive 𝑁𝐿{4} signals onset of non-Gaussian flow fluctuations, or significant
non-flow contamination. If the sign constraints are obeyed, the corresponding four-particle flow coe!cient
is then defined as:

𝐿𝐿{4} = 4
√
→𝑁𝐿{4}, (14)

and measures the contribution to the flow from the average-geometry component only.

A comparison of the results of the standard and the two- and three-subevent cumulants in the O+O and
Ne+Ne collisions shows that the two- and three-subevent results are consistent. This demonstrates that
both subevent methods e"ectively suppress non-flow in the measured phase space region. For this reason,
the 𝐿𝐿{4} results presented in this paper uses the two-subevent method.

5 Systematic uncertainties

The systematic uncertainties of the measured 𝐿𝐿 using the 2PC, template-fit, and multi-particle cumulant
methods are described in this section. The following sources of systematic uncertainty are considered:

1. MC closure: The MC closure test compares 𝐿gen
𝐿

, obtained from MC generated particles, with 𝐿
reco
𝐿

,
obtained by applying the full analysis procedure to reconstructed tracks in the MC simulation, as done
in data. The di"erence between the two is within 1% across the 𝑂T and multiplicity ranges considered
in this analysis and is conservatively assigned as a systematic uncertainty. This uncertainty accounts
for residual reconstruction e"ects not corrected in the data analysis.

2. Track selection: The track selection criteria control the relative contributions of genuine charged
particles and fake tracks entering the analysis. The stability of the results with respect to the track
selections is evaluated by varying the requirements applied to reconstructed tracks and including the
resulting variation in 𝐿𝐿 as a systematic uncertainty. The results obtained with the nominal selections
are compared with those using the tighter criteria described in Section 2. The di"erences depend on
the harmonic order and are between 0.5–1.5%.

3. Tracking e!ciency: The uncertainty in the reconstruction e!ciency and fake-rate due to ID material
modeling in the G!"#$4 simulation is accounted for by evaluating the e!ciency and fake-rates in
alternate MC samples. In each sample, a single modification is applied to the ATLAS ID geometry:
the passive material of the ID is increased by 5%, or the passive material of the IBL by 10%, or the
passive material in the services region by 25%. These variations capture the full range of data–MC
di"erences observed in dedicated studies of the ID material [77]. The variation in the results when
using these alternative models is taken as a systematic uncertainty. This uncertainty is less than
0.25%.
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Figure 1: The ω𝐿FCal
T distribution in minimum-bias events for O+O collisions (left), Ne+Ne collisions (middle). The

rightmost plot contains a comparison to Xe+Xe collisions, where the ω𝐿FCal
T of the Xe+Xe and Ne+Ne systems are

scaled by the relative number of nucleons to oxygen. The Ne+Ne and Xe+Xe distributions in the right panel are
normalized to have the same integral as the O+O distribution above 30 GeV.

Jet production and particle decays generate strongly correlated collinear particles (ε𝑀,ε𝑁 < 1), as well as175

weaker but equally important back-to-back correlations at ε𝑁 → 𝑂 that are present even at large ε𝑀. These176

few-particle, non-global correlations are referred to as “non-flow”.177

This section describes two approaches for estimating flow harmonics: the two-particle correlations (2PC)178

method, including its improved template-fit implementation, and the multi-particle cumulant method. In179

the 2PC approach, a template fit is used to subtract non-flow contributions based on the lowest-multiplicity180

events, while the multi-particle cumulant method applies a subevent technique to suppress non-flow181

e!ects.182

3.1 Two-particle correlations and template fit183

The 2PC method has been used extensively for flow measurements at RHIC and the LHC [6, 14, 15, 44,184

60–64]. Correlations between pairs of charged particles are measured as a function of the pair’s relative185

separation in pseudorapidity, ε𝑀 = 𝑀
𝐿 ↑ 𝑀

𝑀, and azimuth, ε𝑁 = 𝑁
𝐿 ↑ 𝑁

𝑀. The labels 𝑃 and 𝑄 denote186

kinematic selections on the first and second particle, which are typically (but not necessarily) di!erent.187

In order to account for a number of systematic e!ects as well as detector acceptance, the correlation is188

constructed from the ratio of the “same event” pair-distributions 𝑅, in which 𝑃 and 𝑄 are taken from one189

event, to the “background” pair-distributions 𝑆, in which they are taken from two di!erent events [14]:190

𝑇 (ε𝑀,ε𝑁) = 𝑅(ε𝑀,ε𝑁)
𝑆(ε𝑀,ε𝑁) ,191

The same-event distribution contains both genuine physical correlations and nonphysical contributions from192

detector acceptance, ine"ciencies, nonuniformities, and event-averaged properties such as d𝑈ch/d𝑀. The193

mixed-event distribution includes only the latter e!ects, canceling in the ratio and serving as a reference194

to isolate the physical correlations present in the same-event sample [60]. To ensure this, the events195

sampled for the pairs in the 𝑆 distribution are required to have similar centrality (or multiplicity) and vertex196

position. When constructing 𝑅 and 𝑆, in order to account for the ine"ciency in track reconstruction and197

for misreconstructed tracks, pairs are corrected for fake-track contributions and by their reconstruction198

e"ciencies, using a per-pair weight (1 ↑ 𝑉 (𝑊a
T, 𝑀

a)) (1 ↑ 𝑉 (𝑊b
T, 𝑀

b))/(𝑋 (𝑊a
T, 𝑀

a)𝑋 (𝑊b
T, 𝑀

b)). Examples of199

the 𝑇 (ε𝑀,ε𝑁) are shown in Figure 2, which are normalized such that the integral of the 𝑆(ε𝑀,ε𝑁) is200

matched to that of 𝑅(ε𝑀,ε𝑁) for |ε𝑀 | > 2.201
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Figure 3: Template fits to correlation functions measured in O+O collisions. Each panel corresponds to a di!erent
centrality range. The plots are for 0.5 < 𝐿

a,b
T < 5 GeV.

considered in the fit, in order to best describe the data. Figure 3 shows some example of template fits for223

O+O collisions.224

If the pair distribution is a consequence of a global single-particle distribution, like in Eq. (1), the225

Fourier coe"cients of the 𝑀 (ω𝑁) factorize into the product of single-particle anisotropies as [60]226

𝑂𝐿,𝐿 (𝐿a
T, 𝐿

b
T) = 𝑂𝐿 (𝐿a

T)𝑂𝐿 (𝐿b
T) and thus:227

𝑂𝐿 (𝐿b
T) =

𝑂𝐿,𝐿 (𝐿a
T, 𝐿

b
T)

𝑂𝐿 (𝐿a
T)

=
𝑂𝐿,𝐿 (𝐿a

T, 𝐿
b
T)√

𝑂𝐿,𝐿 (𝐿a
T, 𝐿

a
T)
, (4)228

For all the 2PC results in this analysis, the 𝑂𝐿(𝐿b
T) are evaluated using Eq. (4) with 0.5 < 𝐿

a
T < 5 GeV. The229

upper limit on 𝐿
a
T is chosen to suppress non-flow which increases at high-𝐿T.230

3.2 Four-particle cumulants231

Multi-particle cumulants extract higher-order azimuthal correlations, providing information about EbE232

flow fluctuations. The cumulant measurements have the advantage of suppressing correlations from jets233

and d#ets, instead of relying on an explicit procedure to correct 𝑂𝐿 as discussed in Section 3.1. In general,234

the cumulant of order 2𝑃 , where 𝑃 is an integer, involves correlations between 2𝑃 particles and suppresses235

all correlations involving less than 2𝑃 particles, including non-flow correlations [66]. The framework for236

the cumulant measurements is described in Refs. [67–69], but a concise description is provided here for237

completeness. This paper presents four-particle cumulant measurements using both the standard method,238

as well as two and three subevent methods, described below.239

As mentioned before, the cumulant methods involve the calculation of 2𝑃-particle azimuthal correlations240

→{2𝑃}𝐿↑, and 2𝑃-particle cumulants, 𝑄𝐿{2𝑃}, for the 𝑅
th-order flow harmonics, where 𝑃 equals either one241

or two for the purposes of this paper. The two- or four-particle azimuthal correlations in one event are242

evaluated as [67–69]:243

→{2}𝐿↑ =
〈
𝑆
𝑀𝐿(𝑁1↓𝑁2 )

〉
(5)

244

→{4}𝐿↑ =
〈
𝑆
𝑀𝐿(𝑁1+𝑁2↓𝑁3↓𝑁4 )

〉
(6)
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Figure 2: Two-particle ω𝐿 → ω𝑀 correlations for O+O collisions with charge particles of 𝑁a,b
T ↑ (0.5, 5) GeV. Each

panel corresponds to a di!erent centrality interval. The distributions have been truncated to suppress the peak at
ω𝐿 = ω𝑀 = 0, and are plotted over |ω𝐿 | < 4.5 to avoid statistical fluctuations at larger |ω𝐿 |.

One dimensional correlation functions 𝑂 (ω𝑀) are constructed by integrating the 𝑃 and 𝑄 distributions over202

2 < |ω𝐿 | < 5:203

𝑂 (ω𝑀) =
∫ 5
2 𝑅 |ω𝐿 | 𝑃( |ω𝐿 |,ω𝑀)∫ 5
2 𝑅 |ω𝐿 | 𝑄( |ω𝐿 |,ω𝑀)

↓ 𝑃(ω𝑀)
𝑄(ω𝑀) ,204

where the choice of |ω𝐿 | > 2 requirement is imposed to suppress non-flow. The 2PC 𝑂 (ω𝑀) is normalized205

to have an average value of unity.206

In a similar fashion to the single-particle distribution (Eq. (1)), the 2PC 𝑂 (ω𝑀) is then parametrized with a207

Fourier series [14]:208

𝑂 (ω𝑀) = 𝑂0

(
1 + 2ε↔

𝐿=1𝑆𝐿,𝐿 (𝑁a
T, 𝑁

b
T) cos(𝑇ω𝑀)

)
. (2)209

To remove contributions to the correlation function from non-flow e!ects that persist over |ω𝐿 | > 2,210

primarily on the away side, i.e. ω𝑀 ↗ 𝑈, a commonly-used template fit procedure is employed [22, 44,211

64, 65]. In this procedure, the shape of the non-flow contribution is estimated from low multiplicity (or212

peripheral) events and is assumed to be the same in the 𝑂 (ω𝑀) measured in higher multiplicity (or more213

central) events. In this measurement, the peripheral reference correlation is constructed from peripheral214

events of the same collision species (either O+O or Ne+Ne) with centralities more peripheral than 80%. The215

correlation in 𝑂 (ω𝑀) is parameterized as the sum of an azimuthally modulated pedestal (which expresses216

the azimuthal anisotropy) and a non-flow component, as follows:217

𝑂 (ω𝑀) = 𝑉𝑂
periph(ω𝑀) + 𝑊

{
1 + 2

5∑
𝐿=2

𝑆𝐿,𝐿 (𝑁a
T, 𝑁

b
T) cos(𝑇ω𝑀)

}
218

= 𝑉𝑂
periph(ω𝑀) + 𝑋 ridge(ω𝑀). (3)219

Above, 𝑂periph(ω𝑀) is the equivalent of 𝑂 (ω𝑀) but in the reference events used to construct the template.220

The values of 𝑉 and 𝑊, and the 𝑆𝐿,𝐿 are free parameters in the fit, but 𝑉 and 𝑊 are constrained such221

that the integrals of both sides of Eq. (3) are the same. Fourier terms, up to fifth order (𝑆2,2-𝑆5,5), are222

12th August 2025 – 15:27 7

Remaining non-flow from 
inter-jet correlation
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Impact of non-flow subtraction
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•  is chosen as the central results 
• When integrated over wide pT range (0.5 ~ 5 GeV), 

the impact of non-flow is small

vsub
n {2}

v2{2}

v3{2}

v4{2}

pT dependence Centrality dependence
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Non-flow in 4 particle cumulant — subevent method
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• Additional event division further reduce non-flow, but with only 
small impact for pT-integrated results  

• Two subevent results are taken as nominal  
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Non-flow at high pT
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IPGlasma+Hydro+PGCM: (Heikki Mantysaari et al, PRL135 (2025) 022302) 
• “Theory-1” vs “Theory-2” correspond to how much anisotropy from the glasma stage is retained 

in the hydro initialization 
• ATLAS data provide input to further improve models

Other aux figures of the paper can be found at https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/HION-2025-02/ 

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/HION-2025-02/
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Measured vn vs. model
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• Flow signals in O+O and Ne+Ne resemble those seen in heavy-ion collisions 
• Characteristic ordering observed:  v2 > v3 > v4 
• Comparison with Hydro+IPGlasma+PGCM models clearly indicates a collective (hydrodynamical) response

Heikki Mantysaari et al, PRL135 (2025) 022302

O+O Ne+Ne
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Comparison of different ion collisions
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• Flow in Ne+Ne consistently larger than 
in O+O 

• Light ions vs. heavy ions in centralities: 
• Light ion v2 is much flatter 
• Light ion v3 decreases from central to 

peripheral 
• Stronger fluctuation contributions in 

light ions 

• Light ions vs. heavy ions in multiplicities: 
• O+O v2 converges with p+Pb 
• Light ion v3 align with heavy ion
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Ne+Ne/O+O vs. model calculations

18

Compare to PGCM + hydro + different hydro initial conditions: 
• Trento: provides a better description of centrality dependence in central events 
• IPGlasma: fails to reproduce the observed central-event trend

Giacolone et al, PRL 135 (2025) 012302 
Mantysaari et al, PRL 135 (2025) 022302
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Comparison of different experiments
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• Overall good consistency across experiments 
• Small difference between experiments could 

arise from different selections

ATLAS: arXiv:2509.05171 
ALICE: arXiv:2509.06428 
CMS: PAS HIN-25-009
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Dijet momentum balance in O+O collisions
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Leading jet

Subleading jet
xJ =

psubleading
T

pleading
T

• Leading jet: 63 < pT < 251 GeV 
• Sub-leading jet: pT > 20 GeV 
• Jet rapidities: |y| < 2.1 
• dijet alignment:  

• Unfolded in  to remove detector effects

|Δϕ | > 7π/8
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Jet reconstruction in O+O
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response [50, 51]. An additional correction is applied to account for di!erences between data and MC,
derived from in-situ studies of jets recoiling against photons, 𝐿 bosons, and jets in other regions of the
calorimeter (𝑀–intercalibration) [52]. The absolute response is based on the Run 2 𝑁–jet and 𝐿–jet studies,
with an additional uncertainty assigned to account for their use in Run 3, as discussed later in this note.
A cross-calibration relates the jet energy scale (JES) determined from these in-situ studies at 13 TeV to
that of jets reconstructed in the 5.02 TeV data. Finally, the 𝑀–intercalibration, obtained from jets recoiling
against other jets, is derived directly from the Run 3 dataset.

The performance of the jet reconstruction is characterized by the jet energy scale (JES) and jet energy
resolution (JER), which correspond to the mean and variance, respectively, of the 𝑂

reco
T / 𝑂truth

T distribution,
where 𝑂

reco
T is the reconstructed jet 𝑂T and 𝑂

truth
T is the 𝑂T of the matched “truth-level” jet. Truth-level jets

are defined in the MC samples, before detector simulation, by applying the anti-𝑃𝐿 algorithm with 𝑄 = 0.4
to stable particles with a proper lifetime greater than 30 ps, but excluding muons and neutrinos, which do
not leave significant energy deposits in the calorimeter. After the detector simulation, the truth jets are
matched to the nearest reconstructed jet within ω𝑄 < 0.3. Figure 2 shows the JES and JER for both 𝑂𝑂

and O+O collisions as a function of centrality in the rapidity range used in this measurement. The residual
non-closure in the JES is accounted for by the unfolding procedure discussed later. In O+O collisions, the
JER worsens with centrality, due to increasing fluctuations in the UE. The UE fluctuations in H!"!#$ were
evaluated following the method in Ref. [53] and found to be similar to those in data. The small residual
di!erence between simulation and data is treated as a systematic uncertainty, which is discussed in detail
later in this note.
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Figure 2: The JER (top panels), JES (bottom panels), for 𝑂𝑂 (left) and O+O (right) collisions, shown as a function of
𝑂

truth
T . The results are obtained using P%&’!(8 and P%&’!(8+H!"!#$ overlay MC samples, respectively. O+O results

are reported in the di!erent centrality selections used in this analysis.

5 Analysis

5.1 Analysis procedure

The analysis and dijet selection used here closely follow a similar analysis performed in Pb+Pb collisions [29].
In each data event, the reconstructed leading dijet is constructed from the two highest-𝑂reco

T jets in the event

6

Pb+Pb O+O

Central Pb+Pb at 40 GeV: 0.45 
   Central O+O at 40 GeV: 0.16 

pp at 40 GeV: 0.15 

• Jet energy resolution (JER) dominated 
by underlying-event (UE) energy density 

• Much smaller UE in O+O enabled jet 
measurements down to 20 GeV

Phys. Rev. C 107 (2023) 054908
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Adding 0-10% O+O distributions
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• pp and peripheral O+O (60–80%) show similar distributions 
• Central O+O (0–10%) events exhibit clear differences compared to pp and peripheral O+O

Lowest leading pT Intermediate leading pT Highest leading pT
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Adding 0-10% O+O distributions
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• Ratios make the difference more visible 
• pp ~ peripheral O+O within uncertainties 
• Central O+O shows clear relative suppression of subleading jets, similar to heavy ion collisions

Lowest leading pT Intermediate leading pT Highest leading pT
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Centrality dependence
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• In each xJ interval, data points are laterally shifted by 
centrality for visibility 

• A smooth, systematic centrality dependence is observed 
from low pT to high pT
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Light and heavy ions with matched event activity

25

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Jx

0

1

2

3Jxdpa
ir

Nd  
pa

ir
N1

5.36 TeV 0-10% O+O - 2025

5.02 TeV 60-80% Pb+Pb - 2018

PreliminaryATLAS 
/8π7 > φ∆

 112 GeV≤ 
1T

p100 < 

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Jx

0

0.5

1

1.5

2

2.5

3

3.5

4J
dxpa

ir
dN  

pa
ir

N1

ATLAS0-10% Pb+Pb 
 R = 0.4tkanti- < 158 GeV

T,1
p126 < 

 -1 = 5.02 TeV: 2.2 nbNNs
-1 = 2.76 TeV: 0.14 nbNNs

O+O vs. Pb+Pb Xe+Xe vs. Pb+Pb

• Across different collision systems, dijets experience a similar medium once event 
activity (forward energy) is matched — independent of nuclear size or geometry

Phys. Rev. C 108 (2023) 024906
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Summary of ATLAS results
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• Flow results: qualitatively consistent with hydrodynamical response; vn ratios reveal sensitivity to 
nuclear geometry (20Ne vs 16O) 

• Dijet results: direct evidence of quenching in smallest symmetric ion system to date; systematics 
to be further reduced in final publication. Single jet, gamma-tagged jet results forthcoming 

While we cannot yet conclude that QGP is definitively formed in O+O and Ne+Ne collisions, the 
medium produced in these light ion systems exhibits behavior strikingly similar to that in heavy ion 
collisions
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Start of 2025 O+O data taken: July 4, 2025 
First flow results: 

- ATLAS paper submitted — Sep 8, 2025 
- CMS preliminary — Sep 8, 2025 
- ALICE paper submitted — Sep 9, 2025

2010 Pb+Pb data taken: Nov 7 - Dec 6 
First results released: 

- ALICE flow submitted: Nov 11, 2010 
- ALICE multiplicity submitted: Nov 11, 2010 
- ATLAS dijet submitted: Nov 29, 2010 
- CMS dijet submitted: Feb 9, 2011

• Light-ion results set the stage for an exciting IS2025 
• The momentum carried forward into a dedicated CERN Jamboree event 
• The last time with such excitement was after the very first Pb+Pb collisions
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2026-LHC-v0.5
Starting to wonder if Pb+Pb or p+Pb still the best 
option for 2026 
• Wouldn’t it be good to have another light ion run 

with species lighter or heavier than 16O? 
• Perhaps even better: a run with two ion species — 

one lighter and one heavier than 16O?

Another heavy ion run (~3 weeks) 
at LHC scheduled in summer 2026 

Pb+Pb or p+Pb
11.11.2024 Light ion collisions at the LHC, R. Alemany Fernandez

82Pb208

54Xe129
49In115

36Kr84

18Ar40
8O16

(2015)

(2017)

(2023)

(2024)

(*) SPS fixed target with the ECR4 ion 
source in 2003 
(**) short test with ECR4

(2003 *)

A

Z

x
2He4
(**)
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Light ion workshop  
Reyes Fernandez, 11.11.2024 
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Centrality vs. multiplicity
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Two particle correlation vs. four particle cumulant 
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Table 1: The contributions to the systematic uncertainty of 𝐿𝐿 in O+O collisions from di!erent sources, as function
of centrality. The contributions are expressed in percentages. Items 1–5 are common to all the methods used here
(2PC, template-fit and cumulants). Item 6 is specific to the 2PC and template-fit methods. Item 7 is specific to the
template-fit method. Item 8 is specific to the cumulant method. The uncertainties are shown for the integrated 𝑀T
interval of 0.5–5 GeV.

Source harmonic order 0–40% 40–70%
[%] [%]

1. MC closure 𝐿2–𝐿4 1 1

2. Track selection
𝐿2 0.5 0.5
𝐿3 0.75 0.75
𝐿4 1.5 1.5

3. Tracking e"ciency 𝐿2–𝐿4 0.25 0.25

4. Centrality definition
𝐿2 0.2 0.2–0.6
𝐿3 0.2–1.0 1–2
𝐿4 0.2 0.2–0.6

5. Residual pileup 𝐿2–𝐿4 0.2 0.2

6. Event-mixing
𝐿2 0.25 0.25
𝐿3 0.5 0.5
𝐿4 1 1

7. Peripheral reference
𝐿2 0.5 0.5–3
𝐿3 0.75–3.5 3.5–12
𝐿4 1.0–4.5 4.5–20

8. Flattening procedure 𝐿2–𝐿3 0.25 0.25

4. Centrality definition: The centrality definitions used to classify the events into centrality percentiles
have a →1% (2%) uncertainty associated with them in the O+O (Ne+Ne) measurements. This arises
from uncertainties in the fraction of the inelastic O+O and Ne+Ne cross-sections accepted by the
triggers used in this analysis and is estimated from the Glauber fits to the ω𝑁FCal

T distributions [5, 6].
The impact of this uncertainty on the 𝐿𝐿 is evaluated by varying the ω𝑁FCal

T thresholds that define
the centrality intervals, re-evaluating the 𝐿𝐿, and assigning the observed variation as a systematic
uncertainty. This uncertainty is negligible in most central collisions, and increases systematically for
more peripheral collisions.

5. Residual pileup: Pileup events dilute the measured 𝐿𝐿 as there are no correlations between
independent collisions. The estimated residual pileup is at most 0.2% in any centrality or multiplicity
interval considered in this paper. Because the maximum possible dilution cannot exceed the pileup
rate, the entire residual pileup rate of 0.2% is conservatively assigned as a systematic uncertainty on
the 𝐿𝐿.

6. Event-mixing: As mentioned before, the 2PC method uses event-mixing to account for detector
acceptance e!ects. The nominal mixing matches events that are within a 𝑂vtx separation of less than
20 mm. Alternate mixing criteria, where the matching is restricted to within 10 mm and relaxed to
200 mm are used, and the maximum variation in the results is included as a systematic uncertainty.
This uncertainty is of order 1% and only a!ects the 2PC and template-fit measurements.
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result from the nominal is symmetrized and taken as a contribution to the systematic uncertainties. Also,
there is an uncertainty associated with the non-closure of the unfolding procedure in MC simulations.
The observed non-closure is small in the 𝐿𝐿 measurement, and becomes larger in the O+O measurement
especially at low 𝑀J.

The breakdown of the systematic uncertainties on the 𝑀J distributions for 63 < 𝐿T1 → 71 GeV for 0–10%
central O+O collisions and 𝐿𝐿 collisions are shown in Figure 4. The in situ uncertainty derived from
vector bosons recoiling against jets (V+Jet) is the dominant component of the JES uncertainty. In central
O+O collisions the JES, JER, and unfolding are the dominant contributors to the systematics. In 𝐿𝐿

collisions the JER is the dominant source of systematic uncertainty. It is relevant to note that, due to the
area normalization of the 𝑀J distribution, the direction of the systematic variations at low and high 𝑀J are
anti-correlated.
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Figure 4: Breakdown of systematic uncertainties on the 𝑀J distributions for 63 < 𝐿T1 → 71 GeV for 0–10% central
O+O collisions and 𝐿𝐿 collisions.

7 Results

Figure 5 shows the unfolded 𝑀J distributions in 𝐿𝐿 collisions for two representative leading jet 𝐿T bins in
the analysis. The data agree with the P!"#$%8 MC truth within the experimental uncertainties; a similar
level of agreement was also observed at 5.02 TeV [29].

Figure 6 shows the 𝑀J distributions for 0–10% (central) and 60–80% (peripheral) O+O collisions compared
to those from 𝐿𝐿 collisions. The distributions are shown for eight bins in leading jet 𝐿T ranging from
63 GeV up to 251 GeV. In all 𝐿T1 bins, the peripheral O+O results agree with those in 𝐿𝐿 collisions.
The pair-normalized yields in central O+O collisions are systematically lower (higher) than those in 𝐿𝐿

collisions at high (low) 𝑀J. The magnitude of these variations is similar to the level of systematic uncertainty
assigned to the O+O and 𝐿𝐿 data. However, by taking the ratio of the O+O to 𝐿𝐿 results — which benefits
from partial cancellation of correlated uncertainties — the modification becomes more pronounced (see
Figure 7). Centrality-independent JES and JER uncertainties are treated as correlated between O+O and
𝐿𝐿 in the ratio, whereas the centrality-dependent JES and JER and the unfolding uncertainties are treated
as uncorrelated. Over the 𝐿T1 range of the measurement, these ratios show an increase in the fraction of
imbalanced dijets in central O+O collisions and a decrease in the fraction of nearly balanced dijets. In
peripheral O+O collisions there is no significant modification of the 𝑀J distributions from those in 𝐿𝐿

collisions.

10


