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Why light ions collisions at LHC
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Figure 2. The deformed shape of 20Ne impacts the hydrodynamic flow of its collisions as compared to 16O16O collisions.
Here we show results for charged particle multiplicity dNch/dω (top left), mean transverse momentum →pT ↑ (top middle),
relative fluctuations of transverse momentum εpT /→pT ↑ (top right), elliptic flow v2{2, |!ω| > 1} (bottom left), triangular flow
v3{2, |!ω| > 1} (bottom middle) and the Pearson correlation coe”cient ϑ(v2{2}2, →pT ↑) (bottom right). In each panel, we
show the 16O16O and 20Ne20Ne results, as well as their ratio, using both PGCM and NLEFT as nuclear structure inputs. For
ϑ(v2{2}2, →pT ↑) a di#erence is taken instead of a ratio in the lower panel. We show statistical uncertainties (error bars), the
total systematic uncertainty (solid bands) as well as its components being Trajectum (hatched) and nuclear structure (dotted).

correlations of the N3LO Hamiltonian is therefore am-
biguous. We use two methods as a quantification of this
systematic uncertainty. One samples nucleons indepen-
dently (as in [75, 76]), whereas the second divides up
space into four or five regions (see Fig. 1) and samples
exactly two protons and two neutrons from each (see also
SM). Lastly, configurations are rejected if nucleons are
closer than dmin.

Hydrodynamic simulations. We perform event-by-
event hydrodynamic simulations of 20Ne20Ne and 16O16O
collisions by means of the Trajectum framework [43, 77–
79]. The calculations start with configurations of nucle-
ons in the colliding nuclei, taken from either the PGCM
or the NLEFT results.1 Each collision is then assigned to
an impact parameter, participant nucleons are selected,
and energy density is deposited in the transverse plane.
Following a brief pre-equilibrium phase, the system is
evolved as a relativistic viscous fluid. Hydrodynamic
cooling lasts until the local temperature reaches a critical
value (T → 154MeV), below which hadronization occurs.
Subsequent strong decays and rescattering of hadrons

1
For all profiles we provide 20k configurations as part of the sub-

mission.

are computed by the SMASH code [80–82], leading to
the particle distributions in the final state. These are
analyzed to construct multi-particle correlations follow-
ing the experimental protocols. We define the collision
centrality from the multiplicity of charged particles with
pT ↑ 0.4GeV and |ω| ↓ 2.4, with 0% centrality corre-
sponding to the limit of small impact parameters.

The parameters of the model are chosen probabilisti-
cally by sampling from the posterior distribution inferred
in a Bayesian analysis of 208Pb208Pb collisions, within
the same model [83]. We use twenty di!erent samples
from the parameter space to quantify the uncertainty on
the results coming from wide parameter variations. This
represents the largest part of the Trajectum systematic
uncertainty, which in addition also takes into account ef-
fects of finite grid spacing (as discussed in the SM).

Our results for pT -integrated observables that char-
acterize the collective flow of hadrons are displayed in
Fig. 2. Our first remark concerns the cancellation of un-
certainties we observe when a relative variation of observ-
ables, e.g. a ratio, is taken between 16O16O and 20Ne20Ne
collisions. The dominant uncertainty on the absolute
magnitude of the results (upper two plots in each panel)
is the systematic one. However, in the relative varia-
tions (lowest plots) the contribution from the systematic

Exp. Observable

Most-central events are sensitive 
to non-spherical structure of Ne

• Bridge the gap between pp and Pb+Pb/Xe+Xe to test QGP formation in light-ion collisions 
• If QGP is formed, use most-central ²⁰Ne (deformed) vs ¹⁶O (spherical) collisions to probe nuclear 

structure
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Revealing the Bowling-Pin Geometry of !"Ne: Strategy

• Compare two systems of similar size but different nuclear structure. Ideally:
ü System 1:"#Ne and System 2: Known isobar of "#Ne with a spherical geometry.

• Practically:
ü System 1:"#Ne (Pin-Ball Shape) and System 2: $%O (Nearly Spherical)

Deformed Nucleus
(Nucleus Of Interest)

Spherical Baseline
(Isobar Of Nucleus Of Interest)
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Structure Geometry 
(Transverse)

Giuliano Giacalone et al. PRL 135 (2025) 012302 
Jiangyong Jia, arXiv:2501.16071

https://arxiv.org/abs/2501.16071


Qipeng Hu (USTC)

ATLAS heavy-ion physics program
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System Year Lint [nb-1]

Pb+Pb 2010 2.76 0.007
Pb+Pb 2011 2.76 0.14
pp 2013 2.76 4000
p+Pb 2013 5.02 29
pp 2015 5.02 28000
Pb+Pb 2015 5.02 0.49
p+Pb 2016 5.02 0.5
p+Pb 2016 8.16 160
Xe+Xe 2017 5.44 0.003
pp 2017 5.02 270000
Pb+Pb 2018 5.02 1.76
Pb+Pb 2023 5.36 1.71
pp 2024 5.36 425000
Pb+Pb 2024 5.36 1.73
p+O 2025 9.62 12.48
O+O 2025 5.36 8.63
Ne+Ne 2025 5.36 1.05
Pb+Pb 2025 5.36 To be taken
?? 2026 ?? ??
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All ATLAS HI public results: https://twiki.cern.ch/twiki/bin/view/AtlasPublic/HeavyIonsPublicResults 

https://twiki.cern.ch/twiki/bin/view/AtlasPublic/HeavyIonsPublicResults
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Trigger strategy

4
Overview of ATLAS Results, B. Cole. IS2025

• Thanks to the LHC preparation and performance, the oxygen++ 
special run in July was exceptionally successful


• Using TRT trigger, had very 
good minimum-bias efficiency  
in O+O, Ne+Ne collisions

ATLAS DRAFT
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Figure 1: The ω𝐿FCal
T distribution in minimum-bias events for O+O collisions (left), Ne+Ne collisions (middle). The

rightmost plot contains a comparison to Xe+Xe collisions, where the ω𝐿FCal
T of the Xe+Xe and Ne+Ne systems are

scaled by the relative number of nucleons to oxygen. The Ne+Ne and Xe+Xe distributions in the right panel are
normalized to have the same integral as the O+O distribution above 30 GeV.

Jet production and particle decays generate strongly correlated collinear particles (ε𝑀,ε𝑁 < 1), as well as175

weaker but equally important back-to-back correlations at ε𝑁 → 𝑂 that are present even at large ε𝑀. These176

few-particle, non-global correlations are referred to as “non-flow”.177

This section describes two approaches for estimating flow harmonics: the two-particle correlations (2PC)178

method, including its improved template-fit implementation, and the multi-particle cumulant method. In179

the 2PC approach, a template fit is used to subtract non-flow contributions based on the lowest-multiplicity180

events, while the multi-particle cumulant method applies a subevent technique to suppress non-flow181

e!ects.182

3.1 Two-particle correlations and template fit183

The 2PC method has been used extensively for flow measurements at RHIC and the LHC [6, 14, 15, 44,184

60–64]. Correlations between pairs of charged particles are measured as a function of the pair’s relative185

separation in pseudorapidity, ε𝑀 = 𝑀
𝐿 ↑ 𝑀

𝑀, and azimuth, ε𝑁 = 𝑁
𝐿 ↑ 𝑁

𝑀. The labels 𝑃 and 𝑄 denote186

kinematic selections on the first and second particle, which are typically (but not necessarily) di!erent.187

In order to account for a number of systematic e!ects as well as detector acceptance, the correlation is188

constructed from the ratio of the “same event” pair-distributions 𝑅, in which 𝑃 and 𝑄 are taken from one189

event, to the “background” pair-distributions 𝑆, in which they are taken from two di!erent events [14]:190

𝑇 (ε𝑀,ε𝑁) = 𝑅(ε𝑀,ε𝑁)
𝑆(ε𝑀,ε𝑁) ,191

The same-event distribution contains both genuine physical correlations and nonphysical contributions from192

detector acceptance, ine"ciencies, nonuniformities, and event-averaged properties such as d𝑈ch/d𝑀. The193

mixed-event distribution includes only the latter e!ects, canceling in the ratio and serving as a reference194

to isolate the physical correlations present in the same-event sample [60]. To ensure this, the events195

sampled for the pairs in the 𝑆 distribution are required to have similar centrality (or multiplicity) and vertex196

position. When constructing 𝑅 and 𝑆, in order to account for the ine"ciency in track reconstruction and197

for misreconstructed tracks, pairs are corrected for fake-track contributions and by their reconstruction198

e"ciencies, using a per-pair weight (1 ↑ 𝑉 (𝑊a
T, 𝑀

a)) (1 ↑ 𝑉 (𝑊b
T, 𝑀

b))/(𝑋 (𝑊a
T, 𝑀

a)𝑋 (𝑊b
T, 𝑀

b)). Examples of199

the 𝑇 (ε𝑀,ε𝑁) are shown in Figure 2, which are normalized such that the integral of the 𝑆(ε𝑀,ε𝑁) is200

matched to that of 𝑅(ε𝑀,ε𝑁) for |ε𝑀 | > 2.201
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LHC p+O, O+O, Ne+Ne run
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• Minimum-bias event triggering with TRT 
• Unbiased down to very low multiplicities 
• Significantly better performance than other ATLAS 

minimum-bias triggers (MBTS, ZDC, etc.)

TRT trigger efficiency
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O+O and Ne+Ne Centrality

5

• Centrality from Forward Calorimeter energy sum (0–80%) 
• Glauber analysis with improved light-ion geometry and fluctuations (Loizides, arXiv:2507.05853) 
• Event-by-event fluctuations play a larger role in light-ion collisions in most central collisions (long tails)

O+O Ne+Ne “A-scaled” light ion vs heavy ion
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Centrality definitions: forward energy vs. multiplicity
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• Correlation between forward energy and mid-rapidity multiplicity in O+O (Ne+Ne is similar) 
• When comparing model using multiplicity-based centrality to data, one should account for 

bin migration between different centrality definitions
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Two particle correlation

7

Overview of ATLAS Results, B. Cole. IS2025

• Standard 2-particle correlation analysis:

- Construct correlation function:

➡Corrected for single-particle efficiencies


- Integrate over  to reduce non-flow

- Apply template fit procedure  

to further remove non-flow

- O+O, Ne+Ne > 80% for periph

|Σγ | > 2

Azimuthal Anisotropy in O+O, Ne+Ne
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Figure 1: The ω𝐿FCal
T distribution in minimum-bias events for O+O collisions (left), Ne+Ne collisions (middle). The

rightmost plot contains a comparison to Xe+Xe collisions, where the ω𝐿FCal
T of the Xe+Xe and Ne+Ne systems are

scaled by the relative number of nucleons to oxygen. The Ne+Ne and Xe+Xe distributions in the right panel are
normalized to have the same integral as the O+O distribution above 30 GeV.

Jet production and particle decays generate strongly correlated collinear particles (ε𝑀,ε𝑁 < 1), as well as175

weaker but equally important back-to-back correlations at ε𝑁 → 𝑂 that are present even at large ε𝑀. These176

few-particle, non-global correlations are referred to as “non-flow”.177

This section describes two approaches for estimating flow harmonics: the two-particle correlations (2PC)178

method, including its improved template-fit implementation, and the multi-particle cumulant method. In179

the 2PC approach, a template fit is used to subtract non-flow contributions based on the lowest-multiplicity180

events, while the multi-particle cumulant method applies a subevent technique to suppress non-flow181

e!ects.182

3.1 Two-particle correlations and template fit183

The 2PC method has been used extensively for flow measurements at RHIC and the LHC [6, 14, 15, 44,184

60–64]. Correlations between pairs of charged particles are measured as a function of the pair’s relative185

separation in pseudorapidity, ε𝑀 = 𝑀
𝐿 ↑ 𝑀

𝑀, and azimuth, ε𝑁 = 𝑁
𝐿 ↑ 𝑁

𝑀. The labels 𝑃 and 𝑄 denote186

kinematic selections on the first and second particle, which are typically (but not necessarily) di!erent.187

In order to account for a number of systematic e!ects as well as detector acceptance, the correlation is188

constructed from the ratio of the “same event” pair-distributions 𝑅, in which 𝑃 and 𝑄 are taken from one189

event, to the “background” pair-distributions 𝑆, in which they are taken from two di!erent events [14]:190

𝑇 (ε𝑀,ε𝑁) = 𝑅(ε𝑀,ε𝑁)
𝑆(ε𝑀,ε𝑁) ,191

The same-event distribution contains both genuine physical correlations and nonphysical contributions from192

detector acceptance, ine"ciencies, nonuniformities, and event-averaged properties such as d𝑈ch/d𝑀. The193

mixed-event distribution includes only the latter e!ects, canceling in the ratio and serving as a reference194

to isolate the physical correlations present in the same-event sample [60]. To ensure this, the events195

sampled for the pairs in the 𝑆 distribution are required to have similar centrality (or multiplicity) and vertex196

position. When constructing 𝑅 and 𝑆, in order to account for the ine"ciency in track reconstruction and197

for misreconstructed tracks, pairs are corrected for fake-track contributions and by their reconstruction198

e"ciencies, using a per-pair weight (1 ↑ 𝑉 (𝑊a
T, 𝑀

a)) (1 ↑ 𝑉 (𝑊b
T, 𝑀

b))/(𝑋 (𝑊a
T, 𝑀

a)𝑋 (𝑊b
T, 𝑀

b)). Examples of199

the 𝑇 (ε𝑀,ε𝑁) are shown in Figure 2, which are normalized such that the integral of the 𝑆(ε𝑀,ε𝑁) is200

matched to that of 𝑅(ε𝑀,ε𝑁) for |ε𝑀 | > 2.201
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Figure 3: Template fits to correlation functions measured in O+O collisions. Each panel corresponds to a di!erent
centrality range. The plots are for 0.5 < 𝐿

a,b
T < 5 GeV.

considered in the fit, in order to best describe the data. Figure 3 shows some example of template fits for223

O+O collisions.224

If the pair distribution is a consequence of a global single-particle distribution, like in Eq. (1), the225

Fourier coe"cients of the 𝑀 (ω𝑁) factorize into the product of single-particle anisotropies as [60]226

𝑂𝐿,𝐿 (𝐿a
T, 𝐿

b
T) = 𝑂𝐿 (𝐿a

T)𝑂𝐿 (𝐿b
T) and thus:227

𝑂𝐿 (𝐿b
T) =

𝑂𝐿,𝐿 (𝐿a
T, 𝐿

b
T)

𝑂𝐿 (𝐿a
T)

=
𝑂𝐿,𝐿 (𝐿a

T, 𝐿
b
T)√

𝑂𝐿,𝐿 (𝐿a
T, 𝐿

a
T)
, (4)228

For all the 2PC results in this analysis, the 𝑂𝐿(𝐿b
T) are evaluated using Eq. (4) with 0.5 < 𝐿

a
T < 5 GeV. The229

upper limit on 𝐿
a
T is chosen to suppress non-flow which increases at high-𝐿T.230

3.2 Four-particle cumulants231

Multi-particle cumulants extract higher-order azimuthal correlations, providing information about EbE232

flow fluctuations. The cumulant measurements have the advantage of suppressing correlations from jets233

and d#ets, instead of relying on an explicit procedure to correct 𝑂𝐿 as discussed in Section 3.1. In general,234

the cumulant of order 2𝑃 , where 𝑃 is an integer, involves correlations between 2𝑃 particles and suppresses235

all correlations involving less than 2𝑃 particles, including non-flow correlations [66]. The framework for236

the cumulant measurements is described in Refs. [67–69], but a concise description is provided here for237

completeness. This paper presents four-particle cumulant measurements using both the standard method,238

as well as two and three subevent methods, described below.239

As mentioned before, the cumulant methods involve the calculation of 2𝑃-particle azimuthal correlations240

→{2𝑃}𝐿↑, and 2𝑃-particle cumulants, 𝑄𝐿{2𝑃}, for the 𝑅
th-order flow harmonics, where 𝑃 equals either one241

or two for the purposes of this paper. The two- or four-particle azimuthal correlations in one event are242

evaluated as [67–69]:243

→{2}𝐿↑ =
〈
𝑆
𝑀𝐿(𝑁1↓𝑁2 )

〉
(5)

244

→{4}𝐿↑ =
〈
𝑆
𝑀𝐿(𝑁1+𝑁2↓𝑁3↓𝑁4 )

〉
(6)

12th August 2025 – 15:27 8

ATLAS DRAFT

0

2

4

φ∆

4−
2−

0
2

4

η∆

0.98
0.99

1
1.01
1.02)φ

∆,η
∆

C
(

ATLAS Internal
 5.36 TeV
O+O

(GeV)<5b,a
T

p0.5<
0-5%

0

2

4

φ∆

4−
2−

0
2

4

η∆

0.98
1

1.02
1.04)φ

∆,η
∆

C
(

ATLAS Internal
 5.36 TeV
O+O

(GeV)<5b,a
T

p0.5<
20-30%

0

2

4

φ∆

4−
2−

0
2

4

η∆

1

1.05)φ
∆,η

∆
C

(

ATLAS Internal
 5.36 TeV
O+O

(GeV)<5b,a
T

p0.5<
50-60%

Figure 2: Two-particle ω𝐿 → ω𝑀 correlations for O+O collisions with charge particles of 𝑁a,b
T ↑ (0.5, 5) GeV. Each

panel corresponds to a di!erent centrality interval. The distributions have been truncated to suppress the peak at
ω𝐿 = ω𝑀 = 0, and are plotted over |ω𝐿 | < 4.5 to avoid statistical fluctuations at larger |ω𝐿 |.

One dimensional correlation functions 𝑂 (ω𝑀) are constructed by integrating the 𝑃 and 𝑄 distributions over202

2 < |ω𝐿 | < 5:203

𝑂 (ω𝑀) =
∫ 5
2 𝑅 |ω𝐿 | 𝑃( |ω𝐿 |,ω𝑀)∫ 5
2 𝑅 |ω𝐿 | 𝑄( |ω𝐿 |,ω𝑀)

↓ 𝑃(ω𝑀)
𝑄(ω𝑀) ,204

where the choice of |ω𝐿 | > 2 requirement is imposed to suppress non-flow. The 2PC 𝑂 (ω𝑀) is normalized205

to have an average value of unity.206

In a similar fashion to the single-particle distribution (Eq. (1)), the 2PC 𝑂 (ω𝑀) is then parametrized with a207

Fourier series [14]:208

𝑂 (ω𝑀) = 𝑂0

(
1 + 2ε↔

𝐿=1𝑆𝐿,𝐿 (𝑁a
T, 𝑁

b
T) cos(𝑇ω𝑀)

)
. (2)209

To remove contributions to the correlation function from non-flow e!ects that persist over |ω𝐿 | > 2,210

primarily on the away side, i.e. ω𝑀 ↗ 𝑈, a commonly-used template fit procedure is employed [22, 44,211

64, 65]. In this procedure, the shape of the non-flow contribution is estimated from low multiplicity (or212

peripheral) events and is assumed to be the same in the 𝑂 (ω𝑀) measured in higher multiplicity (or more213

central) events. In this measurement, the peripheral reference correlation is constructed from peripheral214

events of the same collision species (either O+O or Ne+Ne) with centralities more peripheral than 80%. The215

correlation in 𝑂 (ω𝑀) is parameterized as the sum of an azimuthally modulated pedestal (which expresses216

the azimuthal anisotropy) and a non-flow component, as follows:217

𝑂 (ω𝑀) = 𝑉𝑂
periph(ω𝑀) + 𝑊

{
1 + 2

5∑
𝐿=2

𝑆𝐿,𝐿 (𝑁a
T, 𝑁

b
T) cos(𝑇ω𝑀)

}
218

= 𝑉𝑂
periph(ω𝑀) + 𝑋 ridge(ω𝑀). (3)219

Above, 𝑂periph(ω𝑀) is the equivalent of 𝑂 (ω𝑀) but in the reference events used to construct the template.220

The values of 𝑉 and 𝑊, and the 𝑆𝐿,𝐿 are free parameters in the fit, but 𝑉 and 𝑊 are constrained such221

that the integrals of both sides of Eq. (3) are the same. Fourier terms, up to fifth order (𝑆2,2-𝑆5,5), are222
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Figure 4: Template fits to correlation functions measured in O+O collisions for the (left) 0–5%, (center) 20–30%, and
(right) 50–60% centrality intervals. The plots are for 0.5 < 𝐿

𝐿,𝑀

T < 5 GeV. The solid points indicate the measured
𝑀 (ω𝑁), and the continuous red line indicates the template fit, 𝑀 templ (ω𝑁). The open points and dashed curves
indicate the di!erent components of the template-fit, which are shifted along the 𝑂-axis by 𝑃 or by 𝑄𝑀

periph (0),
where necessary, for presentation.

Figure 4 shows examples of template fits for O+O collisions, where the template fit is denoted as𝑀 templ(ω𝑁).
In the measured correlations, the away-side peak is the largest in the 50–60% centrality interval and
decreases systematically in the 20–30% and 0–5% intervals. A significant fraction of the away-side
correlation is described by the scaled peripheral reference (𝑄𝑀periph(ω𝑁) term in Eq. 4). The relative
contribution of this term decreases monotonically toward mid-central and central events, indicating that
non-flow correlations are most important in peripheral collisions. The 𝑀

ridge(ω𝑁) component of the
template fit is double-peaked in all intervals, reflecting the dominant contribution from the 𝑅2,2 term in
Eq. 5.

If the pair distribution is entirely determined by a global single-particle distribution, like in Eq. 1, the Fourier
coe"cients of the 𝑀 (ω𝑁) (or 𝑀ridge(ω𝑁)) factorize into the product of single-particle anisotropies [61] as
𝑅𝑁,𝑁 (𝐿𝐿T, 𝐿𝑀T) = 𝑅𝑁 (𝐿𝐿T)𝑅𝑁 (𝐿𝑀T) and thus:

𝑅𝑁 (𝐿𝑀T) =
𝑅𝑁,𝑁 (𝐿𝐿T, 𝐿𝑀T)

𝑅𝑁 (𝐿𝐿T)
=

𝑅𝑁,𝑁 (𝐿𝐿T, 𝐿𝑀T)√
𝑅𝑁,𝑁 (𝐿𝐿T, 𝐿𝐿T)

, (6)

For all the 2PC results in this analysis, the 𝑅𝑁(𝐿𝑀T) are evaluated using Eq. 6 with 0.5 < 𝐿
𝐿

T < 5 GeV. The
upper limit on 𝐿

𝐿

T is chosen to suppress non-flow, which increases at high 𝐿T. The template-fit method
provides a more reliable treatment of non-flow e!ects and is therefore regarded as the primary measurement
method. Results obtained with the 2PC method are also included in this paper to illustrate the impact of
non-flow removal achieved by the template-fit procedure.

4.2 Four-particle cumulants

Multi-particle cumulants extract higher-order azimuthal correlations, providing information about EbE flow
fluctuations. The cumulant measurements have the advantage of suppressing correlations from jets and
d#ets, instead of relying on an explicit procedure to correct 𝑅𝑁 as discussed in Section 4.1. The cumulant of
order 2𝑆 , where 𝑆 is an integer, involves correlations between 2𝑆 particles and suppresses all correlations
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Impact of non-flow subtraction
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•  is chosen as the central results 
• When integrated over wide pT range (0.5 ~ 5 GeV), 

the impact of non-flow is small
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v4{2}

pT dependence Centrality dependence

arXiv:2509.05171
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Non-flow at high pT
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IPGlasma+Hydro+PGCM: 
• “Theory-1” vs “Theory-2” correspond to how much anisotropy from the glasma stage is retained 

in the hydro initialization 
• ATLAS data provide input to further improve models

Other aux figures of the paper can be found at https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/HION-2025-02/ 

arXiv:2509.05171 
Heikki Mantysaari et al, PRL135 (2025) 022302

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/HION-2025-02/
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Measured vn vs. model
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• Flow signals in O+O and Ne+Ne resemble those seen in heavy-ion collisions 
• Characteristic ordering observed:  v2 > v3 
• Comparison with Hydro+IPGlasma+PGCM models clearly indicates a collective (hydrodynamical) response

O+O Ne+Ne

ATLAS: arXiv:2509.05171 
Hydro+IPGlasma+PGCM: PRL135 (2025) 022302
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• Flow in Ne+Ne consistently larger than in O+O 

• Light ions vs. heavy ions in centralities: 
• Light ion v2 is much flatter 
• Light ion v3 decreases from central to peripheral 
• Stronger fluctuation contributions in light ions
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Ne+Ne/O+O vs. model calculations

12

Giacolone et al, PRL 135 (2025) 012302 
Mantysaari et al, PRL 135 (2025) 022302

Compare to PGCM (initial conditions) + different pre-equilibrium evolution + Hydro (QGP phase): 
• Trento: provides a better description of centrality dependence in central events 
• IPGlasma: fails to reproduce the observed central-event trend

ATLAS: arXiv:2509.05171 
Hydro+Trento+PGCM, PRL 135 (2025) 012302 

Hydro+IPGlasma+PGCM: PRL135 (2025) 022302
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• Overall good consistency across experiments 
• Small difference between experiments could 

arise from different selections

ATLAS: arXiv:2509.05171 (submit to PRC) 
 ALICE: arXiv:2509.06428 (submit to PRL) 
   CMS: arXiv:2510.02580 (submit to PRL)



Qipeng Hu (USTC)

Cross-experiment comparison

14

LHC HI working group: 
• Bridge experimental and theoretical HI communities … 
• Improve the uniformity of analysis choice … 
• …

Conveners: 
ALICE: Alice Ohlson, Alexander Kalweit 
ATLAS: Qipeng Hu, Martin Rybar 
CMS: Austin Baty, Andre Stahl 
LHCb: Giulia Manca, Saverio Mariani 
Theory: Liliana Apolinario, Urs Wiedemann 
Reach all through ihc-hiwg-admin@cern.ch 
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• pp and peripheral O+O (60–80%) show similar distributions 
• Central O+O (0–10%) events exhibit clear differences compared 

to pp and peripheral O+O
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Subleading jet

xJ =
psubleading

T

pleading
T

• Leading jet: 63 < pT < 251 GeV 
• Sub-leading jet: pT > 20 GeV 
• Jet rapidities: |y| < 2.1 
• Dijet alignment:  
• Unfolded in 

|Δϕ | > 7π/8
(p1
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• In each xJ interval, data points are laterally shifted by 
centrality for visibility 

• A smooth, systematic centrality dependence is observed 
from low pT to high pT
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• In each xJ interval, data points are laterally shifted by 
centrality for visibility 

• A smooth, systematic centrality dependence is observed 
from low pT to high pT
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Qualitatively consistent with hydrodynamical response, confirmed also by dijet 
measurements; vn ratios reveal sensitivity to nuclear geometry (20Ne vs 16O) 

While we cannot yet conclude that QGP is definitively formed in O+O and Ne+Ne 
collisions, the medium produced in these light ion systems exhibits behavior 
strikingly similar to that in heavy ion collisions
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Future ATLAS and runs
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LHC Run3 will end in 2026. An upgraded ATLAS will 
be used in Run4 (~ 2030s) 
• High-granularity, high-coverage tracker (2.5 → 4.0) 
• New ZDC (same as CMS Phase-II ZDC) 
• High-granularity timing detector 
• Replaced muon chambers 
• New and upgraded forward and luminosity detector 
• Improved trigger, high-performance software & 

computing, deeply embedded machine learning

ATLAS (maybe also CMS) has a strong preference to place p+Pb run 
in Run4 and dedicate 2026 to lighter ion runs (Ar, Kr, O, Ne) 
First respond from LHC program committee: “this is not impossible”
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Light Ion workshop 2025 
Dec 1 - 3, 2025, CERN 
https://indico.cern.ch/event/1597414/ 

Workshop topics: 
• Experimental overviews of collectivity and energy loss 
• Hydrodynamics and non-equilibrium dynamics 
• Jet quenching in small systems 
• nPDFs of light ions 
• Synergies with nuclear structure physics and other areas 
• Accelerator and experiments perspectives for future light-ion runs

Organization: 
Reyes Alemany Fernandez (CERN) 
Giuliano Giacalone (CERN) 
Qipeng Hu (USTC Hefei) 
Gian Michele Innocenti (MIT) 
Georgios Krintiras (University of Kansas) 
Saverio Mariani (CERN) 
Aleksas Mazeliauskas (ITP Heidelberg) 
Dennis Perepelitsa (CU Boulder) 
Anthony Timmins (University of Houston) 
Wilke van der Schee (CERN) 
Urs Wiedemann (CERN) 
You Zhou (NBI Copenhagen) 

https://indico.cern.ch/event/1597414/


Backup Slides



Qipeng Hu (USTC)

Comparison of different ion collisions — multiplicity bins
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• Light ions vs. heavy ions in multiplicities: 
• O+O v2 converges with p+Pb 
• Light ion v3 align with heavy ion
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Table 1: The contributions to the systematic uncertainty of 𝐿𝐿 in O+O collisions from di!erent sources, as function
of centrality. The contributions are expressed in percentages. Items 1–5 are common to all the methods used here
(2PC, template-fit and cumulants). Item 6 is specific to the 2PC and template-fit methods. Item 7 is specific to the
template-fit method. Item 8 is specific to the cumulant method. The uncertainties are shown for the integrated 𝑀T
interval of 0.5–5 GeV.

Source harmonic order 0–40% 40–70%
[%] [%]

1. MC closure 𝐿2–𝐿4 1 1

2. Track selection
𝐿2 0.5 0.5
𝐿3 0.75 0.75
𝐿4 1.5 1.5

3. Tracking e"ciency 𝐿2–𝐿4 0.25 0.25

4. Centrality definition
𝐿2 0.2 0.2–0.6
𝐿3 0.2–1.0 1–2
𝐿4 0.2 0.2–0.6

5. Residual pileup 𝐿2–𝐿4 0.2 0.2

6. Event-mixing
𝐿2 0.25 0.25
𝐿3 0.5 0.5
𝐿4 1 1

7. Peripheral reference
𝐿2 0.5 0.5–3
𝐿3 0.75–3.5 3.5–12
𝐿4 1.0–4.5 4.5–20

8. Flattening procedure 𝐿2–𝐿3 0.25 0.25

4. Centrality definition: The centrality definitions used to classify the events into centrality percentiles
have a →1% (2%) uncertainty associated with them in the O+O (Ne+Ne) measurements. This arises
from uncertainties in the fraction of the inelastic O+O and Ne+Ne cross-sections accepted by the
triggers used in this analysis and is estimated from the Glauber fits to the ω𝑁FCal

T distributions [5, 6].
The impact of this uncertainty on the 𝐿𝐿 is evaluated by varying the ω𝑁FCal

T thresholds that define
the centrality intervals, re-evaluating the 𝐿𝐿, and assigning the observed variation as a systematic
uncertainty. This uncertainty is negligible in most central collisions, and increases systematically for
more peripheral collisions.

5. Residual pileup: Pileup events dilute the measured 𝐿𝐿 as there are no correlations between
independent collisions. The estimated residual pileup is at most 0.2% in any centrality or multiplicity
interval considered in this paper. Because the maximum possible dilution cannot exceed the pileup
rate, the entire residual pileup rate of 0.2% is conservatively assigned as a systematic uncertainty on
the 𝐿𝐿.

6. Event-mixing: As mentioned before, the 2PC method uses event-mixing to account for detector
acceptance e!ects. The nominal mixing matches events that are within a 𝑂vtx separation of less than
20 mm. Alternate mixing criteria, where the matching is restricted to within 10 mm and relaxed to
200 mm are used, and the maximum variation in the results is included as a systematic uncertainty.
This uncertainty is of order 1% and only a!ects the 2PC and template-fit measurements.
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2026-LHC-v0.5

Another heavy ion run (~3 weeks) 
at LHC scheduled in summer 2026 

Pb+Pb or p+Pb
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• Additional event division further reduce non-flow, but with only 
small impact for pT-integrated results  

• Two subevent results are taken as nominal  
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Standard 4-particle cumulant analysis with 2 subevents:

involving less than 2𝐿 particles, including non-flow correlations [72]. The framework for the cumulant
measurements is described in Refs. [73–75], but a concise description is provided here for completeness.

As mentioned before, the cumulant method involves the calculation of 2𝐿-particle azimuthal correlations
→{2𝐿}𝐿↑, and 2𝐿-particle cumulants, 𝑀𝐿{2𝐿}, for the 𝑁th-order flow harmonics, where 𝐿 equals either one or
two in this paper. The two- or four-particle azimuthal correlations in one event are evaluated as [73–75]:

→{2}𝐿↑ =
〈
𝑂
𝑀𝐿(𝑁1↓𝑁2 )

〉
(7)

→{4}𝐿↑ =
〈
𝑂
𝑀𝐿(𝑁1+𝑁2↓𝑁3↓𝑁4 )

〉
(8)

where “→·↑” denotes a single-event average over all pairs or quadruplets of distinct particles, respectively.
The averages from Eqs. 7 and 8 are expanded into products of per-particle normalized flow vectors [76]:

→𝑃𝐿↑ =
〈
𝑂
𝑀𝐿(𝑁)

〉
, (9)

which provides an e!cient calculation of multi-particle correlations. The exact details of this procedure
follow Ref. [46]. These flow vectors are constructed with per-particle weights that correct for detector
non-uniformities, tracking ine!ciency, and contributions from fake tracks, similar to Eq. 2 but with
additional 𝑄-dependent corrections applied.

In the “standard” cumulant method described so far, all 2𝐿-particle multiplets involved in the calculations
of →{2𝐿}𝐿↑ are selected using the entire detector acceptance. To further suppress the non-flow correlations,
which typically involve particles emitted within a localized region in 𝑅, the particles can be grouped into
several “subevents,” each covering a non-overlapping 𝑅 interval [75]. The multi-particle correlations are
then constructed by correlating particles between di"erent subevents (two and three in this case), further
reducing non-flow correlations. For two-subevent correlations, particles 1 and 2 in Eq. 7 are selected from
di"erent regions of 𝑅. Similarly, in Eq. 8, the pair of particles 1 and 2 are selected from one region of 𝑅,
and the pair of particles 3 and 4 from another. For the three-subevent correlations, permutations of di"erent
choices are made and combined (see Ref. [46] for details). For the results presented here, the subevents
used for the two-subevent method cover ↓2.5 < 𝑅 < 0 and 0 < 𝑅 < 2.5, and those for the three-subevent
method cover ↓2.5 < 𝑅 < ↓2.5/3, ↓2.5/3 < 𝑅 < 2.5/3 and 2.5/3 < 𝑅 < 2.5.

The two- and four-particle cumulants are then obtained from the azimuthal correlations as:

𝑀𝐿{2} = →→{2}𝐿↑↑, (10)
𝑀𝐿{4} = →→{4}𝐿↑↑ ↓ 2→→{2}𝐿↑↑2

, (11)

where “→→·↑↑” represents the average of →{2𝐿}𝐿↑ over an event ensemble. In the absence of non-flow
correlations, 𝑀𝐿{2𝐿} reflects the moments of the distribution of the flow coe!cient 𝑆𝐿:

𝑀𝐿{2} = →𝑆2
𝐿
↑, (12)

𝑀𝐿{4} = →𝑆4
𝐿
↑ ↓ 2→𝑆2

𝐿
↑2
.

The 𝑆𝐿 measured by the 2-particle cumulants is defined as 𝑆𝐿{2} =
√
𝑀𝐿{2}. In the absence on non-flow

e"ects, the 𝑆𝐿 measured by the 2-particle cumulant is identical to that measured using the 2PC method.
However, non-flow contributions lead to di"erences between the two. Henceforth, the 𝑆𝐿 measured with
the 2PC and template-fit, methods are denoted as 𝑆2PC

𝐿
{2} and 𝑆

sub
𝐿

{2}, respectively. When making general

10

statements without reference to a specific method, 𝐿𝐿 obtained from any two-particle correlation technique
is denoted simply as 𝐿𝐿{2}.

Under the Gaussian model of eccentricity fluctuations [76], the 2- and 4-particle cumulants can be expressed
in terms of an average geometry-driven component 𝑀𝐿 and a fluctuation component ω𝐿 as:

𝑁𝐿{4} = →𝑀4
𝐿
, 𝑁𝐿{2} ↑ ↓𝐿2

𝐿
↔ = 𝑀

2
𝐿
+ ω2

𝐿
. (13)

This implies 𝑁𝐿{4} < 0, and a positive 𝑁𝐿{4} signals onset of non-Gaussian flow fluctuations, or significant
non-flow contamination. If the sign constraints are obeyed, the corresponding four-particle flow coe!cient
is then defined as:

𝐿𝐿{4} = 4
√
→𝑁𝐿{4}, (14)

and measures the contribution to the flow from the average-geometry component only.

A comparison of the results of the standard and the two- and three-subevent cumulants in the O+O and
Ne+Ne collisions shows that the two- and three-subevent results are consistent. This demonstrates that
both subevent methods e"ectively suppress non-flow in the measured phase space region. For this reason,
the 𝐿𝐿{4} results presented in this paper uses the two-subevent method.

5 Systematic uncertainties

The systematic uncertainties of the measured 𝐿𝐿 using the 2PC, template-fit, and multi-particle cumulant
methods are described in this section. The following sources of systematic uncertainty are considered:

1. MC closure: The MC closure test compares 𝐿gen
𝐿

, obtained from MC generated particles, with 𝐿
reco
𝐿

,
obtained by applying the full analysis procedure to reconstructed tracks in the MC simulation, as done
in data. The di"erence between the two is within 1% across the 𝑂T and multiplicity ranges considered
in this analysis and is conservatively assigned as a systematic uncertainty. This uncertainty accounts
for residual reconstruction e"ects not corrected in the data analysis.

2. Track selection: The track selection criteria control the relative contributions of genuine charged
particles and fake tracks entering the analysis. The stability of the results with respect to the track
selections is evaluated by varying the requirements applied to reconstructed tracks and including the
resulting variation in 𝐿𝐿 as a systematic uncertainty. The results obtained with the nominal selections
are compared with those using the tighter criteria described in Section 2. The di"erences depend on
the harmonic order and are between 0.5–1.5%.

3. Tracking e!ciency: The uncertainty in the reconstruction e!ciency and fake-rate due to ID material
modeling in the G!"#$4 simulation is accounted for by evaluating the e!ciency and fake-rates in
alternate MC samples. In each sample, a single modification is applied to the ATLAS ID geometry:
the passive material of the ID is increased by 5%, or the passive material of the IBL by 10%, or the
passive material in the services region by 25%. These variations capture the full range of data–MC
di"erences observed in dedicated studies of the ID material [77]. The variation in the results when
using these alternative models is taken as a systematic uncertainty. This uncertainty is less than
0.25%.
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Two particle correlation vs. four particle cumulant 
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 and  in photonuclear interactionsv2 ⟨pT⟩
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• Could be understood as different longitudinal decorrelation and similar radial flow in the hydro picture 
(Zhao et al PRL 129 (2022) 252302) 

• However, direct and resolved processes should be studied separately and it becomes possible
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Figure 10: The fraction of events resulting from direct photon processes, extracted from template fits of the
Õ

� �⌘
distributions, compared to the results from P����� 8 using CJKL photon PDFs. Several di�erent intervals in HT are
shown. Error bars represent statistical uncertainties only.

slightly higher fraction at larger z�, with stronger
:::::
better

:
agreement at large HT.486

5.3 Data-MC comparison487

With the application of the above-described corrections
:::::::::
corrections

:::::::::
described

::::::
above

:
and a data-driven488

correction for breakup of the photon-emitting nucleus
:::
(see

:::::::
Section

:::
7), distributions of � + A events from489

the data can be compared to the same distributions obtained from the P����� 8 MC sample. This is done490

by scaling di�erential cross-sections obtained from P����� 8 by the integrated luminosity used in the491

measurement and comparing the result to the di�erential distribution of Ncorr, the corrected yields, in the492

data. The gap selections used in the analysis are not applied to the P����� 8 sample since the data is493

already corrected for e�ects described in Section 5.1, but the same requirements on reconstructed jets are494

applied and the kinematic quantities for P����� 8 are obtained from reconstructed jets.495

Figure 11 shows distributions of the jet multiplicity and the azimuthal angle separation, ��, between the496

two jets having the highest p
jet
T values in the event. The P����� 8 prediction systematically underestimates497

the rate for events with more than two jets, likely because it only includes LO hard-scattering matrix498

elements. This aspect of P����� 8 is most likely responsible for the disagreement in the �� distribution for499

�� . 2.5 rad.500

Figure 12 shows a comparison of yjets and HT distributions between P����� 8 and data with corrections as501

described in Section 5.1. In both MC and data, the yjets distributions are shifted toward the nucleus-going502

direction because the typical photon energy is much smaller than that of the parton from which it scatters.503

The yjets distribution in data appears to be enhanced compared to the MC at both backward (yjets < �4)504
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Direct fraction from the 
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Understand roles of fluctuations in initial 
conditions: 
• Geometric fluctuations 
• Intrinsic fluctuations 

Moments of event-wise average pT distribution in 
ultra-central Pb+Pb and Xe+Xe via n-particle 
momentum correlators:

to 4% higher. The rate of falsely reconstructed ("fake") tracks, 5 (?T, [,Nrec
ch ), is found to be significant for

?T < 1 GeV in UCC collisions, where it ranges from 2% for |[ | < 1 to 8% at larger |[ |. The fake-track rate
drops rapidly for higher ?T and more peripheral collisions. Within the Nrec

ch range spanned by UCC events,
the efficiency drops by 1% with increasing Nrec

ch , while the fake rate increases by 4%. The behavior of
efficiency and fake rate in Xe+Xe collisions have similar ?T, [, and Nrec

ch dependence as Pb+Pb. At the same
Nrec

ch , the Xe+Xe efficiency is about 2% lower than the Pb+Pb efficiency, and fake rates agree within 1%.

The moments of %( [?T]) are calculated by taking advantage of computational methods developed for the
study of anisotropic flow [41, 42]. The [?T] and =-particle correlators in a single event are computed as
[?T] =

Õ
8
F8?8/

Õ
8
F8 , 22 =

Õ
8< 9

F8F 9X?8X? 9/
Õ

8< 9
F8F 9 and 23 =

Õ
8< 9<:F8F 9F:X?8X? 9X?:/

Õ
8< 9<:F8

F 9F: . Here, X?8 ⌘ ?T,8 � h[?T]i, and F8 represent weights applied to track 8 to correct for reconstruction
efficiency n8 and fake track rate 58: F8 ⌘ (1 � 58)/n8 [43]. The =

th central moment of the corresponding
%( [?T]) is obtained by averaging 2= over a given event ensemble in unit Nrec

ch intervals, denoted as
h2=i = h(X?T)=i. We also calculate the charged particle multiplicity, corrected for detector effects, in
0.5 < ?T < 5 GeV and |[ | < 2.5 as Nch =

Õ
8
F8 . The results are presented as a function of Nch.

This analysis focuses on the mean, h[?T]i, variance, h22i, and skewness, h23i. The variance and skewness
are normalized into dimensionless quantities [44]:

:2 =
h22i

h[?T]i2 , :3 =
h23i

h[?T]i3 , W =
h23i

h22i3/2 , � =
h23i h[?T]i

h22i2 . (1)

These quantities have reduced sensitivity to efficiency and fake rates. The “standard skewness”, W, is
equivalent to the skewness for a distribution with unit variance, whereas � is referred to as the “intensive
skewness”. Statistical uncertainties for these observables are computed using a standard Poisson bootstrap
method [45]. Since Nch is approximately proportional to #part, in the independent superposition scenario,
it is expected that :2 / 1/Nch, :3 / 1/(Nch)2, W / 1/

p
Nch, whereas � should be roughly independent of

Nch.

Systematic uncertainties stem from track selection, reconstruction efficiency, residual pileup, centrality
definition, and MC consistency check. Their values in the 0–60% centrality range are summarized as
follows. Uncertainties related to track selection are assessed by comparing nominal results against those
obtained with stricter criteria, resulting in deviations of < 0.5% for h[?T]i, 0.5–3% for :2, 0–1.5% for
:3, 0.5–4% for W, and 0.5–1.5% for �. Due to potentially inaccurate modeling of the detector material
in G����4, the reconstruction efficiency has up to 4% uncertainty [43]. The impact on the analysis is
evaluated by varying the efficiency within its uncertainty range, resulting in changes of around 1% for
h[?T]i, 0.5% for :2, 2–2.5% for :3, 1–1.5% for W, and 1.5–2.5% for �. The effect of residual pileup is
estimated by varying the pileup rejection criteria, leading to uncertainties less than 0.5% for all observables.
Uncertainties for the centrality definition are estimated by varying the Glauber model parameters. These
uncertainties are applicable only when results are presented in centrality intervals, and are less than 0.5%
in UCC for all observables. The H����� MC samples are used to evaluate the consistency of the %( [?T])
moments, obtained using truth particles or the reconstructed tracks with the same correction procedures for
the real data applied [34, 46]. The differences are less than 0.25% for h[?T]i and :2, and are around 1.2%
for :3, W and �.

Total systematic uncertainties for each observable are obtained by adding the individual sources in
quadrature. Among these sources, the track selection dominates the total systematic uncertainties in
mid-central and central collisions. The uncertainties are less than 1% for h[?T]i, 2–4% for :2, 2–5% for
:3, and 2–4% for W and � in both systems; they are smaller than the statistical uncertainties except for

4

Measured quantities
• An n-particle transverse momentum correlator 

defined:


• Moments: central , scaled variance , 
scaled skewness , normalised skewness 


• Averaged over activity class:  
 - number of reconstructed charged particles

 - energy in ATLAS Forward calorimeter 
(default centrality estimator)


• Estimators scaled for comparison by values in 
the 0-1% centrality bin

⟨[pT]⟩ k2
k3 ρ

Nrec
ch

−EFCal
T

7

Skewness normalised to 
variance of unit value

Where:   
 - mean momentum of particles in an event 

 - mean over a class of events
[pT]
⟨[pT]⟩

https://arxiv.org/abs/2407.06413
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• A phenomenological 2D Gaussian 
fluctuations predicts the trends well 
(R. Samanta et al. Phys. Rev. C 109 
(2024) L051902)
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