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Challenges in HEP

« Data magnitude: ~10 PB
 Growth rate: accelerated with new technology

« BEPCII — BEPCII-U (May 17, 2025): Luminosity increase ~300% at 2.35 GeV
« HEPS (2025): ~800 TB / day



Challenges in HEP

Data process workflow at HEP experiment (take Hadron collider as an example)

Extract
physics
variables

Collision, Trigger, : Statistical

MC generator Simulation analysis

« Accelerator - Data acquisition « Track & vertex « Event selection « Systematic
control  Fast reconstruction Finding and fitting « Optimizations uncertainty

 Initial-state- « Data input/output < Clusterization & - Background « Fitting
radiation * Online monitoring reconstruction of jet analysis « Uncertainty

« Parton - Detector geometry < Jettagging  Injection test propagation
showering  Detector noise + Kinematic fit « Reweighting - Radiation and VP
Hadronization -« Calibration « Detector calibration < Correlation corrections
NP-correction « Multi-scattering . corrections .

Pileup

+ Too complicated, similar lines of code as windows/macOS
- One small task need: several people + several years!
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Beijing Electron-Positron Collider (BEPC 11)



The BESIII experiment

SC magnet, 1T

Magnet yoke Muon Detector (RPC)
TOF | /8 » A D
\ A SR R 0T - |/ CGEM-IT built in 2024
o O T, - B Now already running! |

Be Beam pipe

MDC

| Total weight 750 tonnes
~40,000 readout channels

P EMC u Data rate: 5 kHz, 50 MB/s

Has been in full operation since 2008, all sub-detectors are in good status!
A lot of data to be analyzed — Use the more intelligent automatic workflow
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What is Large Language Model (LLM)

e Large language models (LLMs), normally build on Transformer architecture (Deep
Learning) and based on the next-token prediction

o It has demonstrated impressive performance in text / code generation
e GPT40, Gemini, LLaMa3 ...

e Could be used for HEP studies

« Game changer .
« A foundation model (large, EnRigedtee s

computing intensive) + fine B , I(S)ég r ||

tuning for each task individually arams: 1 § 0% L

Difficulty Groups

Questions answered correctly (%)

(smaller data set)

10.0%

Difficult

0.0%
B GPT-4.0 mGPT-3.5 ™ Humans

Scientific Reports volumel3, Article number: 18562 (2023)
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https://www.nature.com/srep

Retrieval Augment Generation (RAG)

e RAG is the most cheap & promising

solution to reduce hallucinations (4] %)
e Store private data so no need for

retraining the model

()  What is HEPS?

& HEPS stands for High Energy {
Photon Source. ltis ... ‘

| source: /docs/ihep/facilities.pdf

/

0 Provide answers based on user
intent and information
0 Provide sources of information

{ Embeddings \
§ [o.23095, "
N [ ©.34629,
| 0.674%3,
\ ©.019%3, ...]
\ VectorStore

-

| Relevant |
Doka |




Some applications based on RA * Focus on HEP
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https://indico.cern.ch/event/1543967/contributions/6513969/attachments/3079673/5450844/chATLAS%20-%20Bites%20of%20Foundation%20Models.pdf

Agent(ic): LLM with tools

A LLM agent framework consists of:

e User request: a user question or
request

e Agent: a LLM-based agent core

e Tools: manage tools except for text/
image reply; more professional tools
to finish specific tasks

e Sensor: text/video/image interface
e Planning: choose method to reply

e Memory: manage the old behavior
and reply history

User
Request

Heuesdiec
Tools Memory \ Planning
O A

Automatic Curriculum Iterative Prompting Mechanism Skill Library

async function combatZombie(bot) {

// Equip a weapon '\“ #  Mine Wood Log

“ const sword = bot.inventory.findInventoryItem( "
ke mcData.itemsByName["stone_sword"].id); ‘ Make Crafting Table
e if (sword) {
Make Crafting Table lawa}it bot.equip(sword, "hand");} f Craft Stone Sword
; else
N New await craftStoneSword(bot);} ===eee--. f Skill ‘ Make Furnace
e+ Combat f R Tock // Craft and equip a shield Retrieval '
g o .- ———>  await craftSheild(bot);  +-e-eeseeececeae. y— Craft Shield
Zombie &
} &P cook Steak
1 Combat Zombie

Env Feedback[ J Code as Refine Program

Execution Errors Actions Q
MINECRREY I
Mine Diamond Update
Exploration
Progress

Environment Self-Verification

Figure 2: VOYAGER consists of three key components: an automatic curriculum for open-ended
exploration, a skill library for increasingly complex behaviors, and an iterative prompting mechanism
that uses code as action space.

10 * VOYAGER: an agent of Minecraft



https://www.promptingguide.ai/research/llm-agents
https://voyager.minedojo.org/

Network

Supervisor

\

Hierarchical

AN
5 gﬁ»

Multi-Agent System (MAS)

For different types of tasks, agents will have different
prompts and tools, so a multi-agent system (MAS) is
needed.

Some architectures of MAS:

Round-table: fixed-order speaking
Network: free connection among agents

Supervisor: each agent is connected with a supervising
agent, who decides to call others

Hierarchical: Supervising agent as intermediate layer
Custom: each agent talks with designated agents
Talk-reasoner: Supervising agent interact with human
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Overview of Dr.Sai project

HEP-Xiwu LLM

BESIII

Data interfaces
Sensors

Device interfaces

— BOSS

------------ Actuators — Scientical tools

— Python interpreter

Vector stores

Knowledge graph

~— 2nd Pre-training

Learning Sys. — Fine-tuning J U N O, H E PS, LHAASO

— RL by human&phy.

Tasks & Required capabilities Components Applications
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https://code.ihep.ac.cn/hepai/drsai

HEP Xiwu LLM

‘ i ’ BANEA ‘ firisirt ‘%%Zﬁzg
\ HepAl-DDF ZFitk/Httpiask ‘ pip install hepai
[ APIRISE ] [ HepAIl-DDF AEHE } ggfr?://aiapi.ihep.
« RSIEMINA
1 1
. HERATY
o OB
| mees | | k@R | PDREBNE | BESIHRFDHTE
- - -

Bz

| GPUREE

| DCUBS% | | CPURRSEE |

HepAl DDF v2.0

Dr.Sai single agent

eBased on Llama3-8B,
70B, and DeepSeek

eTrained on A800 and
DCU from Sugon

eEnhanced domain
capabilities

e BESIIl actuator
*BOSS worker

eDaisy framework
eHEPSCT, ptycho

e Unified access of
models, tools
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e\/ector store
eBAAI BGE-M3
eLlama-Index

eKnowledge graph
eLightRAG

BESIII
Schema

I 013k entities
g 145K triplets

Vector store
Knowledge graph

Data [era

eHaiNougat
1 eHaiChat
\Whisper, SAM

Data @ | DBSCAN l

M’;’"* etadata
T | | |
i HepAl-DataFeeder

Al Models o

Data Flywheel System

earXiv, indico
e DOMAS framework
eScientific metadata

Data Feeder



https://daisydoc.readthedocs.io/en/latest/tutorial/hepsct.html
https://journals.iucr.org/s/issues/2024/02/00/tv5052/tv5052.pdf

Dr.Sai-BESIII

Dr.Sai-BESIIl is an application of Dr.Sai
framework, focus on the automated
workflow of the BESIII experiment

Human
Proxy * Intent understanding

* Planning
« Task Generation

e Talker-Reasoner architecture based on
AutoGen framework

e Each agent is equipped with specific
knowledge, tools, and LLM
e A Host agent is introduced to manage

group chats, making it easy to expand m
with more agents.

e A human proxy agent is introduced to « Write codes * Using sci. tools & Testing
allow humans intervene at any time.
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https://arxiv.org/pdf/2410.08328
https://github.com/microsoft/autogen

Workflow of Dr.Sai-BESIII

O

Worker(BOSS8) | request

Experts

— s - - v
Worker(Python) Controllor |

Base LLMs

O O



ne example of Dr.Sai-BESI11

eeeo O

Question/Query -

2% drsai.ihep.ac.cn

= DrSai_BESIlI_v2.00 v +

Sub-tasks

o DrSai_BESIII_v2.0.0

Code generation

J/psi-> mu+ mu-
psi(4260) -> K+ K- [J/psi -> e+ e-]

J/psi -> [rho+ -> pi+ pi0] pi-

Code execution 0770) B0

psi(4260) -> pi+ pi- [J/psi -> mu+ mu-]

psi(2S) -> K_S0 K+ pi-

Task report
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C °c ink.ihep.ac.cn/xte.. @ ¥

(venv) [liaoyp@aiboss00l 17:36 ~/sharefs/DrSai/test]

source start_worker.sh
gcc setup done
Use DrSai env: /hpcfs/bes/mlgpu/liaoyp/venv/bin/python3
[2025-07-10 17:36:28,799] [hepai/code-worker-v2-B0SS-8] [WARNING]:
worker_cwd 1s not empty: /afs/ihep.ac.cn/users/l/liaoyp/sharefs/DrS
ai/test/run_test
[2025-07-10 17:36:28,799] [hepai/code-worker-v2-B0SS-8] [INFO]: Sta
rting loop...
[2025-07-10 17:36:28,907] [worker_app.py] [INFO]: Worker register s
uccessfully: "wk-6e2a9led-4c6’
WorkerInfo(id="'wk-6e2a91e0-4c6', type='common', network_info=Worker
NetworkInfo(host='0.0.0.0', port=42899, route_prefix="'/apiv2', host
_name='aiboss001.ihep.ac.cn', worker_address="http://202.122.33.201
:42899/apiv2'), resource_info=[ModelResourcelnfo(model_name="'hepai/
code-worker-v2-B0SS-8', model_type='common', model_version='1.0', m
odel_description='This is a demo worker of HEP AI framework (HepAI)
', model_author=None, model_onwer=['liaoyp@ihep.ac.cn'], model_grou
ps=['default'], model_users=['liaoyp@ihep.ac.cn'], model_functions=
['_call__*', ‘'get_dict', 'get_float', 'get_int', ‘'get_list', ‘'get_s
tream', 'hello_world', 'inspect_environment', 'inspect_system', 'in
terface', 'list_callable_functions', 'print_function_args', 'run_co
mmand', 'search_replace', 'write_code'])], status_info=WorkerStatus
Info(speed=1, queue_length=0, status='ready'), check_heartbeat=True
, last_heartbeat=None, vserion='2.0', metadata={})
Started server process [ 1]
Waiting for application startup.
Application startup complete.
Uvicorn running on http://0.0.0.0:42899 (Press CTRL+C to

quit)




Interface of Dr.Sai-BESIII ;- - '

#RIE BESIlIAgent v + -

staerr

" DrSaiv2.0 Ul based on OpenWebU1{2025.07)

e
New files
X [hpcfs/bes/migpu/liacyp/BigModel/drsai-code-worker-
5,31 72 v2/runs/besiii/output/PipiJpsiAnalysis_DrSai/PipiJpsiAnalysis_DrSai-00-00-01/cmt/compile.log
T . [hpcfs/bes/migpu/liaoyp/BigModel/drsai-code-worker-

v2/runs/besiii/output/PipiJpsiAnalysis_DrSai/PipiJpsiAnalysis_DrSai-00-00-01/cmt/cleanup.sh

[hpcfs/bes/migpu/liacyp/BigModel/drsai-code-worker-

&R E,

v2/runs/besiii/output/PipiJpsiAnalysis_DrSai/PipiJpsiAnalysis_DrSai-00-00-01/cmt/setup.csh

Dr.Sai v1.0 Ul based on Chainlit (2024.07)

wIAd 55 v2/runs/besiii/output/PipiJpsiAnalysis_DrSai/PipiJpsiAnalysis_DrSai-00-00-01/cmt/cleanup.csh

[hpcfs/bes/migpu/liacyp/BigModel/drsai-code-worker-

Modules ' =" © Z v2/runs/besiii/output/PipiJpsiAnalysis_DrSai/PipiJpsiAnalysis_DrSai-00-00-01/cmt/setup.sh
Cryptocurrency Investment St
‘ | , o : ’ [hpcfs/bes/migpu/liacyp/BigModel/drsai-code-worker-v2/runs/logs/job_2025-01-10_193906_709794.out
e GPT-40 is speaking ... - ene zhangbolun@ihep.ac.cn #5917 '

Today o . ; [hpcfs/bes/migpu/liaoyp/BigModel/drsai-code-worker-v2/runs/logs/job_2025-01-10_193906_709794.en

3 You can ask me a quest... ) ; ; User query @ Dark Mode

you can ask me a question e \ary table
JOB KEY STATUS CREATE TIME START TIME FINISH TIME ARTIFACTS

e Alright! Here's a question for you: If you could travel anywhere in the world, where would
you go and why? user settings iob_2025-01-10.103906_ 709794 finished 2025-01-10 19:39:06 025-01-10
) Al agent reply

19:39:0 2025-01-10 19:39:22 Link

dialogue

& @

history Settings panel

. Settings /0B OQ O
. (module=BESII| Al) V'S

gpt-40

Settings panel

=43.097 GeV FE 8

FELE 'psi(2S) «> pi+ pi- [U/psi -> mus mu-] ' SERSIHFEEEIISONI {4,

3 " g ErhEM A FTEs S hnE (T EIEO S
i PR R — admin@localhost b BENFNS SRR EAECIETR ’ g 0
LLM models losowsn | L 4

»vs (module=Chat) '
@ &) Dr.sai * h

n=
ATl
f-
wn
WE
al;
J++
£

Upload files e
o Meta/Liama3-¢ ) @ Current Session Planning...
(png, pdf...) entropy of reply
Temperature | '}.s T Saved Plans
Introduction of Dr. Sai = 1 FHMBpsi(4260) -> pi+ pi- [J/psi -> mu+ mu-lIFRAE4.26 GeVAER S HOBE, HELH)psi (mumu) WAEFER, SMLERT.
Sessions 1 Here's a plan.You can edit it directly or through the chat.
‘ — Step1 gl — MBI AOBESIISTIE FB)SONTRERIE, ATHEHpsi4260) > pi+ pi- [/psi -> mu+ mu-WIEB 2SI AR .
BESIII Dr.Sai, Bolun Zhang (IHEP)
Today Step2  FIFBLEMAIPSi(4260) -> pit pi- [/psi -> mu+ mu-WIEBE 25 T SATRFFTXI LA SONT B RATARX A EMA, MTI4ERMPpsi(4260) -> pi+ pi- [/psi -> mu+ mu-1piit
RHSITEERER.

| M Epsi(4260) -> pi+... ©
Step3  EMEEMIMBESIIEI T MAISONTZR+REB, BT BIiZpsi(4260)-> pit pi- [/psi > mu+ mu-IWIELRRAGEIN, ERRHHTHIYobOptionkIA, FHER1007BH, HE
RHRZRSEIOME. inclusiveBAF IR A exclusiveRAFRIBEIIEIE.

Stepa  FUBAERRAIPSi(4260) -> pi+ pi- [/psi > mu+ mu- WA, B RS HTobOptionBI A3 KIH)SONTBFRITIEXMERMIA, MiTi4EMpsi(4260) -> pi+ pi- [/psi -
> mu+ mu-IIEETREN . BE KRS HT)obOptionHIAHRRZIEAMAT.

Step5  EER—MERMROOTSHE, ITENEAPMFIESREMR.
Step6 TR ERSONTEERE, TBRS)psi (mumu) HAREFEBEX.

Step7  FFBARKERE)SONERFRBRITEXABRA, MHERTEHHE.

Dr.Sai v2.x (Planned) Ul based on Magentic-Ul (2025.xx) ...

i C Generate New Plan

| ‘ ' B

1 7 Dr. Sai can make mistakes. Please monitor its work and intervene if necessary. (Powered by Magentic Ul)



https://github.com/Chainlit/chainlit
https://github.com/open-webui/open-webui
https://github.com/microsoft/magentic-ui

Prospect of Dr.Sai-BESIII

Dr.Sai v1
~ Drsaivi [N

Add the selection
optimization and
simple signal
extraction

Test feasibility l

Automate the
whole workflow

M
2025.07

Start at
2023.06

2024.07

Automated

workflow up to
the preliminary
event selection

18

2026.12

2027.06

Preliminary
results from the
first application
at BESIII

2029.06



In the end

LLM could be very helpful for HEP, and also for other domains!
Not just generate draft code/text, but also can be used to automate the
analysis
Dr.Sai - a multi-agent collaborative system has been developed, and one of the
application Dr.Sai-BESIII preliminarily demonstrates its ability to automate physics

analysis processes

Dr.Sai is a new system, which still needs further improvement
DSL development; Benchmark design; Better HEP-LLM ...

In the future, use Dr.Sai to quickly explore hundreds of physical processes,
which is expected to be used to search for new hadron states or new decays
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mailto:liaoyp@ihep.ac.cn

LLM nowadays: Multi-Agent System Multi-Agent
System (MAS)

However, a lot of questions appear in
the MAS (Still developing):

1. Specification issues (System design)

Wrong system design decisions, and
poor or ambiguous prompt
specifications.

2. Inter-agent misalighment (Agent

Specification Issues (41.8%) Inter-Agent Misalignment (36.9%) Task Verification (21.3%)

" coordination)
5. &b Incorrect or redundant reasoning of
* anllanil sgents
vqi;;@ x@ 3. Task verification (Quality control)
e odes: W L1 N 13w 15 mm 22 W24 w26 mm 32 Difficult to determine whether the

ot 1.2 1.4 - 2.1 - 2.3 N 25 I 31 3:3

task result is correct
* Why Do Multi-Agent LLM Systems Fail? 21



https://arxiv.org/pdf/2503.13657

* Virtual Community An Open World

Some applications based on MAS for Humans, Robots, and Society

e Real geospatial data and physics engine
e Agents with different identities and Robots to form virtual communities with World Model (3D LLM)
e Focus on community interaction and task execution (such as campaigning and voting)
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https://virtual-community-ai.github.io/
https://virtual-community-ai.github.io/
https://virtual-community-ai.github.io/

Some applications based on MAS

Automated Lab

e A Multi-Agent Al
(USTC) + automated
Lab for Chemistry

e Chemical focus

e Reader + Planner +
Robot Operator +
Executor + DSL
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https://pubs.acs.org/doi/epdf/10.1021/jacs.4c17738?ref=article_openPDF

Xiwu (3% fE): a HEP-specific fine-tuned LLM m

* arXiv:2404.08001

The brain of Dr.Sai to enhance the domain capabilities
Currently, Xiwu is based on LLaMAS3, will be upgrade to DeepSeek, Historically, LLaMA, LLaMA?2
Secondary pre-training and fine-tuning techniques

Trained on GPU-A100 previously, now trained on DCU-K100 (GPU from Sugon)
Significantly better than the base model in HEP Q&A and internal code generation (at that time)

@ User query > o Answer
_________________________ o mm oo oo
Flexible Learnable Test results

e |

B Win Tie Lose

Xiwu-13b
vs. Vicuna-13b _ 43 )
0 20 40 60 80 100
% Win Rate

Just-in-time learning On-the-fly training

ﬁ Data Collection and Cleaning Tools

* Preliminary trial work 24 https://github.com/zhangzhengde0225/Xiwu



https://arxiv.org/abs/2404.08001
https://github.com/zhangzhengde0225/Xiwu

Xiwu (3% fE): a HEP-specific fine-tuned LLM m

BOSS: BESIII Offline Software System

* arXiv:2404.08001 * Preliminary trial work 25 https://github.com/zhangzhengde0225/Xiwu



https://arxiv.org/abs/2404.08001
https://github.com/zhangzhengde0225/Xiwu

Current training data for Xiwu (JZ]E) m

e Cleaned and evaluated papers arXiv

e PDF files parser: HaiNougat, advanced iteration of the Nougat model
e Good quality chat history from HepAl platform

e The data is cleaned by human or Al (GPT4)

e 180k Question-Answer pairs in 3 months
e BESIIl internal data

e Internal memo/notes, parsed by HaiNougat

e Question-Answer pairs from internal paper review

e BESIII Offline Software System (BOSS) source code

e BESIIl public webpages and internal webpages

26 https://github.com/ai4hep/hai-nougat



https://github.com/ai4hep/hai-nougat
https://github.com/ai4hep/hai-nougat

Memory component of Dr.Sai

Memory component is based on vector store and knowledge graph

e Embeddings (BGE-M3 model from BAAI)
e RAG system (Llamalndex)

e Unified metadata and support of fragment segmentation and full-text search

27


https://arxiv.org/pdf/2402.03216
https://docs.llamaindex.ai/en/stable/

Memory component of Dr.Sai

Memory component is based on vector store and knowledge graph

e Knowledge extraction to build BESIII schema (@ Tell me the infomation about Y(4360)

e Knowledge mapping (Entity alignment,
relationship chain) & [Incorrect Output] Y(4360) is ...

e Graph storage based on Neo4;j /
Verify

e KG-RAG system (LightRAG) /
600+ Jensma® fey Ry 7T
BESIII 1 N ”
papers - 013k entities _ [Corrected Output] Y(4360) is ...
| 045k triplets  SEE.

28 Y(4360): an exotic particle with 4.36 GeV/c2 mass


https://neo4j.com
https://github.com/HKUDS/LightRAG

From answer to action: HepAI-DDF

High-performance Al Distributed Deployment Framework

Unified Access: Seamless integration of Al models, scientific
tools, vector databases, and knowledge graphs across

heterogeneous resources (CPU/GPU/DCU)
Smart Schedule: Automated heartbeat monitoring +
dynamic load balancing

Unified APl Gateway: Standardized service interfaces with
API-KEY authentication for enhanced security

Remote Model Invocation: Support for remote server
model deployment with seamless local calling experience

Adapted MCP: Model Context Protocol, Access to 2600+
+ 10+ models

MCP Server + 2 local tools

+ 2600+ MCP tools
+ In one server

* Generated by Al

29


https://aiapi001.ihep.ac.cn/mkdocs/

From answer to action: BESIII code worker

BESIII code worker HaiDDF Dr.Sai

Operation Extraction

Run Bash Command /

Code File
Message Interface

Executor i Al
Search & Replace —
Sub Process Manager 4_
I/0O Tools Inspect Working Directory*
: Git Tools
Show Diff
OW LTIErence Write File

Inspect Environment*

Undo Commit*

e |/O Tools (files and data)

e Message interface - From Q&A chatbot to expert assistant
e Executor and Job management

30



Data flywheel system

" HaiChat

Z00Mm

iINSPIRE ®

Sources

Train

Al Models

Flywheel

? Y
- > N
e
. '_-'_?-

Embedding Neo4j
l DBSCAN l

| \4
Vectors Graph

!

|
HepAl-DataFeeder

Data Feeder

Json

l

Metadata

!

31

The "data flywheel" enables
continuous model iteration and
evolution

e |mproves models by constructing
circular data pathways

e \With more collected data for
cleaning and labeling, further
enhance the models



MAS optimization: Collaboration mode

e Based Talker-Reasoner agent mode
e Multiple rounds of inquiry to achieve task execution results reflection

e Upgrade to Host led multi-agent collaboration architecture, with direct response to routine
problems and intelligent allocation of complex tasks

______________________________________________________
| T |
| L |
| I | Experts I
| L |
| | F |
I I I | : |
I User query I | consult | advice |
|

| L |
I — Task tree Jlass/gnI> Task E—_ Host BE— Reply |
I I

| : | I
I I

| TaskManager I | :
| L |
| L |
| | I I
| T |
L e a1

\ 1 k2 B 2y Iiy’«;, P £ & X e
| ask [ € | 1(JE 100 AY [ast PrOCEeSSINg

32



MAS optimization: Task Tree

e Planner divide a user-query (parent task) to sub tasks, and use Hierarchical task model
e Adopt the task tree to manage complex physics analysis tasks

e Fractal design ensures a closed-loop logic for task backtracking

e Implement task tree addition, deletion, modification, and query

B completed

. None

- ™ inprogress |

CEIRER

PRSI content = empty

CEIRERS p leaf task

(current task)

Task Tree structure

~ Firstlayer

S - Second 'Iéye'r'

33

R

[selected agent] ' [ parent task

[ [

completed

status=completed

in progress in progress

l candidate=candidate ,
status=completed

[ sub tasks ]
all completed—l

empty
| o

[return candidate]* ------------------------- :

v |
[ current task } gandiaale s> T~~~ ------- |
|| candidate=root_task

Task retrieval logic



MAS optimization: Task Tree

e Also support long-task execution

—

[ Human input

é task.status=" aused"> i . :
¥ e ‘“continue”: R IIHEHFREN

 ———

update task tree

!

Task

(0
——

[

End

](Yes

s

No
\ 4

Host

o

N————

[ Conclusion J
A

Action

<>

Yes

\ 4
Expert

)
N

No

isLongTask

>

No Reflect

Yes

(

recover
A& B P A AN BT AT )
“status”: 8 F Tester&194E 5K &

“completed”, IR fIRATIHAE S R 4P

B 5%

e other: MTALERTRKMLES, &

I el

groupchat

pending

1% & task.status="paused”

L ARA . REjobkey, L EreplyH 2

¥ #frgroupchat
2% R groupchat
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Long-task: tasks with long execution time

Q: <task1> Expected messages

A: The jobs are submitted, please hold on.

/A

Enter key words: [“status”, “continue”] to

proceed.

>> exit groupchat

Q: status

A: <job status from Tester>

>> exit groupchat

Q: continue

A: <answer to task2> (groupchat continue)
Q: <other query>

A: You have unfinished long tasks!

>> exit groupchat




MAS optimization: Domain-specific language

e Current LLM do not know the HEP data
analysis procedures and do not
understand the logics

e \We can interpret the analysis to a
Domain-specific language (DSL)
e Define each step of analysis in

sequence, so LLM can “understand”
the procedure

e 600+ BESIII published paper —
transfer to DSL manually
e DSL is served as a guide to Dr.Sai-BESIII

e Stored into RAG; find the DSL for the
analysis similar to user's target
analysis and take it as reference
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Performance of Dr.Sai-BESIII



Update: Magentic-Ul

[ &) Dr.Sai

@ Current Session

T Saved Plans

Sessions 1

Today

| 33N Epsi(4260) -> pi+... ®

Human can access and interrupt at any time based on Magentic-Ul

S

» A for: EFRILMIES i/ 4 a il e S e ~ A =] 4 a = b f 28 oo H- £ 404 S ST alm (G =
- Jl. VE y, ==gWw = I », v ] w - w = I3 J U VvV HC ==/ " =X LY 1= ) \J A A - . == 0

Plan Accepted

> Step 1: RIE— S ENEERINABESIITIR ERH)SONTEERB, BFHRE 31 psi(4260) -> pi+ pi- [J/psi - MBS ENSTEEER. V) 1 ’
e ) pe260):2 bl pE/pei mi s s “1 Single task’s status

The Coder has completed the creation of the JSON variable card code tailored for the psi(4260) -> pi+ pi- [J/psi -> mu+ mu-] physical process analysis algorithm program. The JSON a n d O u t u t/e r ro r
structure includes necessary fields such as event type, particle properties, and analysis parameters to facilitate the accurate measurement of the cross-section and the invariant p

ass of I/psi (mu+ mu-).

Step 2: FIRAKApsi(4260) -> pi+ pi- [J/psi -> mu+ mu-1¥)Ei3 25 EEREFFRAY)SONEE R RITHXAEMRA, Miu%Ekpsi(4260) -> pi+ pi- [J/psi -> mu+ mu-1#) A
BEENSITEEER.

Error code: 400 - {'detail": 'Exception: No worker with model *hepai/code-worker-v2-mapping" was found.\nException: No worker with model *hepai/code-worker-v2-mapping"

We need to create a new plan. The current step cannot be completed due to the unavailability of the required worker model. A new plan is needed to address this issue.

was found.'}

Here's a plan.You can edit it directly or through the chat.

Step1 gl —mEENEEEMBESIIZIEAISONTBERE, ATFHREH3Ipsi4260) -> pi+ pi- [/psi -> e+ e-WIBS IR DT EERF .,

Step2  FURERIIPSI4260) > pit pi- [/psi > e+ e I RS HT HOERRF AT RIAISONZ B RAITIXABAIA, MTI4RLPSi(4260) > pi+ pi- I/psi -> e+ e WNIB RS
REEER.

Step3  EREEBXMIBESIIZIEMSONER RS, AT EIERpsi(4260) -> pi+ pi- [/psi -> e+ e-IWIEIFRRIRI . B R HHTHYobOptionfllA, HAEM1001MEH, HEMR
IRAXSLIOENIRE . inclusive R4S RIBEIMEIEMexclusiveR4F R IBEIMEIE.

Type your response here and let Dr. Sai know of any changes in the browser. .

Dr. Sai can make mistakes. Please monitor its work and intervene if necessary. (Powered by Magentic Ul)
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https://github.com/microsoft/magentic-ui

