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Review of Previous Work

⚫ Generation Strategy
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Step Input Prediction

1 BOS Cell 1

2 BOS, Cell 1 Cell 2

... ... ...

n BOS, cell 1 ... cell n-1 Cell n-1

Our generation strategy is somewhat 
unconventional. We arrange the cell 
information into a sequence, sorted by 
energy from highest to lowest, and then 
let the model generate this sequence step 
by step.
Since the number of cells varies 
depending on the input four-momentum, 
we need a model capable of handling 
variable-length sequence generation. We 
initially experimented with WGAN-GP, but 
GAN generally require fixed-dimensional 
outputs. Therefore, we switched to using 
a Transformer-based approach instead.

𝑝4 → [𝑐𝑒𝑙𝑙 1, 𝑐𝑒𝑙𝑙 2, 𝑐𝑒𝑙𝑙 3, … , 𝑐𝑒𝑙𝑙 𝑛]



Review of Previous Work

⚫ Previous Result

3

In our previous results, the generated 
clusters were already well reconstructed 
in terms of their positions. However, the 
fine details of their shapes still require 
improvement. This suggests that 
incorporating the detector's geometric 
information into the model is necessary.

In addition, the model has not yet learned 
well when to stop the generation process. 
As a result, the total energy of the 
generated cluster tends to be higher than 
the original input energy.Total Energy : Real: 37.0530, Gen: 43.6340



Unified Approach for Training and Validation

In previous training runs, the validation 
loss appeared significantly better than the 
training loss. This was due to an 
inconsistency in the loss calculation 
strategies between the two phases.
We have now corrected this issue by 
aligning the loss computation approach. 
Specifically, the training loss is calculated 
by running the updated model (after the 
current epoch’s parameter updates) on the 
entire training set in a forward pass. 
Similarly, the validation loss is computed by 
applying the same model to the entire 
validation set in a forward pass.
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Update of Loss Function
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⚫ Loss of JS(x,y,z,energy): Measures the similarity 
between prediction and target.
We corrected an issue where the JS divergence 
was calculated using hard binning, which 
prevented gradients from being properly 
backpropagated. To address this, we switched to 
using a soft histogram approach.

⚫ Loss of EOS: We decided to abandon the EOS 
(End-of-Sequence) loss due to its poor 
performance. Instead, we introduced an energy 
threshold to determine when the model should 
stop generating. However, this strategy requires 
the model to learn the energy-based ordering 
accurately.

cell sequence generation

high energy

low energy

threshold : stop the generation



The Geometry  of the Detector
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To help the model learn the detector’s 
geometric structure, we implemented 
a discretization (gridding) of the 
detector space. Specifically, we first 
convert the cell positions from 
Cartesian coordinates to cylindrical 
coordinates. Then, we divide the 
detector’s geometric range into bins 
along the 𝑅, 𝑍, 𝜑 directions. The 
cylindrical coordinate values are 
mapped to their corresponding bin 
indices, effectively transforming the 
continuous positions into integer-
encoded representations.

ECAL BARREL

𝑥, 𝑦, 𝑧
↓

𝑅, 𝑍, 𝜑
↓

(𝑖𝑛𝑑𝑒𝑥_𝑅, 𝑖𝑛𝑑𝑒𝑥_𝑍, 𝑖𝑛𝑑𝑒𝑥_𝜑)



The Geometry  of the Detector
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Some issues need to be considered

⚫ The rounding operation cannot be used as part of the activation function, as it would block 
gradient flow during training. Therefore, rounding is only applied during inference, while 
floating-point values are maintained during training.

⚫ After converting coordinates into indices, the positional values become relatively large, which 
may overshadow the energy feature. To address this, we assign a separate weight to the 
energy term in the loss function, effectively amplifying the energy contribution to balance it 
against the positional features.

⚫ The current binning resolution of (28,15,32)may be too rough. Many cells are mapped to the 
same bin, leading to significant loss of spatial information in the clusters.



The Geometry  of the Detector
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Training Results
The overall loss is decreasing as expected, but the total loss still shows significant fluctuations, 
mainly driven by variations in the Total Energy Loss term.

𝐸𝑝𝑜𝑐ℎ = 64, 𝐵𝑎𝑡𝑐ℎ𝑠𝑖𝑧𝑒 = 64, 𝑁𝑢𝑚ℎ𝑒𝑎𝑑 = 8, 𝑁𝑢𝑚𝑙𝑎𝑦𝑒𝑟 = 4



The Geometry  of the Detector
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Current Issue — Mode Collapse in Output
When using the current trained model for generation, we observed that the model tends to produce 
cells concentrated around a single location. After applying rounding, the entire generated cell 
sequence becomes identical. This suggests that the model has not yet learned to generate diverse or 
realistic spatial distributions.



The Geometry  of the Detector
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Some possible reason for the collapse in output

⚫ One possible cause is an inappropriate loss function design. However, we have already tried 
various combinations of loss functions during training, but the model still produces bland 
outputs.

⚫ Another possible reason is that the model complexity is too high, while the data 
representation is too simple. Specifically, our current coarse binning may have lost important 
structural patterns in the data. As a result, the model might converge to generating a trivial, 
fixed position that minimizes the loss without truly learning the underlying distribution.

⚫ The current inference process uses autoregressive generation without any perturbation, 
which makes it prone to producing bland outputs.



Future Work
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⚫ Try reducing model complexity.

⚫ Explore finer binning to help the model learn more detailed structures.

⚫ Introduce noise sampling into the regression process.

⚫ Improve the training strategy by adding partial autoregression during 
teacher forcing to enhance inference performance.
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Thank you for listening
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