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Introduction

 ATLAS experiment in HL-LHC: need to improve spatial 

resolution and radiation tolerance.

 HL-LHC: High Luminosity → Pile-up effects → High time precision

 Future: used for 4-D tracking, serving as a technological 

reserve for the next generation.
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AC-LGAD R&D

 AC-LGAD R&D: pixelated AC-LGAD

Large pad-pitch size: 1 mm-2 mm

To study the process parameter

 Spatial resolution be better 

 as decreasing the n+ dose (from 10 P to 0.2 P)

Spatial resolution: 15 μm Timing resolution: 15-17 ps

Jitter contribution 
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AC-LGAD new submission

 New design:

Pixelated AC-LGAD with different pad-pitch size: 

50um-100um, 100um-150um, 100um-200um

 Submitted in March 2025

 Testing will be done after sensors be received 

on August 2025
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Electronics Design Targets

 Design challenges of digital ASIC:
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Digital Index

ToA <100 ps LSB @8 bits/hit

ToT 4 bits/hit

Hit rate ~75 kHz/pixel

Trigger latency 10 μs

Trigger rate 1 MHz

Constrained 
storage space 

Fast readout

Low power & area 

High time 
precision 

High granularity

DigitalAnalog



Overview

Modules for the Readout ASIC:

Cores Array: 1 core includes 8×8 pixels, the cache and trigger matching of hit data

End of Column: connects to the core array, the encoding and readout of hit data

Chip Bottom: connects to the all columns, the concentration and output of hit data 
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Core: shared memory

Function: receiving and buffering data from TDC, and processing the 

trigger matching.

Each core is same as others and they are connected in cascade.

Shared memory: reduce storage space significantly
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Core: shared memory

9

 Shared memory structure:

◇Reduce storage space significantly

◇Different position with different clusters

◇Different interleaved grouping

→Eliminate the cluster in the neighboring pixels

The cluster size



Core: shared memory

 According to hit data simulation, we compared different shared map (different shared 

pixels with different grouping in different position of the detector.)

4 pixels 8 pixels

phi 

eta 

cluster：
2~8

cluster：
2~4
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Core: core design

All cores are connected in a chain.

Global signals and data bus are spread by this chain in the core 
column

 In the core, there are several regions are connected in a chain.
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Core: region design

 Every region shared one memory.

 Two priority arbiter for LEs and TEs, to manage the address of memory

 Every cell in shared memory need a FSM to process trigger matching
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Cores: Shared memory structure 
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Core: simulation

 The cores’ results (in130 nm):

Lower density and handling high data rate

Lower power

 Conclusion: shared mem. can reduce power and area obviously.
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The performance of caching
The power comparison

The area comparison

Lost rate lower 
than the red line



EOC

 EOC: controlling the readout of cores, and 

packaging the hit data

 Packaging the data according to physical position 

can reduce the data bits. It also can compressing 

the hit map.

 Cluster size: Packaging data along the eta

direction is the most useful way (black box),

 Pixel data: read by shared map (not neighboring, 

red & blue square)

 Remapping: turning shared map into physical 

map (necessary).
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EOC: Remapping and encoding

 Encoding: when data is packed together, the hit map 

can be compressed.

 Hoffman: according to the frequency of hit map, the 

entropy is the least.

15

hit dataregion address hit map

Encoding of hit map Entropy

Bitmask 8

Binary-tree 4.74

Independent address 6.89

Multi-
step 

Hoffman

4-6-14 4.27

2-6-14 4.86

3-6-14 4.10

Pixel 
Array

Buffer

Encoder

Buffer

Bottom

Control

Pixel Array

Remap

Encoder

Buffer

Control

pixel data

region data

data packet

trigger

trig.&read

EOC

End of Column



Data 
Concentrator

...

EOC EOC EOC

Data 
Concentrator

...

EOC EOC EOC

...

Center Data 
Concentrator

Remap

Encoder

Pkt
Buffer

Bottom

16

Every Data Concentrator (DC) would 
receive the data from 8 columns

Center Data Concentrator (CDC) would 
concentrate the data of the whole chip. It has a 
trigger table



Summary and Plan

 Sensors: AC-LGAD pixelated sensors with large pitch is tested and new submission of AC-LGAD 

designed with smaller pixel size is under fabrication.

 Electronics: the scheme of the chip has been designed (digital part): Pixel array, EOC, Bottom
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Timetable and milestones
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 2024-11: Architecture design and functional module 

division ——completed

 2025-5: 

Gain layer of sensor ——completed

 Functional design of the electronics ——completed

 Tape-out plan: 

New submission of AC-LGAD is under fabrication, 

taped out in August this year

Complete the physical design of the entire chip, adding 

the analog part, in the second half of this year. 

Tape out at the beginning of next year, in the 130 nm 

process (SMIC in China). 
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