
刘格良



6/6/2025 Geliang Liu 2

Kinematic selection

Following discussions on Wednesday, kinematic selections are tightened to help the XGBoost
model work better.
Details on selection criteria are not given here.
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Kinematic selection: 2mu
Cutflow
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Kinematic selection: 2e
Cutflow
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Kinematic selection: 2q
Cutflow
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XGBoost models: correlations
2mu 2e
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XGBoost models: correlations

2q
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XGBoost models: importance
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XGBoost models: visible pt

High importance mostly due to 
rejection of 2f backgrounds.
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XGBoost models: missing mass
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XGBoost score

Shape is similar to the results 
shown last Wednesday, but the 
amplitude should be lower since 
we rejected more backgrounds in 
the kinematic selection.
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New results

For results on Wednesday
• Performance is underestimated: I smoothened the histogram, which seems to flatten the distribution, 

making the background higher in the high XGBoost score region. 
• This affects all channels.
• No longer smoothen the histogram: there may be some fluctuations, but they should not affect the result 

very much.
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New results

Much better sensitivities in 
all channels!!!

Can we make a discovery?


