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⚫ Data comes from detectors and further amplified by shaper chips to produce three linear gain scales

➢ 1 for low gain (LG)

➢ 9.9 for medium gain (MG)

➢ 93 for high gain (HG)

⚫ The Gain Selector chips (GSEL) choose one of the three gains to use, based on the value of the peak 
sample in the medium gain compared to two reference thresholds.

Introduction – Gain 

1 November 2025 2

Schematic block diagram of the Front-end board(FEB)

gain

MG ADC 

counts

< ~3600

> ~1300

yes

yes

MG

LG

HG

no

no



⚫ Energy reconstruction in LAr calorimeter

➢ A linear conversion from ADC (analog-to-digital converter) counts to current

➢ A linear factor converting into energy

• The fit to calibration show non-zero residual w.r.t. injected current (i.e. DAC) and needs to be corrected

➢ Cluster energies are increased by about 0.4% at low 𝑬𝑻, and decreased by about 0.2% at high 𝑬𝑻

Introduction – ADC non-linearity correction
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⚫ The distributions of 𝒑𝑻 and (𝑬 𝒄𝒐𝒓𝒓 − 𝑬(𝒏𝒐𝒕 𝒄𝒐𝒓𝒓) vs 𝒑𝑻) are shown for leading and subleading
electrons. 

⚫ The mean of 𝚫𝐄 is a little smaller than 0

𝒑𝑻 distributions for data23 and data24
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data23 data24



⚫ 𝒁 → 𝒆+𝒆− channel is used for Egamma calibration

➢ Standard configuration: the high gain readout is used for the majority of cells in clusters of electrons in 𝑍 → 𝑒𝑒

➢ the transition to medium gain: ~25GeV/𝑐𝑒𝑙𝑙 in 2nd layer for 𝜂 < 0.8, corresponding to electrons of 𝐸𝑇 = 50~60GeV

⚫ Use special runs to intercalibration High Gain(HG) and Medium Gain(MG)

➢ In Run2, there is a noticeable shift of the peak in 𝑚𝑒𝑒 distribution between HG and MG

➢ The threshold to switch from HG to MG readout for the cells in the second layer was lowered for special runs so that the 

MG readout is used for majority of cells

Motivation
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Peak shift



⚫ After MG and HG ADC correction, we calibrate MG and HG response using 𝑍 → 𝑒𝑒 mass peaks

Event selection
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⚫The model used for Run3 datasets
➢ESModel: es2022_R22_PRE

➢Geometry: ATLAS-R3S-2021-03-02-00

➢MVAfolder = “egammaMVACalib/offline/v7_pre”

⚫ In event level:
➢ Pass trigger: HLT_2e24_lhvloose_L12EM20VH for data23

HLT_2e24_lhvloose_L12eEM24L for data24

➢ 𝑛𝑒 ≥ 2
➢ (𝑃𝑡 > 27GeV & pass Medium ID & 𝜂 < 2.47) for leading and subleading 𝑒
➢ Exclude 𝜂𝑐𝑎𝑙𝑜[−0.05, 0.45] and 𝜙𝑐𝑎𝑙𝑜[0.88, 1.25] for leading and subleading 𝑒

⚫ No layer, in-situ scales applied

⚫ MVA calibrated energy is being compared between special and standard runs 

Excluded due to FEB issue in Run2 special runs, 

same for Run3 here to compare with Run2 result.

FEB issue is fixed in Run3, will keep these events in 

next round



⚫ Disagreement between 𝑴𝒆𝒆 obtained from HG readout and MG readout is obvious 
both in data23 and data24 

𝒎𝒆𝒆 distribution comparison 
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𝑚𝑒𝑒 distribution comparison between standard run and special run for data23 and data24

Peak shift Peak shift



⚫ Approach used to obtain the energy scale (𝜶)

➢ Categorize 𝒎𝒆𝒆 into 25 bins, 5 bins of |𝜼𝒆𝟏| × 5 bins of |𝜼𝒆𝟐|

• |𝜂| bins:[0, 0.8), [0.8, 1.37), [1.37, 1.5), [1.5, 1.8), [1.8, 2.47]

• Obtain the 𝑚𝑒𝑒 distribution in each category

➢ Fit 𝒎𝒆𝒆 histograms of standard run

• Fit the histograms with three Gaussian function and get mean(𝜇𝑠𝑡𝑑) and sigma(𝜎𝑠𝑡𝑑) of these functions

• Build based-on standard run three Gaussian function to described 𝒎𝒆𝒆 of special run

𝜇𝑠𝑝𝑒𝑐𝑖𝑎𝑙 = 𝜇𝑠𝑡𝑑 ∙ 1 + 𝛼𝑖 1 + 𝛼𝑗

𝜎𝑠𝑝𝑒𝑐𝑖𝑎𝑙 = 1 + 𝛼𝑖 1 + 𝛼𝑗 ∙ 𝜎𝑠𝑡𝑑

𝑤ℎ𝑒𝑟𝑒 𝑖 𝑎𝑛𝑑 𝑗 𝑎𝑟𝑒 𝜂 𝑟𝑒𝑔𝑖𝑜𝑛𝑠

➢ Fit all of the 𝒎𝒆𝒆 histograms of special run to obtain 𝜶

Lineshape method
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𝑴𝒆𝒆 fit results
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Standard run fit

Special run fit

⚫ Standard and special runs 𝒎𝒆𝒆 fits in some |𝜼| regions



⚫ After event selection, the pile-up distribution of the standard and special runs look very different.

⚫ In order to match the special run, the events in standard run are reweighted (nominal case).

⚫ To study the pile-up dependency, the pile-up inclusive region is divided into three regions and the 

results in individual region can be obtained

➢ Data23

• 𝜇 < 50

• 50 ≤ 𝜇 < 60

• 𝜇 ≥ 60

➢ Data24

• 𝜇 < 58

• 58 ≤ 𝜇 < 64

• 𝜇 ≥ 64

Pile-up dependency studies
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data23
data24



⚫ The impact of pile-up is not huge both in data23 and data24 especially in the first region.

⚫ The difference of two results are mainly come from 1st , 3rd and 5th region – about 0.1%.

Results of data23 and data24
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|𝜼| [0, 0.8) [0.8, 1.37) [1.37, 1.5) [1.5, 1.8) [1.8, 2.47]

Without reweight 3.96 ± 0.22 5.67 ± 0.35 7.44 ± 1.24 2.79 ± 0.68 −0.43 ± 0.43

nominal 3.93 ± 0.22 5.54 ± 0.35 7.19 ± 1.26 2.41 ± 0.68 −0.25 ± 0.43

𝜇 < 50 3.83 ± 0.49 3.84 ± 0.76 5.37 ± 2.66 5.71 ± 1.51 −0.30 ± 0.97

50 ≤ 𝜇 < 60 4.52 ± 0.36 6.36 ± 0.53 6.22 ± 1.90 2.12 ± 1.01 −0.34 ± 0.66

𝜇 ≥ 60 3.20 ± 0.38 5.44 ± 0.60 11.8 ± 2.06 0.85 ± 1.13 −0.11 ± 0.71

|𝜼| [0, 0.8) [0.8, 1.37) [1.37, 1.5) [1.5, 1.8) [1.8, 2.47]

Without reweight 2.80 ± 0.16 4.96 ± 0.25 5.48 ± 0.89 0.70 ± 0.47 −0.22 ± 0.31

nominal 3.01 ± 0.16 5.44 ± 0.25 4.45 ± 0.85 2.36 ± 0.46 −1.13 ± 0.30

𝜇 < 58 2.99 ± 0.23 5.34 ± 0.37 2.85 ± 1.25 2.94 ± 0.65 −1.03 ± 0.44

58 ≤ 𝜇 < 64 3.09 ± 0.28 5.03 ± 0.45 3.90 ± 1.57 1.55 ± 0.82 −1.27 ± 0.53

𝜇 ≥ 64 2.95 ± 0.33 5.87 ± 0.54 5.63 ± 1.92 1.99 ± 0.99 −0.68 ± 0.65

data23 data24

Unit: 0.1% in the tables



⚫ The red points are our expected results considering the OFC difference between Run2 and Run3

➢ Current run3 results in data23 have about +0.2% shift

⚫ The main reason of the shift is the difference of FEB configurations in special runs 

➢ For Run2 special run, only the thresholds of Layer 2 HG/MG are changed

➢ For Run3 special run, both of the thresholds of Layer1 and Layer2 HG/MG are changed

⚫ The results of Run2 just consider the effect of L2, but current results consider the combined effect of L1 and L2

➢ That the results are higher than extrapolated results is reasonable

Difference between Run3 and extrapolated results
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OFC extrapolated L2Gain alpha Alpha in data23

(OFC) optimal filter coefficients



Energy deposition in per layer 
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⚫ 𝜼 region considered:  𝜼 < 𝟎. 𝟖

➢ The unit is GeV in the tables

➢ Rel. differences are calculated by

𝜇𝑠𝑝𝑒𝑐𝑖𝑎𝑙 − 𝜇𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑
𝜇𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑

,
𝜎𝑠𝑝𝑒𝑐𝑖𝑎𝑙 − 𝜎𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑

𝜎𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑

The E1 difference between special and 

standard runs are bigger in data23 

since the threshold is changed. 



Statistical uncertainty
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⚫ The statistical uncertainties consist of two parts

➢ Special run statistic

• Reflected in the uncertainties of special run fit results 

➢ Standard run statistic

• Propagated to the value of the extracted 𝛼𝑖 through bootstrapping

• Generate 100 replicas with a Poisson weight distribution (λ = 1) to obtain the distribution of 𝛼𝑖

• The uncertainties are the std dev of 𝛼𝑖 distribution 

data23 data24



⚫ The systematic uncertainties mainly come from four sources

➢ Electron ID: both electron candidates pass the loose likelihood ID instead of the medium ID

➢ Ramp correction: “average” ramp correction is applied to the cell energy in L2 instead of “cell-by-cell” correction

➢ Fit range: set the fit range of 𝑚𝑒+𝑒− as [85, 95]GeV instead of [75, 105]GeV 

➢ Bias correction: the bias correction (from calibration board offset) is applied instead of no correction

Systematic uncertainties
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data23 data24



⚫ The L2 HG/MG intercalibration measurement using Run3 datasets(23 and 24) has been 

presented:

➢ There is a positive shift when comparing with previous Run2 results

⚫ Differences in the special run configuration settings account for the discrepancy between the 

data18 and data23 measurements 

➢ The results of data18 only consider the effect of L2 HG/MG

➢ while the results of data23 consider the combined effect of L1 and L2

⚫ Outlook

➢ the study of ADC non-linearity correction with Run3 samples in L1

➢Apply L1 and L2 HG/MG correction and update the results

➢Only L2 HG/MG thresholds were lowered in data25, enabling comparison with data23/data24

Summary
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Back up
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Run2 special run issue
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⚫The issue is fixed in run3



L1 configurations for standard and special run
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Setting for special run:

ADC counts ~ 1000
Setting for standard run:

ADC counts ~ 1300



Trigger in Run3
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⚫Trigger in Run3 datasets
➢Data23 special run: HLT_2e24_lhvloose_L12EM20VH 

➢Data23 standard run and data24: both of HLT_2e24_lhvloose_L12EM20VH and 

HLT_2e24_lhvloose_L12eEM24L

➢In the talk, only HLT_2e24_lhvloose_L12EM20VH is considered for data23 



⚫ The energy response difference between HG and MG

➢
∆𝐸

𝐸
= 𝛼𝐺(𝜂) ∙

1

𝛿𝑍 𝜂
∙ 𝛿𝑀𝐺

𝑒,𝛾
(𝜂, 𝐸𝑇)

➢ 𝛼𝐺(𝜂) is the energy scale difference
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𝚫𝐄 difference
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⚫In correction files

➢ for MG the correction energies 

are almost lower than 0

➢ but for HG the correction 

energies are almost higher than 0

⚫ Look at the MG purity for leading and 

subleading electrons, subleading

electrons have less MG cells

⚫ Therefore, the correction energies of 

subleading electrons are higher than 

leading electrons

11.29% 25.82%


