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Part 1 
Introduction
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• Large Language Model, which refers to a deep learning model trained on extensive 

textual data. The core mechanism of most LLMs is to predict the next word.

The cat sat on the __ The cat sat on the mat

mat

sofa

table

...

0.5

0.2

0.1

...

Prediction within a finite vocabulary 

 tokens                                                                                  probability
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An entity that can perceive its environment, make decisions, and take actions in order 

to achieve certain goals or sets of goals.

• Perception: multimodal -> text

• Decision: process text

• Action: reply or tool_call

Ø Agent = LLM + tools

Ø DIY reply_function to design the LLM output procedure

Execution

tool_call
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Multiple theoretical frameworks：

• Round-table: Members speak in a fixed sequence.

• Supervisor: Each agent communicates with only one 

supervisor agent, which selects the next agent to be 

invoked.

• Hierarchical: Supervisor can act as an intermediate layer.

• Custom: Each agent interacts only with predefined 

specific agents.

• Network: Each agent can freely choose to interact with 

any agent.
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* Why Do Multi-Agent LLM Systems Fail?

Ø Specification Issues
  - Unclear role definitions
  - Flawed interaction protocols

Ø Inter-Agent Misalignment
  - Persisting false assumptions
  - Ignoring critical inputs

Ø Absence of Task Verification
  - Surface-level validation only
  - No error-correction protocols

User: Help me draw a plot ...

C: Both of them are correct ...

A: This is a programming task ...

B: This is an execution task ...

https://arxiv.org/pdf/2503.13657
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Part 2
Dr. Sai - assistant for BESIII
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HostUser
query

reply

requestreply

Agent E

Planner Coder Tester

More …Agent D

RAG1
RAG2
RAG3

...

Base LLMs

Tools

call

result

Daemon

Message sequence

MAS

Interface

Worker(BOSS8)

Worker(Python) Controllor

...

Services
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HostUser
query

reply

requestreply

Agent E

Planner Coder Tester

More …Agent D

RAG1
RAG2
RAG3

...

Base LLMs

Tools

call

result

https://arxiv.org/pdf/2410.08328
https://github.com/microsoft/autogen
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Task proceed flowchartTask tree structure
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name Base model System prompt RAG Tool call

Host Deepseek-r1 √ - Select_expert

Planner Deepseek-v3 √ - -

Coder Deepseek-r1 √ DSL
(Domain specific language)

Mapping_algorithm
Mapping_joboption
Mapping_drawPlot

Tester Deepseek-r1 √ - Get_branch_name
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Mapping

Analysis algorithm

Joboption scripts

Drawing scripts

Necessary arguments

Tool call
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<Role definitions>
<Instructions>
<Memories from RAG>
…
<Tools>

You can consult these experts 
with their descriptions:
• Planner: an agent to plan ...
• Coder: an agent to create 

code block ...
• Tester: an agent to execute 

code block ...
<Context>

A text example to be processed by LLM

Anchor word

Plan
Create

Execute

User Prompt

Generate a code
Execute this code block

Give me a plan

Host

I know who is the 
best one to handle 

this task ...
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To address the issue of model attention being distracted by long text, we have designed message 

offloading mechanism

Ø Host: sees all the QA pairs

Ø Experts: sees the latest QA pair 

      and global info

Ø Global info: key info extracted 

      from chat history

Question             Answer                                 Discussion

Q A Q A Q A Q D D D A

Timeline

A typical conversation
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Ø We have initially developed an AI assistant for BESIII analysis, which focuses on 

modeling the physical analysis process. 

Ø Currently, it can automate some preliminary data preprocessing steps.

Ø The strength of this application lies in its excellent scalability, which allows it to 

accommodate various usage scenarios as well as a wider range of tools and tasks.

Ø Welcome to drsai.ihep.ac.cn to start your conversation!

Next to do:

Ø Support more decay modes

Ø Develop Xiwu, more component agents & tools

Ø Use Magentic-UI for more human interaction

drsai.ihep.ac.cn
https://github.com/microsoft/magentic-ui
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Part 3
Backup
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HEP AI Scientist

General 
Large 

Models
HEP Corpus 

Data
Computing 

Power
BOSS

LLaMA
Text/Imag

e

…

Dr.Sai Agents
HEP Fundation 

Models
HEP·Xiwu LLM

Literature review
Event analysis Paper/draft writing 

Master laws

Choose topic 
and complete 

researchEvent generationProgramming

AI Cross 
team

GPT-4 Deepseekv
3

Scientifc 
Data (Tens of PB)

Scientific 
Tools

QCGPU DCU
BESIII HEPS

Understand data

Discover 
laws

Alignment

New “Language”
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Mapping details

• Using BOSS8 framwork

• Take e/mu/pi/K/p + pi0/eta/K_S0/Lambda0 as stable particle

• Do not support D-tag package

• Available variables: charge/E_emc/MUC_depth/momentum/energy/cosTheta/phi 

• Only support second-order decay for now

• psi(4260) -> pi pi [Jpsi -> mu mu]   √

• psi(4260) -> pi pi [Jpsi -> [eta' -> pi+ pi- eta] K+ K-]   ×

• Total 19 steps involved LLM in the whole workflow, expect 0.95^19~38% 

probability to succeed.
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Human interruption

Single task’s status and 
output/error

Tasks progress
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Dr.Sai v1

Test feasibility

Dr.Sai v2
Automated 
workflow up to the 
preliminary event 
selection

Dr.Sai v3
Add the selection 
optimization and 
simple signal 
extraction

Start at 
2023.06

2024.07 2029.062025.07 2026.12                  2027.06

Now

Dr.Sai v4
Preliminary results 
from the first 
application at BESIII

Dr.Sai v5
Automate the whole 
workflow


