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Part 1

Introduction




Challenges in HEP

« Data Magnitude: ~10+ PB

« Growth Rate: Accelerated with new techniques

BEPCII -> BEPCII-U (May 17, 2025): Luminosity Increase ~300% at 2.35 GeV
« HEPS (2025): ~800 TB / day
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« ~700 physics results with ~700 people in 16 years
« One result normally took ~3 years

« HEP needs a more efficient tool to investigate data




From LLM to MAS R

* Large Language Model, which refers to a deep learning model trained on extensive

textual data. The core mechanism of most LLMs is to predict the next word.

tokens probability

The cat sat on the The cat sat on the

Prediction within a finite vocabulary




From LLM to MAS G

An entity that can perceive its environment, make decisions, and take actions in order

to achieve certain goals or sets of goals.

| System message

* Perception: multimodal -> text

Tool calls
Actuators

* Decision: process text _
Brain(LLM) Output

* Action: reply or tool call e G
| J z‘oo/ca//\ /

» Agent = LLM + tools

» DIY reply_function to design the LLM output procedure




From LLM to MAS

14 o ?5* ; \ '
Multiple theoretical frameworks: btk Supervisor )
 Round-table: Members speak in a fixed sequence.
e Supervisor: Each agent communicates with only one O/%\U
V

supervisor agent, which selects the next agent to be
invoked.

* Hierarchical: Supervisor can act as an intermediate layer.

* Custom: Each agent interacts only with predefined
specific agents.

 Network: Each agent can freely choose to interact with

any agent.

U

Hierarchical

AN
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From LLM to MAS

* Why Do Multi-Agent LLM Systems Fail?

» Specification Issues
- Unclear role definitions
- Flawed interaction protocols

> Inter-Agent Misalighment
- Persisting false assumptions
- lgnoring critical inputs

» Absence of Task Verification
- Surface-level validation only
- No error-correction protocols

User: Help me draw a plot ...

A: This is a programming task ...

B: This is an execution task ...
C: Both of them are correct ...



https://arxiv.org/pdf/2503.13657

ChatLas:

LLM applications

« AccGPT: A CERN Knowledge Retrieval Chatbot
An Al Assistant for the ATLAS Collaboration

- > C 25 accgpt-ui.app.cern.ch/c/9066ba d5693756aaaa = % ) [=]

Ol NewChat # = accgpt v + 3=

89 Workspace

a What are official bank holidays at CERN In 2024?

CERN Bank Holidays 2024 © - Ol accgpt

The official bank holidays at CERN in 2024 are:
&) Puppet Firewall Rule
Monday, 1 January (New Year)

Friday, 28 March (Good Friday)

Monday, 1 April (Easter Monday)
Wednesday, 1 May (1 May)

Thursday, 9 May (Ascension day)

Monday, 20 May (Whit Monday)

Thursday, 5 September ( "Jeline genevois" )

RCS-IT Engagement at CERN &

Puppet Firewall Configuration Sc
B Puppet Firewall Manifest

Connecting to LXPLUS Network Tuesday, 24 December (Christmas Eve)
AccGPT Capabilities Explained g Wednesday, 25 December (Christmas)

. Tuesday, 31 December (New Year's Eve)
CERN Bank Holidays 2024 -

Additionally, the Laboratory will be closed from Saturday, 21 December 2024 until
Firewalld Puppet Manifest Sunday, 5 January 2025 inclusive, during the end-of-year holiday period.

./ Kubernetes Cluster Topology 1 https://home.cern/news/official-news/cern/official-holidays-2024-and-end-year-closure-20242025
N P

LWAP Carvirae far Tartiarn: Duild

Manuel Guijarro

chATLAS

RAG + LLM

Internal knowledge retrieval




LLM applications

« A Multi-Agent Al (USTC) + automated Lab for Chemistry

« Component: Reader + Designer + Robot Operator + Executor, + DSL

Task description LLM-powered agents

from scientist
+ Make & measure ¥

« Exploration & screening
+ Discovery & optimization

Literature Reader Experlment Designer Robot Operator  |Computation Performer
Ho| = = =
H A . - —0 Iio io

Literature Database Automated Lab Model lerary
H(]SOI’p[J.OI’l’:‘" 1.-: e ] ; * HEntrogyMOTs OER_descriptors

On-demand research tasks

* On-board Llama 3.1 70B
* MindSpore Al framework

Task Manager

ChemAgents

Protocol Library

o KiNE@tics ™
"Jensity Fynctional Theor

A collection of maching lsaming models predioting

(7] i‘tm 1 X A deep m'n'l:“"::om pudmhom activity
o Gr‘aphene mmm "’ matal-orgame catatysts ’

(@) bpltmpes Adﬂuiw Uanufactor in o (R25miles

- A venslormer-based model predicting  molecular
B Spectro COpY Lo

Yy ;;':1&? MQJY *Deep_Learning A Pylorch-based end-to-snd muiti-functional desp
L | L Clrbon Hanotubesl-n-nl neursl network pocksge for molecular, feactive, and
: periodic systems

re) * MolecPhotocats HER oredicior

L

130 machine
learning models

2 robots & 20
automated stations

150 experimental
protocols

1 million scientific
publications

Reference to Jun Jiang

Te
L Y F

ChemAgents

-
‘¢

é}é“wﬂ

Automated Lab




LLM applications 8 S

Claude-Code: A revolutionary intelligent programming tool

Flexible task planning, agent configuration, and tool calling

TERTSEER
MH1TH3|%¥ UH13K& 126 SubAgent &2 APRIGIEM X
(ToolEngine) (Scheduler) (TaskAgent) (PermissionGW)
TRESRS
XIFIRIE BRRM S8R REHAT WERE ‘ FETRINRE MCPEERR
ARPRER I
cLiEN
AgentiZILiAER
! WURIERE LSS
(StreamGen)
1 B
VSCode£EF§ — nﬁiﬁfng ‘
entLoo
il 0 | haBEns WUZH B 4SS
(AsyncQueue) (Compressor)
Web 5 H I
FESHAKE
GHRICIZ 77 REAESER £ KHAFF A7 REEREFZRR
(Messages) (Compressed) (CLAUDE.md) (StateCache)
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Part 2
Dr. Sai - assistant for BESII|

11



Overview of Dr.Sai Agent

DrSai_BESII_v2.0.0 © +

@ DrSai_BESIIl_v2.0.0
TaskManager#&:

[ J/psi > mus+ m 3.0 LA, Himu-+HIMUCTEF; SHEHIT. @

RS Host&E:

xS
FE Plannerf=:

HirliE Sliis i 5 " MuMu'HHIEES
g , B ISR B

R mu+ mu-PEBE S

hello

trE

hello

hello

FHIMEL/psi > mu+ mu-RATE

GG

diE

steriE T

Worker(BOSS8)

Worker(Python) Controllor

Services

Daemon|

(7.

sage sequenge

=~ JLeply I request

~.V

Coder

result

Tools

= =

Base LLMs

|
|
|
|
|
|
call I
|
|
|
|
I 12



Dr.Sai Agent - MAS 8 S

« Talk-reasoner architecture based on AutoGen:

Human input

« 'Host™ answers simple questions, Expert handles professional questions |
« Advantage: quicker response + more precise task assignment C}
« Task System:
- Simulate questioning behavior @
ey m [t | [ conosn

<~ A

Sy

= ~ JLeply I request
~S<_V Experts call @ .
- o—
T T Fesuit
m; 1. Coder Tester resu Yos
RAG3 .{. Tools

—
——— = = = = = = @
| Base LLMs

13


https://arxiv.org/pdf/2410.08328
https://github.com/microsoft/autogen

Dr.Sai Agent - MAS

« Hierarchical task system
« Suitable for correlated tasks in high-enery physics

« Planner&Human can launch/modify task properties

None [selected agent] ‘l [ parent task ]7
A

completed

status=completed

[ current task ]7 candidate «— - .

) content = empty

First layer candidate=root_task
in progress in progress
. ‘l' candidate=candidate i |‘
leaf task ; Second layer [ SUD Fasks ]7 status=completed
all completed

leaftask - empty é
(current tesk) i ‘l [retum Candidate} ......................... 5
— 1
Task tree structure Task proceed flowchart

14



Dr.Sai Agent - Worker

* 1/0 Tools (files and data), execute code blocks and manage jobs
* Implemented through HaiDDF, supporting distributed one click deployment

* Connecting to BOSS8 and python environment

BESIII code worker HaiDDF Dr.Sai

Run Bash Command !

Code File
Message Interface

Eieitar iew File
Search & Replace

Sub Process Manager
1#C Tools Inspect Working Direciory*

Show Difference Git Tools

Write File

Inspect Environment*

Unde Commit*

Run on HPC Cluster

15



Dr.Sai Agent - Configration

* Base model:
* Deepseek-v3 - good at filling a template without generating any unexpected content.
* Deepseek-rl - more complex tasks

* Xiwu - a high-enery physics mode under active development, not yet available
* RAG: retrieve extra info to teach agent how to proceed domain tasks.
* Tool call: call functions to ensure a valid result

* Mapping — arguments to full scripts (analysis algorithm, joboption scripts, drawing scripts)

____name | Basemodel e -!_ Tool call

Host Deepseek-rl Select_expert
Planner Deepseek-v3 V - -

Mapping_algorithm

DSL . :
Coder Deepseek-rl V e ] Mappl.ng __joboption

Mapping_drawPlot
Tester Deepseek-rl V - Get_branch_name

16



Constraints - Mapping

Problems in HEP algorithm generation:

C++ dependency on compilation environment: Both header files and scripts need to be generated
simultaneously. The code must be compiled before execution and cannot be run directly.
Code complexity: Average length exceeding 1,000 lines, the code incorporates numerous domain-

specific definitions. General models lack the relevant physical knowledge.

Analysis algorithm

Mapping Joboption scripts

Tool call

Drawing scripts

Necessary arguments

17



Constraints - Anchor word

* Use keywords to enhance the model ability of task assignment. (Agent description <-> prompt)

9<Ro|e definitionss ) Anchor word User Prompt
<Instructions> Plan Generate a code
<Memories from RAG> Create & Execute this code block
Execute Give me a plan
<Tools>
You can consult these experts
with their descriptions: | know who is the

* Planner: an agent to plan ...
* Coder: an agent to create

best one to handle

this task ...

code block ... E]
* Tester: an agent to execute
code block ...
< >
a Context ) Host

A text example to be processed by LLM

18



Constraints - Messages G S

To address the issue of model attention being distracted by long text, we have designed message

offloading mechanism

» Host: sees all the QA pairs

» Experts: sees the latest QA pair Question Answer Discussion

Q A Q A Q A Q

Timeline

and global info

» Global info: key info extracted

from chat history

v

A typical conversation

19




Evaluation

Key comparison

. speaker

= Task Assignment </> Algorithm Generation

. tool name

BN Matches (81.58%)

. tool call arguments / output_msg -- Dict data structure &‘

B Mon-matches: Wrong S I Matches (94.67%)

I 'on-matches: Wrong e I 'Non-matches: Wrong C

I Mon-matches: Wrong

1. Task assignment:

* select wrong expert

* not use tool Total Match Rate: 81.68% Total Match Rate: 94.67%
553/677 matches 71/75 matches

2. Algorithm generation:

* generate wrong json card & Root Parsing 7 Diaviing

3. Job submission:

* generate wrong json card / get wrong arguments

I Matches (82.43%)
4 Root parsing. - B Non-matches: Wrong T
L] .

I Non-maiches: Wrong i

5. Drawing:

* wrong order to select expert
Perfect Match: 100.00% Total Match Rate: 82.43%
6. planning: - 75/75 matches 61/74 matches

B Job Submission

9

B Malches (30 54%)
B Mon-matches: Wrong T
I 'on-matches: Wrong &

Total Match Rate: 90.54%
67/74 matches

« Planning

Perfect Match: 100.00%
75/75 matches

20



Summary G S

» We have initially developed an Al assistant for BESIII analysis, which focuses on
modeling the physical analysis process.

» Currently, it can automate some preliminary data preprocessing steps.

» The strength of this application lies in its excellent scalability, which allows it to
accommodate various usage scenarios as well as a wider range of tools and tasks.

» Welcome to drsai.ihep.ac.cn to start your conversation!

Next to do:
» Support more decay modes Th -~ 1 k -
» Develop Xiwu, more component agents & tools fJ aJ n J —-5

> Use Magentic-Ul for more human interaction -



drsai.ihep.ac.cn
https://github.com/microsoft/magentic-ui

Part 3
Backup

22



Roadmap

@ Dr.

Discover :
Master laws |aws -

Sai Agents

!

Models
¢~ HEP-Xiwu LLM 44
‘ ‘ ‘ /! I"
AR Allgnment S
\\ \\\\\ ~~~~~~~~~~~ ,/,/’ 'l
Scientific 'E’ \ R o / F\ﬁ
Tools G @'al (] = Cross
BOSS < L | HEP Corpus Computing Scientifc leam
A= P Data (Tens of PB) ~
Models Data Power o
LLaMA GPT-4 Deepseeky HEPS
: Text/elmag ol SCil oc BESII|

23



PR
Backup G < S

Mapping details

Using BOSS8 framwork
Take e/mu/pi/K/p + pi0/eta/K_SO/Lambda0 as stable particle
Do not support D-tag package
Available variables: charge/E_emc/MUC_depth/momentum/energy/cosTheta/phi
Only support second-order decay for now
e psi(4260) -> pi pi [Jpsi -> mu mu] V
e psi(4260) -> pi pi [Jpsi -> [eta’ -> pi+ pi- eta] K+ K-] X
Total 19 steps involved LLM in the whole workflow, expect 0.95219~38%

probability to succeed.
24



Backup

Human can access and interrupt at any time based on Magentic-Ul
&) Dr.sai
Current Session _©__©_
g Saved Plans Step 2 of 7: Fll A4 Bi#psi(4260) -> pi+ pi- [/p... ] Ta S ks p rog re S S
LM E psi(4260) -> pi+ pi- [/psi > mu+ mu-1iIFR7E4.26 GeVEEE = EEE, HBLHpsi (mumu) MWAERE. SHNERT.

Pl

iy > Step 1: RIE— S EMNE EHRNAUBESII TR EF)SONEE-RRE, ATHRE it Hpsi(4260) -> pi+ pi- [I/psi -> mu+ mu- 1R ENSITEEER.
oday

| FEEA Epsi(4260) > pi+... © The Coder has completed the creation of the |SON variable card code tailored for the psi(4260) -> pi+ pi- [J/psi -> mu+ mu-] physical process analysis algorithm program. The JSON

structure includes necessary fields such as event type, particle properties, and analysis parameters to facilitate the accurate measurement of the cross-section and the invariant
mass of J/psi (mu+ mu-).

Step 2: FlI A4 RLAIPsi(4260) -> pi+ pi- [)/psi -> mu+ mu- ¥R RS BIERFAA R AYSONER FRMTIEXAEMA, ML Ppsi(4260) -> pi+ pi- [J/psi -> mu+ mu-13 A
BERNSTHEER.,

Error code: 400 - {'detail: 'Exception: No worker with model *hepai/code-worker-v2-mapping” was found.\nException: No worker with model *hepai/code-worker-v2-mapping’
was found.'}

Regenerate the mapping algorithm for psi(4260) -> pi+ pi- [/psi -> e+ e-]

We need to create a new plan. The current step cannot be completed due to the unavailability of the required worker model. A new plan is needed to address this issue.

Here's a plan.You can edit it directly or through the chat.

Stepl  plE— S EREERBESIIZRE AJSONTR B, AT HE543dpsi(4260) > pi+ pi- [fpsi -> e+ e WIRTRM DT HARER,
stepz  MMEMAIPsi(4260) > pit pi- [I/psi -> e+ e-WIEII DM HARRFFATXI RIHY) SONTE B R RIMTIRRAEM A, M4 Mpsi(4260) -> pit pi- [/psi -> e+ e IR F2A0S
rEERR.

step3 ERBEIEMIMBESIISEINE F)SONEBE KIS, BT EIRpsi(4260)-> pi+ pi- [/psi -> e+ e- IR TR, FERDHTHYobOptioni A, BEMI00TEA, FHEM
; RRSLIOIIE, inclusive F4FF IR IR exclusive RIS RIR B INEUR .,

Dr. Sai can make mistakes. Please monitor its work and intervene if necessary. (Powered by Magentic Ul)

=

Single task’s status and
output/error

Human interruption

25



Overview of Dr.Sai Agent

« Timeline

Add the selection
optimization and

Automate the whole
workflow

Test feasibility Now simple signal
l extraction
Start at 2024.07 2025.07 2026.12
2023.06
Automated

workflow up to the
preliminary event
selection

2027.06

Preliminary results
from the first
application at BESIII

2029.06

26



