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The QQbar singlet static potential and the QQbar  
singlet static energy are  fundamental quantities 

calculated in perturbation theory and the lattice since 
the beginning of QCD

A proper definition  of these quantities is given  in 
nonrelativistic effective field theories
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The static energy is a physical quantity  and does not 
depend on the ultrasoft cutoff
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Static singlet potential
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• The logarithmic contribution at N3LO may be extracted from the one-loop
calculation of the ultrasoft contribution;

• the single logarithmic contribution at N4LO may be extracted from the two-loop
calculation of the ultrasoft contribution.



Singlet static energy  at N^3LL  in comparison to
lattice data (red points Necco sommer 2002)

Obtain the static energy:  1) subtract the renormalon 2) 
resum the logs in the energy scales ratio
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Obtain the static energy:  1) subtract the renormalon 2) 
resum the logs in the energy scales ratio
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• The lattice data  are perfectly  described from perturbation 
theory up to more than 0.2 fm

• Allows precise extraction of fundamental parameters of QCD
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the transition region spectacularly leads from a two body Coulomb 
interaction to a three body one, depending on one length only 
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•Construct  pNRQCD for QQQ by integrating out the hard scale m 
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pNRQCD (mv ! ΛQCD)

• The (weakly coupled) EFT forQQQ baryons contains:
q, gluons, (QQQ)1 = S, (QQQ)8 = (OA 1, . . . , OA 8),
(QQQ)8 = (OS 1, . . . , OS 8)and (QQQ)10 = (∆1, . . . ,∆10).
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(QQ)8 = (OA 1, . . . , OA 8),
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In our choice, OS and OA are respectively symmetric and antisymmetric for
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Matching  the QQQ potential
up to two 

loops:

a

C∗ C

b

r = r1, r2, r3

condition (1) may be rewritten as

VC(r) = lim
TW→∞

i

TW
ln

�0|Cu W Cv†|0�
Cu
mnoC

v†
mno

, (8)

where we have kept in the denominator a colour tensor normalization factor (cf. Eq. (A5)).

It is convenient to define

�0|Cu W Cv†|0�
Cu
mnoC

v†
mno

= 1 +M(0)
(C, r) +M(1)

(C, r) +M(2)
(C, r) + . . . , (9)

with the quantities M(n) encoding all contributions of order g2n+2 ∼ αn+1
s for a given colour

representation C. Analogously we may write

VC(r) = V (0)
C (r) + V (1)

C (r) + V (2)
C (r) + . . . , (10)

where V (n)
C (r) encodes all contributions of order g2n+2 to the potential. From Eqs. (8), (9)

and (10), the order by order matching conditions for the potential read

V (0)
C (r) = lim

TW→∞

i

TW
M(0)

(C, r), (11)

V (1)
C (r) = lim

TW→∞

i

TW

�
M(1)

(C, r)− 1

2
M(0) 2

(C, r)
�
, (12)

V (2)
C (r) = lim

TW→∞

i

TW

�
M(2)

(C, r)−M(0)
(C, r)M(1)

(C, r) + 1

3
M(0) 3

(C, r)
�
, (13)

· · · · · · .

Note that the subtraction terms, M(0) 2 ∼ T 2
W , M(0)M(1) ∼ T 2

W and M(0) 3 ∼ T 3
W , are diver-

gent in the TW → ∞ limit. They cancel against divergences in M(1) and M(2). Canceling

the divergences may be interpreted as reconstructing the exponential exp (−iVC(r)TW ) in

the matching condition (1). For this reason, the procedure of verifying the finiteness of the

limits (12), (13), ... is often referred to as verifying the potential exponentiation.

III. THE STATIC POTENTIAL AT LO

To set up the notation and to discuss the octet mixing, we start by calculating the three-

quark static potential at LO, i.e. V (0)
C . The calculation can be split into two steps: the

computation of the amplitudes and the calculation of the colour factors, which will differ for

each potential. Throughout the paper we choose the Coulomb gauge for the calculation of

8

representation
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the three body part is the part that vanishes when putting 
one of the quarks at infinite distance from the other two

representation
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At leading  order: 

the three body part is the part that vanishes when putting 
one of the quarks at infinite distance from the other two

representation



QQQ lattice potentials in different color representations
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• At short distances, one recovers the zero temperature potentials.

• Singlet, octet and decuplet potentials in an equilateral configuration:
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 QQQ potential at NLO

is essentially the same that allowed us to obtain the one-loop result of the QQ singlet

potential (take into account only the diagrams that do not exponentiate), albeit more

complicated due to the presence of the three-quark diagrams, we conclude that α1
VC

(q2
q)

not only does not depend on the representation, but is the same for quark-quark and

quark-antiquark interactions. We can therefore recall Eq. (2.28) and write α1
VC

(q2
q) as

α1
VC(q

2
q) = αMS(q2

q)

�
1 +

�
31

9
CA −

20

9
TF nf

�
αMS(q2

q)

4π

�
∀C. (2.92)

We should however remark that there is no evidence, nor it is expected, that this equiva-

lence at the one-loop level between the effective coupling in the quark-antiquark potential

and in the quark-quark part of the baryonic one is preserved at higher order, nor that

the representation independence of α1
VC

(q2
q) is preserved.

We can finally define the one-loop potential in position space as the sum of the Fourier

transforms of the terms (2.91). The transform requires a careful work in handling the

logarithms appearing in α1
VC

and has been performed in [30] in order to compute the

two-loop QQ position space potential. Here we quote the one-loop part of that result,

obtaining the following expression for the baryonic potential

V 1
C (r) =

3�

i=1

f0
q (C)

αMS(µ2
)

|rq|

�
1 +

αMS(µ2
)

4π

�
2β0 log(µr�

q) + a1
��

, (2.93)

where a1 =
31
9 CA − 20

9 TF nf , β0 is the first coefficient of the β-function as in Eq. (1.16)

and r�
q = |rq| exp γ, where γ is Euler’s constant. This expression depends explicitly on

the renormalization scale µ2
. A possible choice is µ =

1
|rq | , yielding

V 1
C (r) =

3�

i=1

f0
q (C)

αMS(rq)

|rq|

�
1 +

αMS(rq)

4π
(2β0γ + a1)

�
. (2.94)

We conclude remarking that higher order diagrams introduce a three-body interaction

that is not an exponentiation of two two-body ones and the potential will thus not

be anymore a simple sum of three
1

|rq | terms. An analysis of the order g6
three-body

diagrams will be carried out in Sec. 2.4.

2.3.4 Color factors in one-loop exponentiation

In the previous section the proof of Eqs. (2.87) and (2.90) has been postponed to

this section. We now provide it starting from the singlet case. We recall from Eq.

(2.76) that the tree-level color factor is identical for the 3 (or NC(NC − 1)/2 in the

generalized baryon) possible quark-quark interactions. We thus drop the index q and

start by checking the uncrossed ladder color factor, considering the generalized baryon.

In analogy with Eq. (2.76) we can write the color factor as

f1
(S)uc =

εijkl...√
NC !

T a
ixT b

xmT a
jyT

b
ynδkoδlp . . .

εmnop...√
NC !

.

46

In general we have, to any giver loop order n

αVs(q
2
) = αMS(µ2

)

∞�

n=0

ãn(µ2/q2
)

�
αMS(µ2

)

4π

�n

(2.25)

The renormalization group equation (Eqs. (1.9) and (1.12)) implies that

αMS(q2
) =

αMS(µ2
)

1 + β0
αMS(µ2)

4π log
q2

µ2

(2.26)

where β0 is the well-known first coefficient of the QCD β-function (Eq. (1.16)). Inserting

this expression in Equation (2.25) one has

αVs(q
2
) = αMS(q2

)

∞�

n=0

an

�
αMS(q2

)

4π

�n

(2.27)

At the tree level one clearly has a0 = ã0 = 1. The one-loop calculation yields

a1 =
31

9
CA −

20

9
TF nf , ã1 = a1 + β0 log

µ2

q2
. (2.28)

The first term in a1 comes from the finite part of the gluon/ghost vacuum polarization

amplitude, while the second term comes from the finite part of the fermion loop vacuum

polarization. A detailed derivation of Eq. (2.28) will be given in Sec. 2.1.3.

It is important to remark that, as long as nf ≤ 9, αVs(q2
) is greater than αMS(q2

). The

difference does not depend on q2
and makes the potential more attractive.

2.1.3 A detailed Coulomb gauge calculation of the one-loop potential

The quark-antiquark potential is extracted from the Wilson loop (Eq. (2.12)), which is

by definition gauge-invariant, and so has to be gauge invariant too. We are thus allowed

to perform its calculation in whatever gauge suites us. As we shall see, the Coulomb

gauge is a particularly interesting choice that we will adopt throughout this work. From

a theoretical viewpoint its definition is closely related to the classical instantaneous

potential, as we shall see, whereas from a more practical viewpoint it reduces the number

of diagrams to be considered and will be greatly useful for the following computation of

the baryonic (3 quarks) potential.

The Coulomb gauge condition is

∂iA
i
= 0. (2.29)

The quantization of QCD in Coulomb gauge and the derivation of the various propaga-

tors is rather complicated [33]. Here it suffices to quote the expression for the time-time

propagator. In momentum space at order zero it simply is

D00
ab(q

2
) =

iδab

q2
(2.30)

28

a) b) c)

x�

y�

y

x

d) e) f)

FIG. 4: Diagrams appearing at order g4 in the three-quark potential.

a quark propagator and with the addition of a spectator line. Their colour factor is of course

different but the amplitude can be easily obtained from the QQ equivalent.

Three-body diagrams such as the ones in Fig. 4 d) and 4 e) do not contain a spectator

quark. We will show that diagrams of type 4 d) only contribute to the exponentiation of

the LO potential, i.e. cancel in Eq. (12) against −M(0) 2(C, r)/2, whereas the ones of type

4 e), which include also diagrams with two gluons attached to the same quark line, vanish

because they involve triple-gluon vertices of only longitudinal gluons.

A. Calculation of V (1)
C

We start by examining the two-body diagrams in Coulomb gauge. These are shown in

Fig. 4 a), b) (the ladder and crossed diagrams), c) (the Abelian vertex correction) and f)

(the gluon self-energy diagrams). In Coulomb gauge, the crossed diagram and the Abelian

13

at NLO  QQbar and QQQ potential only differ  
for the overall colour representation but the 

effective coupling of the potential is the same 

factorizes in front of the complete expression of the potential up to NLO. This reads

VC(r) =
3�

q=1

f
(0)
q

(C)αs(1/|rq|)
|rq|

�
1 +

αs

4π
(2β0γE + a1)

�
, (31)

where the colour coefficients f
(0)
q (C) may be read from Eqs. (16), (18) and (20). We recall

that, in the octet case, VO is a 2×2 matrix.

The main outcome of Eq. (31) is that at NLO the QQQ static potential and the QQ̄ static

potential [44] just differ by the overall colour representation, but that the effective coupling

of the potential, αV (1/|rq|) = αs(1/|rq|)
�
1 +

αs

4π
(2β0γE + a1)

�
, is the same for all QQ̄, QQ

and QQQ colour representations. There is no reason to believe that this result keeps holding

at NNLO. Indeed, it has been shown in [48] that the colour-singlet and colour-octet effective

couplings for the QQ̄ potential differ at NNLO.

In Feynman gauge, besides the diagram in Fig. 4 f), also the diagrams in Fig. 4 a), b)

and c) contribute to the potential. The situation is very similar to the quark-antiquark case

and it is straightforward to check that the final result up to NLO agrees with Eq. (31).

B. Colour factors in the one-loop exponentiation

In this section, we prove Eqs. (27) and (28) for all colour representations. In the singlet

case, for all q and q� we obtain

f
(1)
q

(S)lad = f
(1)
qq� (S)3body =

4

9
. (32)

Together with Eq. (16), this proves Eqs. (27) and (28). Analogously, in the decuplet case,

for all q and q� we obtain

f
(1)
q

(∆)lad = f
(1)
qq� (∆)3body =

1

9
, (33)

which again, together with Eq. (18), proves Eqs. (27) and (28). In the octet case, f
(1)
q (O)lad,

as defined in Eq. (24), f
(1)
qq� (C)3body, as defined in Eq. (26), and f

(0)
q (O), as defined in Eq.

(20), are 2×2 matrices. By explicit computation, one can show that

f
(1)
1 (O)lad =




4
9 0

0
1
9



 = (f
(0)
1 (O))

2
, f

(1)
2 (O)lad =




7
36

1
4
√
3

1
4
√
3

13
36



 = (f
(0)
2 (O))

2
,

f
(1)
3 (O)lad =




7
36 − 1

4
√
3

− 1
4
√
3

13
36



 = (f
(0)
3 (O))

2
, (34)
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same colour factor as the 
LO one C = singlet, 

octet, 
decuplet
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QQQ singlet static potential at NNLO
QQQ singlet static potential up to NNLO: full result
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Three-body potential
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consider for instance the LO expression of V o
AS(r1, r2, r3) given in Eq. (28). Under (38) it

transforms into

V o
AS(−r3,−r2,−r1) = −

√
3

4
αs

(

1

|r2|
− 1

|r1|

)

, (39)

which is the result expected from relabeling the coordinates according to Eq. (30). Let us

emphasize again that the inclusion of the octet mixing potential V o
AS in Eq. (22) is essential

for reproducing the correct transformation properties of the octet potentials.

Finally, it is interesting to apply relations (37) and (38) to the most simple case of an

equilateral geometry. In such a geometry we have a single length scale r = |r1| = |r2| = |r3|

and a single angle r̂1 · r̂2 = −r̂1 · r̂3 = r̂2 · r̂3 = cos(π/3). Whenever the potentials are invariant

under the transformations (29) and (30), which is surely the case for two-body interactions

but may not hold at higher orders, from Eq. (37) it follows that V o
AS = 0 and from Eq. (38)

that

V o
A(r) = V o

S (r) ≡ V o(r) . (40)

IV. THE QQQ SINGLET STATIC ENERGY AT O(α4
s lnαs)

The potentials of pNRQCD depend in general on a factorization scale µ separating soft

from US contributions,3 whereas the singlet static energy Es is an observable and therewith

independent of µ. As in the QQ̄ case [23], the QQQ singlet static potential V s is expected

to become µ dependent at next-to-next-to-next-to leading order (NNNLO), i.e. at order

α4
s [15]. The difference between the singlet static energy and the singlet static potential is

encoded in an ultrasoft contribution denoted δsUS, which starts contributing at order α4
s. It

depends on µ in such a way that Es, given by

Es(r1, r2, r3) = V s(r1, r2, r3;µ) + δsUS(r1, r2, r3;µ), (41)

is µ independent. The cancelation of the µ dependence of V s against δsUS at NNNLO leaves

in Es a remnant, which is a contribution of order α4
s lnαs. This is the leading perturbative

contribution to Es that is non-analytic in αs. The most convenient way to calculate the

3 This dependence, which will be displayed explicitly in the following, has been dropped in Eqs. (37)

and (38).

14

QQQ singlet static energy at order 
QQQ singlet static potential at order 

O(α4
s lnαs)

O(α4
s lnµ)

it is sufficient to calculate the leading divergence in the  
ultrasoft correction: a one loop calculation in the EFT 
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α4
s lnµ term in V s, and the α4

s lnαs term in Es, is by looking at the leading divergence

of δsUS. This requires the one-loop calculation of the color-singlet self energy as opposed to

the three-loop calculation necessary to extract the term α4
s lnµ directly from V s. We will

perform this calculation in the following section.

A. Determination of δsUS

We aim at calculating δsUS up to order α4
s. For this purpose we need the singlet and octet

propagators, and the octet mixing potential at leading order [cf. Eq. (22)],

=
ab ab

b

b

a

a
(antisymmetric octet propagator),

(symmetric octet propagator),

(singlet propagator),

(octet mixing potential),

= θ(T )e−iV sT

= θ(T )e−iV o
ST δab

= θ(T )e−iV o
AT δab

= −iV o
ASδab

(42)

as well as the singlet-to-octet interaction vertices at order ri in the multipole expansion

[cf. Eq. (23), note that the singlet couples differently to the symmetric and antisymmetric

octets],

a

a

= ig 1
2
√
2
ρρρ · Ea,

= −ig 1√
6
λλλ · Ea.

(43)

The parameter T in Eq. (42) is the propagation time. The wavy lines in Eq. (43) represent

ultrasoft gluons; note that we have written the vertices with US gluons treating the gluons

as external fields.

The most noteworthy difference with respect to the calculation of δsUS in the QQ̄ case is

that here the singlet couples to two distinct octet fields and that the octet fields mix. For

this reason the calculation in the baryonic case exhibits some novel features with respect

to the analogous mesonic case. Since the mixing of the octet fields is an effect of the same
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QQQ singlet static potential at order O(α4
s lnµ)

the mixing of the octet fields is of the same order of the 
octet energies : it must be considered to all order when 
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the resummation of the octet mixing potential 
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octet propagators 



Resummed octet propagators

order as the energies of the octets, it must be accounted for to all orders when computing the

physical octet-to-octet propagators. The resummation of the octet mixing potential gives

rise to three different types of resummed octet propagators:

(1) a resummed octet propagator, Go
S, that describes the propagation from a symmetric

initial state to a symmetric final state:

+

( )
∑ 1

1− (

+ + · · ·

= =
n = 0

n

=

∞

)
;

(2) a resummed octet propagator, Go
A, that describes the propagation from an antisym-

metric initial state to an antisymmetric final state:

∑ 1
(=

n = 0

∞
)
n

1− (
=

)
;

(3) a resummed octet propagator, Go
AS, that describes the propagation from a symmetric

initial state to an antisymmetric final state or vice versa:

(= ) .

The explicit expressions for the resummed octet propagators are most conveniently computed

in momentum space and read

−i [Go
S(E)]ab =

iδab(E − V o
A)

(E − V o
S + iε)(E − V o

A + iε)− (V o
AS)

2
, (44)

−i [Go
A(E)]ab =

iδab(E − V o
S )

(E − V o
S + iε)(E − V o

A + iε)− (V o
AS)

2
, (45)

−i [Go
AS(E)]ab =

iδabV o
AS

(E − V o
S + iε)(E − V o

A + iε)− (V o
AS)

2
, (46)

with ε → 0+. After performing a Fourier transform from energy E to time T , we obtain

ab
=

ab

b a

b a

= θ(T ) 1
E1−E2

[(

E1 − V o
A

)

e−iE1T −
(

E2 − V o
A

)

e−iE2T
]

δab ,

= θ(T ) 1
E1−E2

[(

E1 − V o
S

)

e−iE1T −
(

E2 − V o
S

)

e−iE2T
]

δab ,

= θ(T )
V o
AS

E1−E2

(

e−iE1T − e−iE2T
)

δab ,

(47)
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where

E1,2 =
V o
A + V o

S

2
±

√

(

V o
A − V o

S

2

)2

+ (V o
AS)

2 − iε . (48)

+ +

+δsUS =

FIG. 2: Leading-order contributions to δsUS. As there is no direct coupling between decuplet and

singlet fields at first order in the multipole expansion, we do not have contributions involving

decuplet degrees of freedom.

The US contribution δsUS is given at LO by the color-singlet self-energy diagrams shown

in Fig. 2. Because the singlet couples to two distinct octet fields and they mix, we have four

such diagrams [cf. Eq. (47)]. They give

δsUS = −ig2
(

1

2
√
2

)2 ∫ ∞

0

dt
1

E1 − E2

[

(E1 − V o
A)e

−it(E1−V s)

−(E2 − V o
A)e

−it(E2−V s)
]

〈ρρρ · Ea(t)ρρρ · Ea(0)〉

−ig2
(

1√
6

)2 ∫ ∞

0

dt
1

E1 − E2

[

(E1 − V o
S )e

−it(E1−V s)

−(E2 − V o
S )e

−it(E2−V s)
]

〈λλλ · Ea(t)λλλ · Ea(0)〉

+2ig2
1

2
√
2

1√
6

∫ ∞

0

dt
V o
AS

E1 − E2

[

e−it(E1−V s) −e−it(E2−V s)
]

〈ρρρ · Ea(t)λλλ · Ea(0)〉,(49)

where 〈· · · 〉 stands for a vacuum expectation value. In writing the various contributions in

Eq. (49), we have kept the same order as in Fig. 2: the first two terms correspond to the

two diagrams shown in the first line of Fig. 2, and the last contribution is the sum of the

two diagrams in the second line of Fig. 2, which are equal.

The vacuum expectation value of two chromoelectric fields reads in dimensional regular-

ization (d = 4− 2ε is the number of dimensions)

〈a · Ea(t)b ·Ea(0)〉 = a · b 4(d− 2)

(d− 1)
µ4−d

∫

dd−1q

(2π)d−1
|q|e−i|q|t +O(αs) , (50)
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1√
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(E1 − V o
S )e
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−(E2 − V o
S )e
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+2ig2
1

2
√
2

1√
6
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dt
V o
AS
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]
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Calculation of the ultrasoft contribution up to 

no decuplet 
contribution

where a and b are two generic vectors and t > 0. Performing the integrals in (49) we obtain

δsUS =
4

3

αs

π

1

E1 − E2

[(

|ρρρ|2

4
(E1 − V o

A) +
|λλλ|2

3
(E1 − V o

S )−
ρρρ · λλλ√

3
V o
AS

)

(E1 − V s)3

×
(

1

ε
− γE − ln

(E1 − V s)2

πµ2
+

5

3

)

−
(

|ρρρ|2

4
(E2 − V o

A) +
|λλλ|2

3
(E2 − V o

S )−
ρρρ · λλλ√

3
V o
AS

)

(E2 − V s)3

×
(

1

ε
− γE − ln

(E2 − V s)2

πµ2
+

5

3

)]

, (51)

where γE is the Euler–Mascheroni constant. Equation (51) comprises the entire US contri-

bution up to order α4
s . The explicit expressions may be obtained by replacing E1 and E2

with the right-hand side of Eq. (48), and V s, V o
A, V

o
S and V o

AS by the LO expressions given

in Eqs. (24), (26), (27) and (28) respectively. Equation (51) corrects the expression derived

in [15] where the mixing of the octet fields was not taken into account. Hence, the result

of [15] is retained from Eq. (51) by setting V o
AS = 0.

B. Invariance of δsUS under exchange symmetry

The US correction, δsUS, calculated in the previous section is expected to be invariant

under the exchange symmetry discussed in Sec. III. To verify this we observe that according

to Eqs. (37) and (38) the combinations (V o
A + V o

S ) and
[

(V o
A − V o

S )
2 /4 + (V o

AS)
2
]

are each

invariant. This implies that both E1 and E2 are invariant according to the definition (48).

Also the singlet static potential, V s, is invariant at LO [see Eq. (24)]. If we rewrite explicitly

the expression |ρρρ|2/4 + |λλλ|2/3 in terms of the positions of the heavy quarks with the help of

Eqs. (2) and (3),

|ρρρ|2

4
+

|λλλ|2

3
=

1

3

(

x2
1 + x2

2 + x2
3 − x1 · x2 − x1 · x3 − x2 · x3

)

, (52)

it is evident that this expression is invariant under the transformations (29) and (30). Finally,

we have to show that the expression

V o
A

|ρρρ|2
4

+ V o
S

|λλλ|2
3

+ V o
AS

ρρρ · λλλ√
3
, (53)

is also invariant. This is a straightforward, although not manifest, consequence of the trans-

formations (29), (30), (37) and (38), which completes the proof that δsUS is invariant under

the exchange symmetry. The invariance of δsUS is directly inherited by the contribution to

V s at order α4
s lnµ and the singlet static energy Es at order α4

s lnαs.
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QQQ singlet static potential at order O(α4
s lnµ)

consider for instance the LO expression of V o
AS(r1, r2, r3) given in Eq. (28). Under (38) it

transforms into

V o
AS(−r3,−r2,−r1) = −

√
3

4
αs

(

1

|r2|
− 1

|r1|

)

, (39)

which is the result expected from relabeling the coordinates according to Eq. (30). Let us

emphasize again that the inclusion of the octet mixing potential V o
AS in Eq. (22) is essential

for reproducing the correct transformation properties of the octet potentials.

Finally, it is interesting to apply relations (37) and (38) to the most simple case of an

equilateral geometry. In such a geometry we have a single length scale r = |r1| = |r2| = |r3|

and a single angle r̂1 · r̂2 = −r̂1 · r̂3 = r̂2 · r̂3 = cos(π/3). Whenever the potentials are invariant

under the transformations (29) and (30), which is surely the case for two-body interactions

but may not hold at higher orders, from Eq. (37) it follows that V o
AS = 0 and from Eq. (38)

that

V o
A(r) = V o

S (r) ≡ V o(r) . (40)

IV. THE QQQ SINGLET STATIC ENERGY AT O(α4
s lnαs)

The potentials of pNRQCD depend in general on a factorization scale µ separating soft

from US contributions,3 whereas the singlet static energy Es is an observable and therewith

independent of µ. As in the QQ̄ case [23], the QQQ singlet static potential V s is expected

to become µ dependent at next-to-next-to-next-to leading order (NNNLO), i.e. at order

α4
s [15]. The difference between the singlet static energy and the singlet static potential is

encoded in an ultrasoft contribution denoted δsUS, which starts contributing at order α4
s. It

depends on µ in such a way that Es, given by

Es(r1, r2, r3) = V s(r1, r2, r3;µ) + δsUS(r1, r2, r3;µ), (41)

is µ independent. The cancelation of the µ dependence of V s against δsUS at NNNLO leaves

in Es a remnant, which is a contribution of order α4
s lnαs. This is the leading perturbative

contribution to Es that is non-analytic in αs. The most convenient way to calculate the

3 This dependence, which will be displayed explicitly in the following, has been dropped in Eqs. (37)

and (38).
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QQQ singlet static potential at order O(α4
s lnµ)

C. The QQQ Singlet Static Potential and Energy

According to Eq. (41), the divergence and the α4
s lnµ term in δsUS must cancel against a

divergence and a term α4
s lnµ in the singlet static potential V s. Therefore the α4

s lnµ part of

the potential may be read off from Eq. (51). In a minimal subtraction scheme, the singlet

static potential up to order α4
s lnµ is then given by

V s(r1, r2, r3;µ) = V s
NNLO(r1, r2, r3)

−α4
s

3π
lnµ

[(

r21 +
(r2 + r3)2

3

)(

1

|r1|2
+

1

|r2|2
+

1

|r3|2
− 1

4

|r1|+ |r2|+ |r3|
|r1||r2||r3|

)

×
(

1

|r1|
+

1

|r2|
+

1

|r3|

)

+

(

r21 −
(r2 + r3)2

3

)(

1

|r1|2
+

1

|r2|2
+

1

|r3|2
+

5

4

|r1|+ |r2|+ |r3|
|r1||r2||r3|

)

×
(

1

|r1|
− 1

2|r2|
− 1

2|r3|

)

+r1 · (r2 + r3)

(

1

|r1|2
+

1

|r2|2
+

1

|r3|2
+

5

4

|r1|+ |r2|+ |r3|
|r1||r2||r3|

)

×
(

1

|r2|
− 1

|r3|

)]

. (54)

The singlet static potential up to order α3
s , which we have denoted by V s

NNLO, has been

calculated in Ref. [16] and is reproduced in appendix B. At order α3
s , V

s
NNLO contains the

leading three-body potential; also the new term proportional to α4
s lnµ that we have added

here is a genuine three-body potential.

Summing up the singlet static potential (54) with the US contribution (51) we obtain the

singlet static energy up to order α4
s lnαs, which reads

Es(r1, r2, r3) = V s
NNLO(r1, r2, r3)

−α4
s

3π
lnαs

[(

r21 +
(r2 + r3)2

3

)(

1

|r1|2
+

1

|r2|2
+

1

|r3|2
− 1

4

|r1|+ |r2|+ |r3|
|r1||r2||r3|

)

×
(

1

|r1|
+

1

|r2|
+

1

|r3|

)

+

(

r21 −
(r2 + r3)2

3

)(

1

|r1|2
+

1

|r2|2
+

1

|r3|2
+

5

4

|r1|+ |r2|+ |r3|
|r1||r2||r3|

)

×
(

1

|r1|
− 1

2|r2|
− 1

2|r3|

)

+r1 · (r2 + r3)

(

1

|r1|2
+

1

|r2|2
+

1

|r3|2
+

5

4

|r1|+ |r2|+ |r3|
|r1||r2||r3|

)
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C. The QQQ Singlet Static Potential and Energy

According to Eq. (41), the divergence and the α4
s lnµ term in δsUS must cancel against a

divergence and a term α4
s lnµ in the singlet static potential V s. Therefore the α4

s lnµ part of

the potential may be read off from Eq. (51). In a minimal subtraction scheme, the singlet

static potential up to order α4
s lnµ is then given by
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s

3π
lnµ
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r21 +
(r2 + r3)2

3

)(

1

|r1|2
+

1

|r2|2
+

1

|r3|2
− 1

4

|r1|+ |r2|+ |r3|
|r1||r2||r3|

)

×
(

1

|r1|
+

1

|r2|
+

1

|r3|

)

+

(

r21 −
(r2 + r3)2

3

)(

1

|r1|2
+

1

|r2|2
+

1

|r3|2
+

5

4

|r1|+ |r2|+ |r3|
|r1||r2||r3|

)

×
(

1

|r1|
− 1

2|r2|
− 1

2|r3|

)

+r1 · (r2 + r3)

(

1

|r1|2
+

1

|r2|2
+

1

|r3|2
+

5

4

|r1|+ |r2|+ |r3|
|r1||r2||r3|

)

×
(

1

|r2|
− 1

|r3|

)]

. (54)

The singlet static potential up to order α3
s , which we have denoted by V s

NNLO, has been

calculated in Ref. [16] and is reproduced in appendix B. At order α3
s , V

s
NNLO contains the

leading three-body potential; also the new term proportional to α4
s lnµ that we have added

here is a genuine three-body potential.

Summing up the singlet static potential (54) with the US contribution (51) we obtain the

singlet static energy up to order α4
s lnαs, which reads

Es(r1, r2, r3) = V s
NNLO(r1, r2, r3)

−α4
s

3π
lnαs

[(

r21 +
(r2 + r3)2

3

)(

1

|r1|2
+

1

|r2|2
+

1

|r3|2
− 1

4

|r1|+ |r2|+ |r3|
|r1||r2||r3|

)

×
(

1

|r1|
+

1

|r2|
+

1

|r3|

)

+

(

r21 −
(r2 + r3)2

3

)(

1

|r1|2
+

1

|r2|2
+

1

|r3|2
+

5

4

|r1|+ |r2|+ |r3|
|r1||r2||r3|

)

×
(

1

|r1|
− 1

2|r2|
− 1

2|r3|

)

+r1 · (r2 + r3)

(

1

|r1|2
+

1

|r2|2
+

1

|r3|2
+

5

4

|r1|+ |r2|+ |r3|
|r1||r2||r3|

)
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(

1

|r2|
− 1

|r3|

)]

. (55)

The logarithm of αs signals that an ultraviolet divergence from the US scale has canceled

against an infrared divergence from the soft scale.

Finally, it may be useful to express Eqs. (54) and (55) in a way that makes manifest the

invariance under exchange symmetry proven in Sec. IVB. First, we recall that r1, r2 and r3

are not independent (cf. Sec. IIC) and write

Es(r1, r2, r3) = Es(r2 − r3, r2, r3) ≡ Es(r2, r3), (56)

then we observe that

Es(r2, r3) = Es(r3, r2). (57)

Hence an expression of the singlet static energy, which is manifestly invariant under exchange

symmetry, is

Es(r1, r2, r3) =
Es(r2, r3) + Es(r1,−r3) + Es(−r2,−r1)

3
. (58)

Similarly one can obtain a manifestly invariant expression of the singlet static potential.

V. RENORMALIZATION GROUP IMPROVEMENT OF THE SINGLET STATIC

POTENTIAL IN AN EQUILATERAL GEOMETRY

The US logarithms that start appearing in the static potential at NNNLO may be re-

summed to all orders by solving the corresponding renormalization group equations. These

are a set of equations that describe the scale dependence of the static potentials in the dif-

ferent color representations. They follow from requiring that the static energies of the QQQ

system and its gluonic excitations are independent of the renormalization scheme. The po-

tentials in the different color representations mix under renormalization. This may be easily

understood by looking at the renormalization group equation for the singlet potential that

can be derived from µ dV s/dµ = −µ dδsUS/dµ and Eq. (51),

µ
d

dµ
V s = −8

3

αs

π

{[

V o
S − V o

A

2

(

|ρρρ|2

4
− |λλλ|2

3

)

− V o
AS

ρρρ · λλλ√
3

]

×
[

3

(

V o
S + V o

A

2
− V s

)2

+
(V o

S − V o
A)

2

4
+ (V o

AS)
2

]

+

(

V o
S + V o

A

2
− V s

)(

|ρρρ|2

4
+

|λλλ|2

3

)
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×
(

1

|r2|
− 1

|r3|

)]

. (55)
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µ
d
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3

αs

π
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V o
S − V o

A

2

(

|ρρρ|2

4
− |λλλ|2

3

)

− V o
AS

ρρρ · λλλ√
3

]

×
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3

(

V o
S + V o

A

2
− V s

)2

+
(V o

S − V o
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2
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+ (V o

AS)
2

]

+

(

V o
S + V o

A
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− V s

)(

|ρρρ|2

4
+
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3
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The logarithm of αs signals that an ultraviolet divergence from the US scale has canceled

against an infrared divergence from the soft scale.

Finally, it may be useful to express Eqs. (54) and (55) in a way that makes manifest the

invariance under exchange symmetry proven in Sec. IVB. First, we recall that r1, r2 and r3

are not independent (cf. Sec. IIC) and write

Es(r1, r2, r3) = Es(r2 − r3, r2, r3) ≡ Es(r2, r3), (56)

then we observe that

Es(r2, r3) = Es(r3, r2). (57)

Hence an expression of the singlet static energy, which is manifestly invariant under exchange

symmetry, is

Es(r1, r2, r3) =
Es(r2, r3) + Es(r1,−r3) + Es(−r2,−r1)

3
. (58)

Similarly one can obtain a manifestly invariant expression of the singlet static potential.
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ferent color representations. They follow from requiring that the static energies of the QQQ
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It shows the explicit dependence of the running of V s on the octet potentials and octet

mixing potential.

In the QQ̄ case the renormalization group equations have been solved for the singlet

static potential at next-to-next-to-leading logarithmic (NNLL) accuracy in [25] and at next-

to-next-to-next-to-leading logarithmic (NNNLL) accuracy in [26].4 In the QQQ case similar

results can be obtained by solving Eq. (59) with the corresponding renormalization group

equations for the octet and decuplet potentials. There is however a difference between

the QQ̄ and the QQQ case that is worth highlighting. While in a QQ̄ system there is

just one length, the distance between the heavy quark and antiquark, the generic three-

body system is characterized by more than one length. For a general three-body geometry,

therefore, logarithmic corrections in the US scale could be numerically as important as finite

logarithms involving ratios among the different lengths of the system. The calculation of

these finite logarithms requires the calculation of the QQQ static Wilson loop. However,

these logarithms are unimportant if the distances between the heavy quarks are similar. In

the following, we will therefore restrict ourselves to the simplest case of three static quarks

located at the corners of an equilateral triangle. In this situation, the three-body system is

characterized, like the two-body one, by just one fundamental length, which can be identified

with the length of each side of the triangle: |r1| = |r2| = |r3| = r.

In the equilateral limit at least up to NLO, the different octet fields do not mix, moreover,

as has been shown in Eq. (40), the two octet potentials V o
S and V o

A are equal. The US

contribution for the singlet static energy follows by specializing the general formula (51)

to the equilateral limit. The US contributions for the octet and decuplet static energies

can be derived along the same lines (cf. also the calculation of the US corrections for the

QQ̄ octet potential in Ref. [22]). In particular, in the equilateral limit one has to consider

only the diagrams shown in Fig. 3, since octet-to-octet diagrams with an intermediate octet

propagator in the loop are scaleless for V o
S = V o

A = V o, and thus vanish in dimensional

regularization. Moreover, the US leading-order contribution for the symmetric octet is equal

4 An NNLL accuracy amounts at resumming α3
s (αs lnµ)n terms and an NNNLL accuracy amounts at

resumming α4
s (αs lnµ)n terms, with n ∈ N0.
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we have more than one length. For a general three-body geometry
logs corrections in the US scale can be as important as finite logs 

involving ratios among the different lengths. The calculation of this 
finite terms requires the calculation of the QQQ Wilson loop.
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It shows the explicit dependence of the running of V s on the octet potentials and octet

mixing potential.

In the QQ̄ case the renormalization group equations have been solved for the singlet

static potential at next-to-next-to-leading logarithmic (NNLL) accuracy in [25] and at next-

to-next-to-next-to-leading logarithmic (NNNLL) accuracy in [26].4 In the QQQ case similar

results can be obtained by solving Eq. (59) with the corresponding renormalization group

equations for the octet and decuplet potentials. There is however a difference between

the QQ̄ and the QQQ case that is worth highlighting. While in a QQ̄ system there is

just one length, the distance between the heavy quark and antiquark, the generic three-

body system is characterized by more than one length. For a general three-body geometry,

therefore, logarithmic corrections in the US scale could be numerically as important as finite

logarithms involving ratios among the different lengths of the system. The calculation of

these finite logarithms requires the calculation of the QQQ static Wilson loop. However,

these logarithms are unimportant if the distances between the heavy quarks are similar. In

the following, we will therefore restrict ourselves to the simplest case of three static quarks

located at the corners of an equilateral triangle. In this situation, the three-body system is

characterized, like the two-body one, by just one fundamental length, which can be identified

with the length of each side of the triangle: |r1| = |r2| = |r3| = r.

In the equilateral limit at least up to NLO, the different octet fields do not mix, moreover,

as has been shown in Eq. (40), the two octet potentials V o
S and V o

A are equal. The US

contribution for the singlet static energy follows by specializing the general formula (51)

to the equilateral limit. The US contributions for the octet and decuplet static energies

can be derived along the same lines (cf. also the calculation of the US corrections for the

QQ̄ octet potential in Ref. [22]). In particular, in the equilateral limit one has to consider

only the diagrams shown in Fig. 3, since octet-to-octet diagrams with an intermediate octet

propagator in the loop are scaleless for V o
S = V o

A = V o, and thus vanish in dimensional

regularization. Moreover, the US leading-order contribution for the symmetric octet is equal

4 An NNLL accuracy amounts at resumming α3
s (αs lnµ)n terms and an NNNLL accuracy amounts at

resumming α4
s (αs lnµ)n terms, with n ∈ N0.
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FIG. 3: Leading-order ultrasoft contributions to the singlet, δsUS, octet, δoUS, and de-

cuplet, δdUS, energies in an equilateral geometry. The triple lines represent the decu-

plet propagator, θ(T )e−iV dT δδδ′ ; the decuplet can couple to a symmetric octet, with vertex

ig 2√
3

(

εijkT a
ii′T

b
jj′∆∆∆

δ
i′j′k

)

λλλ·Eb, or to an antisymmetric octet, with vertex ig
(

εijkT a
ii′T

b
jj′∆∆∆

δ
i′j′k

)

ρρρ·Eb;

the other propagators and vertices have been introduced in Eqs. (42) and (43).

to the one for the antisymmetric octet; we call it, δoUS. The divergent parts of the diagrams

shown in Fig. 3 give rise to the following renormalization group equations valid for the

singlet, octet and decuplet static potentials of three quarks located at the corners of an

equilateral triangle of side length r:










































µ
d

dµ
V s = − 4

3π
αsr

2(V o − V s)3 +O(α5
s )

µ
d

dµ
V o =

1

12π
αsr

2
[

(V o − V s)3 + 5(V o − V d)3
]

+O(α5
s )

µ
d

dµ
V d = − 2

3π
αsr

2(V o − V d)3 +O(α5
s )

µ
d

dµ
αs = αsβ(αs)

. (60)

The first equation is just the equilateral limit of Eq. (59). The last equation describes the

running of the strong coupling constant, where β(αs) = −αsβ0/(2π) + O(α2
s ) is the beta

function; the first coefficient of the beta function is β0 = 11 − 2/3nl with nl the number of

light-quark flavors. By observing that

V o − V s = −(V o − V d) +O(α3
s ) , (61)

as follows straightforwardly from the results of [16], the system of equations (60) can be split

22
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s ) is the beta
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The two sets of equations can be solved as in [25] leading to5

V s(r;µ) = V s
NNLO(r)− 9

α3
s(1/r)

β0r
ln

αs(1/r)

αs(µ)
, (64)

V o(r;µ) = V o
NNLO(r)−

9

4

α3
s (1/r)

β0r
ln

αs(1/r)

αs(µ)
, (65)

V d(r;µ) = V d
NNLO(r) +

9

2

α3
s (1/r)

β0r
ln

αs(1/r)

αs(µ)
. (66)

The singlet static potential is known at NNLO, hence Eq. (64) provides the complete ex-

pression of the singlet static potential at NNLL accuracy in an equilateral geometry. This

is the most accurate perturbative determination of this quantity. Instead neither the octet

nor the decuplet potentials are known beyond NLO (see [16]).

VI. CONCLUSIONS

In the paper, we have reconsidered the construction of pNRQCD for systems made of

three heavy quarks with equal masses. We have, in particular, rederived the pNRQCD La-

grangian in the static limit and put special attention to the symmetry under exchange of

the heavy-quark fields. Although the symmetry is an obvious property of these systems, its

consequences for the pNRQCD Lagrangian and in particular for its octet sector have been

explored here for the first time. Three static quarks may be cast either in a color-singlet,

two distinct color-octets or a color-decuplet configuration. Whereas the color singlet is com-

pletely antisymmetric and the color decuplet is completely symmetric in the color-indices,

5 All coupling constants in V s
NNLO

(r), V o
NNLO

(r) and V d
NNLO

(r) are evaluated at the scale 1/r.
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Conclusions

These are the most accurate determinations of the 
QQQ singlet static and energy in perturbative QCD 

In the special situation where the quarks are located 
at the corners  of an equilateral triangle  we have 
solved the RG eqs at NNLL accuracy obtaining the 

expression for the QQQ singlet static potential at  
NNLL accuracy  

The new contribution to the potential  is a three body 
interaction and together with the three body 

interaction at two loop order may provide new insight  
on the emergence of a long range three body 

interaction governed by only one fundamental length

We have computed the QQQ  singlet static potential at order 

α4
s lnµ and the singlet static energy at order  α4

s lnαs
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 Let us consider some simple geometries 

(A) Isosceles geometry in a plane

In this geometry, the three quarks are placed in different positions of the same plane, with

two distances chosen to be equal: |r2| = |r3| = r and r̂2 · r̂3 = cos θ. The quarks are located

at the vertices of an isosceles triangle. The potential V tot
HC

depends on r and θ; it has the

form

V tot
HC

(r, θ) = fH(C)α3
s

cH(θ)

r
. (57)

In Fig. 9(a), we plot cH(θ) as a function of θ. The coefficient is always positive, giving rise

to an attractive contribution to the potential, both in the singlet and decuplet channels (we

recall that the colour factors (51) are negative). The dependence on the angle θ, i.e. on the

geometry of the configuration at fixed r, is weak: cH(θ) ranges from a maximum of about

1.46 at θ ≈ 0.65 to a minimum of about 0.49 at θ = π. On the contrary, the dependence

on the geometry of the two-body contributions to the potential, such as Eq. (14), is much

stronger. In particular, the two-body contribution diverges in |r1| = 0, i.e. for θ = 0.

The weaker dependence on the geometry of the three-body contribution with respect to

the two-body contribution could signal the onset of a smooth transition towards the long-

distance Y-shaped three-body potential seen in the lattice data. This long-distance potential

turns out to depend only on one length, L, which is the sum of the distances between the

Fermat point of the triangle made of the three quarks and the three quarks. For isosceles

triangles, L has the following dependence on r and θ:

L = g(θ)r, where g(θ) =





cos

θ
2 +

√
3 sin

θ
2 for 0 ≤ θ ≤ 2π/3

2 for 2π/3 < θ ≤ π
. (58)

Note that the Fermat point of any triangle with an angle greater or equal than 2π/3 is

located at the vertex of that angle. In terms of L, Eq. (57) becomes

V tot
HC

(L, θ) = fH(C)α3
s

g(θ)cH(θ)

L
. (59)

In Fig. 9(b), for completeness, we plot g(θ)cH(θ) as a function of θ. The plot is qualitatively

very similar to the plot of cH(θ): the maximum gets shifted to θ ≈ 1.047, numerically

equivalent to the equilateral geometry θ = π/3, which thus appears to be the energetically

favored one for V tot
HC

(L, θ) at fixed L.

(A.1) θ = 0: two quarks in the same position

A special case of isosceles geometry is θ = 0, where two quarks are located in the same
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equivalent to the equilateral geometry θ = π/3, which thus appears to be the energetically

favored one for V tot
HC

(L, θ) at fixed L.

(A.1) θ = 0: two quarks in the same position

A special case of isosceles geometry is θ = 0, where two quarks are located in the same
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(A) Isosceles geometry in a plane

In this geometry, the three quarks are placed in different positions of the same plane, with

two distances chosen to be equal: |r2| = |r3| = r and r̂2 · r̂3 = cos θ. The quarks are located
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In Fig. 9(a), we plot cH(θ) as a function of θ. The coefficient is always positive, giving rise
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stronger. In particular, the two-body contribution diverges in |r1| = 0, i.e. for θ = 0.
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the two-body contribution could signal the onset of a smooth transition towards the long-
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FIG. 9: In Fig. (a), we plot the coefficient cH(θ) as defined in Eq. (57) and obtained from the

numerical integration of Eq. (B3). In Fig. (b), we plot g(θ)cH(θ).

position. From

�
d(q̂2 · q̂3) HC(q2,q3) = 0, it follows that VHC(0, r3) = VHC(r2,0) = 0,

hence V tot
HC

(r, 0) = 2VHC(r, r). The three-body potential is finite and given by:

V tot
HC

(r, 0) = fH(C)α
3
s

cH(0)

r
, with cH(0) = 6− π2

2
. (60)

(A.2) θ = π/3: planar equilateral geometry

In the equilateral case, we have cH(π/3) ≈ 1.377. We may compare the relative magnitude

of the three-body contribution to the tree-level potential. In the singlet case (cf. Eq. (17)),

the ratio yields
V tot
H s (r)

V (0)
s (r)

=
cH(π/3)

4
α2
s (1/r) ≈

α2
s (1/r)

2.90
, (61)

where we have made explicit the scale dependence of the coupling constant. We note that,

using αs at one loop, V tot
H s (r) may become as large as one sixth of the tree-level Coulomb

potential in the region around 0.3 fm, where, at least in the QQ case, perturbation theory

still holds [13].

(B) Generic geometry

In the most general geometry, the three-body potential (56) depends on two coordinates.

We may arbitrarily chose one of these coordinates to be L, leaving the other unspecified. If

we call a, b, c the lengths of the three sides of the triangle made of the three quarks, then L
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located at the vertex of that angle. In terms of L, Eq. (57) becomes
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In Fig. 9(b), for completeness, we plot g(θ)cH(θ) as a function of θ. The plot is qualitatively

very similar to the plot of cH(θ): the maximum gets shifted to θ ≈ 1.047, numerically
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FIG. 9: In Fig. (a), we plot the coefficient cH(θ) as defined in Eq. (57) and obtained from the

numerical integration of Eq. (B3). In Fig. (b), we plot g(θ)cH(θ).

position. From

�
d(q̂2 · q̂3) HC(q2,q3) = 0, it follows that VHC(0, r3) = VHC(r2,0) = 0,

hence V tot
HC

(r, 0) = 2VHC(r, r). The three-body potential is finite and given by:

V tot
HC

(r, 0) = fH(C)α
3
s

cH(0)

r
, with cH(0) = 6− π2

2
. (60)

(A.2) θ = π/3: planar equilateral geometry

In the equilateral case, we have cH(π/3) ≈ 1.377. We may compare the relative magnitude

of the three-body contribution to the tree-level potential. In the singlet case (cf. Eq. (17)),

the ratio yields
V tot
H s (r)

V (0)
s (r)

=
cH(π/3)

4
α2
s (1/r) ≈

α2
s (1/r)

2.90
, (61)

where we have made explicit the scale dependence of the coupling constant. We note that,

using αs at one loop, V tot
H s (r) may become as large as one sixth of the tree-level Coulomb

potential in the region around 0.3 fm, where, at least in the QQ case, perturbation theory

still holds [13].

(B) Generic geometry

In the most general geometry, the three-body potential (56) depends on two coordinates.

We may arbitrarily chose one of these coordinates to be L, leaving the other unspecified. If

we call a, b, c the lengths of the three sides of the triangle made of the three quarks, then L
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 Let us consider some simple geometries 

(A) Isosceles geometry in a plane

In this geometry, the three quarks are placed in different positions of the same plane, with

two distances chosen to be equal: |r2| = |r3| = r and r̂2 · r̂3 = cos θ. The quarks are located

at the vertices of an isosceles triangle. The potential V tot
HC

depends on r and θ; it has the

form

V tot
HC

(r, θ) = fH(C)α3
s

cH(θ)

r
. (57)

In Fig. 9(a), we plot cH(θ) as a function of θ. The coefficient is always positive, giving rise

to an attractive contribution to the potential, both in the singlet and decuplet channels (we

recall that the colour factors (51) are negative). The dependence on the angle θ, i.e. on the

geometry of the configuration at fixed r, is weak: cH(θ) ranges from a maximum of about

1.46 at θ ≈ 0.65 to a minimum of about 0.49 at θ = π. On the contrary, the dependence

on the geometry of the two-body contributions to the potential, such as Eq. (14), is much

stronger. In particular, the two-body contribution diverges in |r1| = 0, i.e. for θ = 0.

The weaker dependence on the geometry of the three-body contribution with respect to

the two-body contribution could signal the onset of a smooth transition towards the long-

distance Y-shaped three-body potential seen in the lattice data. This long-distance potential

turns out to depend only on one length, L, which is the sum of the distances between the

Fermat point of the triangle made of the three quarks and the three quarks. For isosceles

triangles, L has the following dependence on r and θ:

L = g(θ)r, where g(θ) =





cos

θ
2 +

√
3 sin

θ
2 for 0 ≤ θ ≤ 2π/3

2 for 2π/3 < θ ≤ π
. (58)

Note that the Fermat point of any triangle with an angle greater or equal than 2π/3 is

located at the vertex of that angle. In terms of L, Eq. (57) becomes

V tot
HC

(L, θ) = fH(C)α3
s

g(θ)cH(θ)

L
. (59)

In Fig. 9(b), for completeness, we plot g(θ)cH(θ) as a function of θ. The plot is qualitatively

very similar to the plot of cH(θ): the maximum gets shifted to θ ≈ 1.047, numerically

equivalent to the equilateral geometry θ = π/3, which thus appears to be the energetically

favored one for V tot
HC

(L, θ) at fixed L.

(A.1) θ = 0: two quarks in the same position

A special case of isosceles geometry is θ = 0, where two quarks are located in the same
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FIG. 9: In Fig. (a), we plot the coefficient cH(θ) as defined in Eq. (57) and obtained from the

numerical integration of Eq. (B3). In Fig. (b), we plot g(θ)cH(θ).

position. From

�
d(q̂2 · q̂3) HC(q2,q3) = 0, it follows that VHC(0, r3) = VHC(r2,0) = 0,

hence V tot
HC

(r, 0) = 2VHC(r, r). The three-body potential is finite and given by:
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(A.2) θ = π/3: planar equilateral geometry

In the equilateral case, we have cH(π/3) ≈ 1.377. We may compare the relative magnitude

of the three-body contribution to the tree-level potential. In the singlet case (cf. Eq. (17)),

the ratio yields
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=
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4
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where we have made explicit the scale dependence of the coupling constant. We note that,
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In the most general geometry, the three-body potential (56) depends on two coordinates.

We may arbitrarily chose one of these coordinates to be L, leaving the other unspecified. If

we call a, b, c the lengths of the three sides of the triangle made of the three quarks, then L
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very similar to the plot of cH(θ): the maximum gets shifted to θ ≈ 1.047, numerically
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favored one for V tot
HC

(L, θ) at fixed L.
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A special case of isosceles geometry is θ = 0, where two quarks are located in the same
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FIG. 9: In Fig. (a), we plot the coefficient cH(θ) as defined in Eq. (57) and obtained from the

numerical integration of Eq. (B3). In Fig. (b), we plot g(θ)cH(θ).

position. From

�
d(q̂2 · q̂3) HC(q2,q3) = 0, it follows that VHC(0, r3) = VHC(r2,0) = 0,

hence V tot
HC

(r, 0) = 2VHC(r, r). The three-body potential is finite and given by:

V tot
HC

(r, 0) = fH(C)α
3
s

cH(0)

r
, with cH(0) = 6− π2

2
. (60)

(A.2) θ = π/3: planar equilateral geometry

In the equilateral case, we have cH(π/3) ≈ 1.377. We may compare the relative magnitude

of the three-body contribution to the tree-level potential. In the singlet case (cf. Eq. (17)),

the ratio yields
V tot
H s (r)

V (0)
s (r)

=
cH(π/3)

4
α2
s (1/r) ≈

α2
s (1/r)

2.90
, (61)

where we have made explicit the scale dependence of the coupling constant. We note that,

using αs at one loop, V tot
H s (r) may become as large as one sixth of the tree-level Coulomb

potential in the region around 0.3 fm, where, at least in the QQ case, perturbation theory

still holds [13].

(B) Generic geometry

In the most general geometry, the three-body potential (56) depends on two coordinates.

We may arbitrarily chose one of these coordinates to be L, leaving the other unspecified. If

we call a, b, c the lengths of the three sides of the triangle made of the three quarks, then L
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potential in the region around 0.3 fm, where, at least in the QQ case, perturbation theory
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In the equilateral case, we have cH(π/3) ≈ 1.377. We may compare the relative magnitude

of the three-body contribution to the tree-level potential. In the singlet case (cf. Eq. (17)),
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where we have made explicit the scale dependence of the coupling constant. We note that,

using αs at one loop, V tot
H s (r) may become as large as one sixth of the tree-level Coulomb

potential in the region around 0.3 fm, where, at least in the QQ case, perturbation theory

still holds [13].
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s ), plotted as function of L

for the geometry described in (B.1).

is given by [37]

L =

�
a2 + b2 + c2

2
+

�
3(a+ b+ c)(−a+ b+ c)(a− b+ c)(a+ b− c)

2

� 1
2

for θmax ≤
2π

3
,

L = a+ b+ c−max(a, b, c) for θmax >
2π

3
, (62)

where θmax is the largest angle of the triangle.

(B.1) Planar lattice geometry with two fixed quarks

In Fig 10, we plot the three-body potential obtained by placing the three quarks in a plane

(x, y), fixing the position of the first quark in (0, 0), the second one in (1, 0) and moving the

third one in the lattice (0.5+0.125nx, 0.125ny) with nx ∈ {0, 1, ..., 20} and ny ∈ {0, 1, ..., 24}.

The plot clearly shows the dependence on the geometry at fixed L, however, the dependence

is weaker than in the two-body case.

(B.2) Three-dimensional lattice geometry with the three quarks moving along the axes

In the lattice calculation of Ref. [28], the three quarks were located along the axes of a

three-dimensional lattice, namely at (nx, 0, 0), (0, ny, 0) and (0, 0, nz), with nx ∈ {0, 1, ..., 6}

and ny, nz ∈ {1, ..., 6}. For the sake of comparison, we consider the same geometry and plot

the corresponding three-body potential in Fig. 11. The plot shows a weak dependence on

the geometry: much weaker than in the two-body case, but also somewhat weaker than in

the geometry considered in (B.1).

As a final remark, we would like to note that V tot
HC

, the contribution of the diagrams
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(A.2) θ = π/3: planar equilateral geometry

In the equilateral case, we have cH(π/3) ≈ 1.377. We may compare the relative magnitude

of the three-body contribution to the tree-level potential. In the singlet case (cf. Eq. (17)),

the ratio yields
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=
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where we have made explicit the scale dependence of the coupling constant. We note that,

using αs at one loop, V tot
H s (r) may become as large as one sixth of the tree-level Coulomb

potential in the region around 0.3 fm, where, at least in the QQ case, perturbation theory

still holds [13].
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FIG. 11: The normalized three-body potential, V tot
HC

(L, ...)/(−fH(C)α3
s ), plotted as function of L

for the geometry described in (B.2).

shown in Fig. 8 calculated in Coulomb gauge, has an unambiguous physical meaning. From

Eq. (B3), it can be seen that this contribution vanishes when one of the quarks is put at

infinite distance from the other two. Hence no two-body contribution gets entangled in V tot
HC

,

which can be rightfully identified with the three-body potential, V 3body
C

, defined in Eq. (47).

VII. THE COLOUR-SINGLET STATIC POTENTIAL AT NNLO

In the colour singlet case, Eq. (47) becomes

V (2)
s (r) = V 3body

s (r) + α3
sa

2body
(S)

3�

q=1

1

|rq|
. (63)

The coefficient a2body(S) is independent of the geometry of the three quarks: we can take

advantage of this fact and calculate a2body(S) without performing any explicit two-loop

calculation. In a configuration like the one described in (A.1), V (2)
s is only a function of the

distance r between one quark and the other two located at the same point:

V (2)
s (r) = −

�
3− π2

4

�
α3
s

r
+ 2α3

s

a2body(S)

r
, (64)

up to a singular term independent on r that we may drop, for instance, by dimensionally

regularizing the potential in momentum space. In this configuration, V (2)
s (r) is equal to

the static quark-antiquark potential, because, when three quarks are in a colour-singlet

configuration and two of them are located at the same point, these two behave as a an
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The precise behaviour of the  QQQ potential is  
still  object of investigation on the lattice 

2

still holds. It is derived from a model of confine-
ment by center vortices using a beautiful topolog-
ical argument [3]. The Y -ansatz predicts instead
Vqqq ∝ σqq̄LY , where LY is the minimal length
of the 3 flux tubes necessary to join the 3 quarks
at the so-called Steiner point. It is derived from
strong coupling arguments [4], and is consistent
with the dual superconductivity confinement sce-
nario [5]. Since LY > L∆

2 for all 3-quark geome-
tries, the Y -ansatz predicts a steeper potential

V Y
qqq("r1,"r2,"r3) = V ∆

qqq("r1,"r2,"r3)+σqq̄(LY −
L∆

2
)(2)

with V ∆
qqq as per Eq.(1). Both ansätze are con-

strained to reproduce the diquark limit "rj → "rk,
Vqqq("ri,"rj ,"rk) → Vqq̄("ri,"rj) exactly, and there-
fore contain no free parameter once Vqq̄ is given.
In this respect we differ from the analogous lat-
tice study of [6], where σqq̄ and σqqq are fitted
separately and therefore not strictly equal.

2. Technical refinements

Because the difference between the ∆- and the
Y -ansätze is very small (1 ≤ LY

L∆/2 ≤ 2
√

3
), high

accuracy in the determination of Vqqq is manda-
tory. The main difficulty at large quark sepa-
ration is the contribution of excited qqq states.
Besides smearing the spatial links as in [6], we
use three additional techniques to control these
systematic errors. (i) We form a variational basis
with different junction locations (x, y in Fig. 1).
(ii) We use multihit for the timelike links. (iii)
We generalize the multilevel algorithm of [7], orig-
inally proposed for Polyakov loop correlators, to
baryonic Wilson loops. This method provides a
variance reduction exponential in T , which allows
us to extract the potential from longer loops, with
crucially improved filtering of excited states.

3. Results

A sample of current results based on 160 ana-
lyzed 163×32 configurations at β = 5.8 and 6.0 is
shown in Fig. 2 (3 quarks in an equilateral trian-
gle). They are compatible with our earlier mea-
surements [2], but the reduced errors now clearly
show that neither ansatz gives a proper descrip-
tion of the potential. It approaches the ∆-ansatz

Figure 2. Static potential Vqqq vs quark separa-
tion at β = 5.8 and 6.0. Also shown are the ∆-
and Y -predictions Eqs.(1) and (2).

at short distances as expected, but seems to rise
faster, perhaps as fast as the Y -ansatz, at large
distances. Furthermore, the larger the quark sep-
aration, the more our variational groundstate fa-
vors junctions located near the Steiner point.

To elucidate the asymptotics of the potential,
we turned to the 3-state Potts model. This toy
model preserves the center degrees of freedom
of SU(3) and is thus more likely to agree with
center-vortex-based predictions of the ∆-ansatz.
In this model, we measured the 3-spin correla-
tion, after adjusting the coupling to match the
βSU(3) = 6.0 correlation length. High-precision
cluster Monte Carlo results were obtained for
multiple 3-spin geometries, in 2d and 3d. In all
cases, the 3-spin correlation behaved just like in
SU(3), falling “in-between” the ∆- and the Y -
ansätze. But we could establish that the poten-
tial was rising asymptotically ∝ LY . Large sep-
arations are required to see this. An example is
shown in Fig. 3, where the change in action den-
sity caused by the 3 sources (a) is compared with
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still holds. It is derived from a model of confine-
ment by center vortices using a beautiful topolog-
ical argument [3]. The Y -ansatz predicts instead
Vqqq ∝ σqq̄LY , where LY is the minimal length
of the 3 flux tubes necessary to join the 3 quarks
at the so-called Steiner point. It is derived from
strong coupling arguments [4], and is consistent
with the dual superconductivity confinement sce-
nario [5]. Since LY > L∆

2 for all 3-quark geome-
tries, the Y -ansatz predicts a steeper potential

V Y
qqq("r1,"r2,"r3) = V ∆

qqq("r1,"r2,"r3)+σqq̄(LY −
L∆

2
)(2)

with V ∆
qqq as per Eq.(1). Both ansätze are con-

strained to reproduce the diquark limit "rj → "rk,
Vqqq("ri,"rj ,"rk) → Vqq̄("ri,"rj) exactly, and there-
fore contain no free parameter once Vqq̄ is given.
In this respect we differ from the analogous lat-
tice study of [6], where σqq̄ and σqqq are fitted
separately and therefore not strictly equal.

2. Technical refinements

Because the difference between the ∆- and the
Y -ansätze is very small (1 ≤ LY

L∆/2 ≤ 2
√

3
), high

accuracy in the determination of Vqqq is manda-
tory. The main difficulty at large quark sepa-
ration is the contribution of excited qqq states.
Besides smearing the spatial links as in [6], we
use three additional techniques to control these
systematic errors. (i) We form a variational basis
with different junction locations (x, y in Fig. 1).
(ii) We use multihit for the timelike links. (iii)
We generalize the multilevel algorithm of [7], orig-
inally proposed for Polyakov loop correlators, to
baryonic Wilson loops. This method provides a
variance reduction exponential in T , which allows
us to extract the potential from longer loops, with
crucially improved filtering of excited states.

3. Results

A sample of current results based on 160 ana-
lyzed 163×32 configurations at β = 5.8 and 6.0 is
shown in Fig. 2 (3 quarks in an equilateral trian-
gle). They are compatible with our earlier mea-
surements [2], but the reduced errors now clearly
show that neither ansatz gives a proper descrip-
tion of the potential. It approaches the ∆-ansatz

Figure 2. Static potential Vqqq vs quark separa-
tion at β = 5.8 and 6.0. Also shown are the ∆-
and Y -predictions Eqs.(1) and (2).

at short distances as expected, but seems to rise
faster, perhaps as fast as the Y -ansatz, at large
distances. Furthermore, the larger the quark sep-
aration, the more our variational groundstate fa-
vors junctions located near the Steiner point.
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