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H. Yoneda et al.: 511 keV map using 20-yr INTEGRAL/SPI data

Fig. 3. Reconstructed image of the 511 keV line emission from the 20-year INTEGRAL/SPI data. The image is shown in Galactic coordinates.
Note that several dark spots appearing around the Galactic center, such as the one at (l, b) ⇡ (353�,�4�), are artifacts often seen in the image
deconvolution.

Table 3. Measured fluxes of the 511 keV line emission for di↵erent regions and their comparison with thin and thick disk models.

Name Region Flux Thick Disk Thin Disk
l (deg.) b (deg.) (⇥10�3 ph cm�2 s�1)

Bulge [�20, 20] [�20, 20] 1.36 ±stat 0.04 ±sys 0.05 1.46 1.39
Bulge + Disk [�180, 180] [�20, 20] 2.09 ±stat 0.08 ±sys 0.23 2.62 2.51
Eastern Disk [310, 340] [�20, 20] 0.26 ±stat 0.04 ±sys 0.03 0.27 0.18
Western Disk [20, 50] [�20, 20] 0.19 ±stat 0.03 ±sys 0.03 0.27 0.18

All 2.63 ±stat 0.08 ±sys 0.33 2.72 2.52

Fig. 4. Same as Figure 3 but with annotations showing the regions used
for the flux measurements in Table 3.

as a chimney-like structure, and above it, a blob-like structure
can be seen around (l, b) ⇡ (�10�, 30�). To discuss this further,
we also present the longitude profile with di↵erent integration
ranges in Appendix E.

4.3. Individual regions

4.3.1. Search for the 511 keV from the star-forming regions

Here, we investigate the 511 keV emission from individ-
ual regions, particularly the Cygnus region and the Scor-
pius–Centaurus OB association (see Figure 8). Including other
star-forming regions, we evaluate the fluxes and their chance
probabilities using the bootstrap samples with only the back-
ground.

The Cygnus region, one of the nearest complexes of mas-
sive star formation, shows a flux of (4.2 ±stat 2.0 ±sys 2.0) ⇥ 10�5

ph cm�2 s�1 at a chance probability of 6.4 ⇥ 10�2. Here, the re-
gion is defined as l = 60� to 80� and b = �15� to 15�. Since
the significance is about a 2� level only considering statistical
uncertainties, it should be interpreted as a hint of the 511 keV
emission from the Cygnus region. Thus, we also show the 99%
upper limit of the flux value in Table 4. Appendix G shows the
flux distribution derived from the bootstrap samples. We note
that this emission could be attributed to either enhanced positron
production from stellar activity in the Cygnus region or detec-
tion of the Galactic disk component due to deep exposure in

Article number, page 7
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Table 1 List of astrophysically important positron emitting nuclei, sorted by lifetime τ . The columns are the nucleus, its lifetime, the probability
to emit a positron while decaying, possibly associated γ -ray emission from the daughter nucleus in units of MeV, and potential sources

Nucleus τ pβ C Eγ Sources

26Al 1.05 Myr 0.82 1.809 Massive stars, AGB stars, Supernovae
44Sc 81 yra 0.94 1.157 Supernovae
22Na 3.75 yr 0.90 1.275 Novae
56Co 111.4 db 0.20 0.847, 1.238 Supernovae
48Vd 23.1 d 0.50 0.983, 1.312 Supernovae
57Nid 2.14 d 0.43 0.127, 1.378, 1.920,

0.122c, 0.136c
Supernovae

18F 2.64 h 0.97 – Novae, Solar flares
52Mnd 30.4 min 0.29 0.744, 0.936 Supernovae
11Cd 29.3 min > 0.99 – Cosmogenic (cosmic-ray interactions, spallation),

Solar flares
13N 14.4 min > 0.99 – Novae, Earth atmosphere / lightning, Solar flares
15O 2.94 min > 0.99 – Novae, Earth atmosphere / lightning, Solar flares

aThe nucleus 44Sc only has a half-life time of 3.9 h and exists only as an intermediate step from the decay of 44Ti. The relevant astrophysical
timescale, for example for heating of supernova remnants, is that of the longer-living 44Ti.
bThe nucleus 56Co is the daughter product of the shorter-lived 56Ni that is dominantly produced in supernovae. The relevant timescale here is
again that of the longer-living 56Co.
cThe γ -rays at 122 and 136 keV come from the daughter nucleus’ decay, 57Co → 57Fe (τ D 271: 8 d) which is no β C -decay, but the γ -rays might
indicate that positrons have been emitted throughout the 57Ni decay chain.
dThese isotopes have not been considered for the Positron Puzzle so far but may play a role.

Thomson cross section of 0 : 25σT D 1: 66 × 10−25 cm2 at
a centre of momentum energy of 4 × 511 keV. The cross
section is suppressed for energies near the threshold and
decreases ∝ γ −1 for higher energies. Photon-photon ab-
sorption is important in the context of the mean free path,
or, equivalently, the optical depth of very high-energy pho-
tons, for example from AGN or Galactic ‘pevatrons’: High-
energy photons interact with the ubiquitous photon field of
the cosmic microwave background (CMB) or the interstellar
and intergalactic radiation field at infrared to optical wave-
lengths, leading to a cutoff in the TeV regime due to pair
production. The rate of pair production in the intergalactic
medium (IGM) due to photon-photon absorption from TeV
emitting AGN has, to the knowledge of the author, not yet
been calculated/estimated.

Svensson (1982) studied the behaviour of a thermal
proton-electron-positron-photon plasma, including the rada-
tion mechanisms of bremsstrahlung, Inverse Compton (IC)
scattering, pair annihilation and pair production through
all the above-mentioned processes (except magnetic fields).
This is particularly important in the case of black holes
(BHs) with accretion disks, forming photon spectra up to
MeV energies and therefore leading to an e ß atmosphere
that may be carried away in an optically thin wind (Be-
loborodov 1999). This pair-plasma would then annihilate ac-
cording to its plasma temperature (Svensson 1982b, 1983).
It should be noted that pair-plasma annihilation will not pro-

duce a narrow 511 keV line unless the plasma temperature
is particularly low. Instead, a blueshifted (Doppler-boosted),
and broadened feature will emerge – searches for narrow an-
nihilation lines in sources where pair-plasma would be ex-
pected will therefore always be negative even though pair-
annihilation may have occurred.

Hawking radiation: The evaporation of BHs due to Hawk-
ing radiation is the suggested cooling (and therefore mass
loss) mechanism of these compact objects (e.g., Hawk-
ing 1975). Hawking radiation is believed to be a quasi-
thermal emission mechanism with a temperature TBH D
1: 06

(
1016 g= MBH

)
MeV, with MBH being the mass of the

BH, of not only photons but also particles – and therefore
also e C s. The kinetic energies of the particles will also have
a blackbody distribution so that a large variety of energies
are possible according to the range of BH masses. Primor-
dial black holes (PBHs, Hawking 1971) may have masses on
the order of ! 4×1017 g (e.g., Siegert et al. 2022b; Berteaud
et al. 2022; Iguaz et al. 2021) which would result in average
eC energies of " 100 keV, potentially not propagating far
from the sources. The associated γ -ray signature would pro-
vide a smoking-gun evidence that PBHs may be responsible
for the DM phenomenon as well as a major contributor to the
annihilating e C s. It should be noted that Hawking radiation
is not proven by observations to actually exist.
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Figure 3. Escape probability of positrons as a function of time for all dipole
models. Panel (A) shows different totals for 56Ni production (upper left), panel
(B) shows different central densities (lower left), panel (C) shows different
helium detonation masses (upper right), and panel (D) shows the difference
between a merger and a helium detonation (lower right). The nomenclature
used is described in Section 3.

Figure 4. Same as Figure 3, but with turbulent models. Note that the highest B-
fields are close to the time axis.

Figure 5. Positron flux per day from day 0 to day 1000 for all dipole models.
Panel (A) shows differences in total 56Ni production (upper left), panel (B)
shows differences in central density (lower left), panel (C) shows differences in
helium detonation mass (upper right), and panel (D) shows the difference
between a merger and a helium detonation (lower right). The nomenclature
used is described in Section 3.

Figure 6. Same as Figure 5, but with turbulent models. Note that the highest B-
fields are close to the time axis.

Figure 7. Total integrated escaped positron energy spectrum from day 0 to day
2000 for each explosion dipole model. Panel (A) shows differences in total
56Ni production (upper left), panel (B) shows differences in central density
(lower left), panel (C) shows differences in helium detonation mass (upper
right), and panel (D) shows the difference between a merger and a helium
detonation (lower right). These models are normalized to unity. The
nomenclature used is described in Section 3.

Figure 8. Same as Figure 7, but with turbulent models.
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5. SN2014J

velocities than the corresponding velocities of their parent isotope. Either they are capable of mi-
gration inside the ejecta, before annihilating in areas with higher expansion velocities, or they do
not completely thermalize and annihilate with some residual kinetic energy of a few keV. However,
the low statistical significances of the positron annihilation line indicate that the derived escape
fractions and spread velocities should be handled with caution.

5.7.1. Mission-integrated e+ escape fraction for SN2014J

One way to circumvent the low statistics and derive the positron escape fraction of SN2014J with
a smaller error is to use the mission integrated spectra. The first step is to fit the spectra with
free Gaussian lines. Consequently, the mission-averaged positron production rate is calculated

for the 847keV and the 1238keV lines N
56Co
e+ and the mission-averaged positron annihilation rate

N
511keV
e+ for the 511keV line. The derived rates should have the lowest possible error bars, due to

the excellent exposure time of 2.8Ms. Last but not least, the averaged positron escape fraction of
SN2014J during the time t=16.6-162.6 after the explosion is derived.

(a) 847keV line, entire mission spectrum (b) 1238keV line, entire mission spectrum

(c) 511keV line, entire mission spectrum

Figure 5.32.: Gamma-ray spectra of SN2014J in the energy band near the three major 56Co lines
at 847keV, 1238keV and 511keV band. The spectra are determined over the entire
observing period. Every data points corresponds to an energy bin of 10keV.

The fluxes depicted in Fig. 5.32 are determined over the entire observing period and should have
the lowest possible error bars. The spectra show significant flux excess in all three energy bands
that can be associated with the �-emission of 56Co.

130

! F,6+*#'&6(\]](9&V(0+,&(
&;+44+1,(W]R^_X
! \\)Z1;/C",+<#/6)5()]^C]_)A/0
! Y1;?)4%&"+"#/&#)*+#,)

-'&:%)1+&/)<1;?/"
" -311)/% 3&&+,+13#+&=)1%4311(

! "8/+*#008B(?`P\a(&4*#/&(#44<;&6
! 316&0(4'<68

!0"&,$/"#-%&+.0%-,&-^(9;:_*XP.-
S`6a-"F-.33-W.3.+$,+-%9U



!"#$%&'()*+#,*-',)..)"%'/"01.+"23'4567'8*)9)%:3';<=;>'?*2'@A@B

>($&@)*)K2U,&!9I$/0),,#4$&V*)"W&X.*$

! :**$&'+1,(1,'1()3JQ
!b.A/"#,+-Z@$F3"8_c%$
!Q%0$"#,+-c%$

! V36$%&+4C`/#).%6/12
!GOMJ???MV *0.')%'S>'80"-"%2

! :*$$&+,XDB*('3^RXQR':#@';""(,B&#1'NOR$ Z($'*/#' ! OR%& ,(/
! [#(%*='DB*('3O':#@';""(,B&#1'7+,(Z'NOR% Z($ ! _'OR%' ,(/

!8)"%'80"&:4-)"%')%'J$0.*-'U#":&
! N'A,)'OR&' ,( $!"

!!"#$%&#'&()*+&,--.+&,--/

! R/7#%&+4C`/#).%6/1
!L++/%$,"#->.$%-"F-*5/L-8.&-(9!A" b,51%/-,#-7.&$-(95 2

! L,A=,"B&#1'[,-0=*,8'7TG*12&1/':#=,"0=*('L&1/8>>>
!>.A,.$,?%32KP#%FF,+,%#$-L++/%$,"#-[3"8-S>PL[U
!Z@$F3"8&

! N'OR&) ,( $!"

!01'($2&&,--/+&,--3



!"#$%&'()*+#,*-',)..)"%'/"01.+"23'4567'8*)9)%:3';<=;>'?*2'@A@B

>($&@)*)K2U,&'$%5/)*&A$+#.%
! :($&*&,'(4'#$b<$4'B(#(*=+;,&8($&%+1,B(4</&$b<bb0&4

! T9+6/&4/"2
!C+1"%&-F/"4-#%./KW!-;"3%+@3./-!3"@A&-
![%/4,-]@dd3%&
!\-/.2&E-/.A,"-&$/@+$@/%&

228 | Nature | Vol 588 | 10 December 2020

Article

supernova remnant nearly surrounding us, the possibility that the 
North Polar Spur is of Galactic scale has been proposed6,20, and is sup­
ported by several observational arguments7,21. In particular, study of 
absorption in X­ ray and radio bands places a lower limit of 300 pc on 
the distance to the structure21, which rules out a nearby supernova 
remnant. In addition, evidence for a large­ scale bipolar wind has been 
presented, based purely on X­ ray and mid­ infrared data, even before 
the discovery of the Fermi bubbles22.

With the eROSITA data, the full scope and morphology of these gigan­
tic X­ ray structures has become evident. ROSAT, owing to a combination 
of its lower sensitivity and softer energy response, could reveal only 
the brightest part of the southern loop closest to the Galactic plane1,22, 
not the whole structure. More recently, the 0.7ñ 1­ keV all­ sky map from 
the solid­ state slit camera (SSC) of MAXI also provided evidence of a 
southern enhancement on these large scales, and a close northñ south 
symmetry23.

The Fermi bubbles and large­ scale X­ ray emission revealed by eROS­
ITA show remarkable morphological similarity. We therefore suggest 
that the Fermi bubbles and the eROSITA structure are physically related, 
and refer to the latter as ë eROSITA bubblesí . Our discovery confirms the 
previously suggested common origin of the two objects6,7. The motiva­
tion for a separate name is that, despite the probably common origin, 
the two structures differ in some important respects.

First, we compare their morphologies on the sky (Fig. 3). The Fermi 
bubbles are roughly elliptical, about 55°  × 45°  (northñ south, eastñ west) 
in diameter, symmetric about the Galactic centre, with vertical axis per­
pendicular to the Galactic plane, and roughly uniform in γ­ ray intensity. 
The eROSITA bubbles appear as extended as 80°  in longitude, roughly 
80° ñ 85°  in latitude and concentrated in annuli or shells. This suggests 
that they are, to first­ order, close to spherical, with a radius of about 
6ñ 7 kpc along the plane, extending radially on the Milky Way close to 
the Sun, so that their northern and southern edges are imprinted by 
the closer rim of the bubble. The full vertical extent of the eROSITA 
bubbles is more difficult to determine; assuming a spherical geometry, 

they would extend roughly 14 kpc above and below the Galactic plane 
(Extended Data Fig. 1).

Second, from a preliminary spectral analysis of eROSITA data, the 
absorbing column density of the diffuse emission in the southwestern 
bright rim of the eROSITA bubbles (white rectangle in Fig. 2) can be 
constrained to NH = (1.0ñ 3.5) × 1021 cm−2, consistent with what has been 
measured previously21 for the northern structure. One­ dimensional 
cross­ sections of the observed surface brightness at various latitudes 
(Fig. 2) are qualitatively consistent with the projection of (quasi­ )spher­
ical thick shells with an outer diameter of 14 kpc. Regardless of the 
uncertainties on these numbers, it is clear that the eROSITA bubbles 
are comparable in size to the Galactic disk24.

We note that the extended X­ ray emission revealed by eROSITA coin­
cides spatially with the soft component of the GeV emission reported 
to surround the Fermi bubbles2,7,25. A possible connection with polar­
ized radio­ continuum emission at 2.3 GHz and 23 GHz26 has yet to be 
explored.

An episodic or continuous energy release in the region of the Galactic 
centre is expected to generate a series of distinct structures: shocks and 
contact discontinuities. We see two prominent structures in our maps: 
one is the outer boundary of the eROSITA bubbles; the other separates 
the eROSITA bubbles and the Fermi bubbles. The sharp boundary of 
the eROSITA bubblesó which appears bright in X­ rays, indicative of 
hotter gas at the boundary than outside itó clearly traces the presence 
of a non­ radiative (or adiabatic) shock (see Methods for an estimate of 
the gas cooling time). We associate the boundary with a forward shock 
linked to the onset of large energy release at the Galactic centre. The 
nature of the boundary between the eROSITA and Fermi bubbles is less 
clear. It could be another forward shock (in the case of a sequence of 
energy releases), a reverse shock, a wind­ termination shock or a contact 
discontinuity. The reverse or termination shock models for the Fermi 
bubbles would imply an additional contact discontinuity somewhere 
between the Fermi and eROSITA bubbles, which is not apparent in the 
data. Instead, we consider the simplest scenario in which the eROSITA 

Fig. 1 | The Spektr­ RGñ eROSITA all­ sky map. An RGB map of the first 
Spektr­ RGñ eROSITA all­ sky survey (red for 0.3ñ 0.6 keV, green for 0.6ñ 1.0 keV, 
blue for 1.0ñ 2.3 keV) is shown in Galactic coordinates, using a Hammerñ Aitoff 
projection. The original image, with a resolution of about 12″, was smoothed 

(with a Gaussian with a full­ width at half­ maximum (FWHM) of 10′) to generate 
this one. Image adapted from ref. 34. Credit: Jeremy Sanders, Hermann Brunner, 
Andrea Merloni and the eSASS team (MPE); Eugene Churazov, Marat Gilfanov 
(on behalf of IKI).
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total thermal energy of the eROSITA bubbles is almost 10 times larger 
than that of the Fermi bubbles.

T h e  o b se r ve d  ave ra ge  X­ ray  su r f a ce  b r i g h t n e ss  of 
(2ñ 4) × 10−15 erg cm−2 s−1 arcmin−2 in the eROSITA bubbles (Methods), 
which decreases with Galactic latitude, is in broad agreement with the 
above scenario. The observed surface brightness, integrated over the 
full extent of the eROSITA bubbles, implies a total luminosity of hot 
X­r ay­ emitting plasma of L ≈ 1 × 1039 erg s−1.

To inflate the eROSITA bubbles, an average luminosity of the order of 
1041 erg s−1 during the past tens of millions of years would be required, 
and could arise from either star­ forming or AGN activity in the Galactic 
centre. As discussed above, the arguments in favour of each interpreta­
tion in the context of the Fermi bubbles have been debated extensively. 
In the case of the eROSITA bubbles, the energetics are such that they are 
at the limit of what the past starburst activity at the centre of the Milky 
Way could provide. Alternatively, the eROSITA bubbles could be inflated 
by a period (about 1ñ 2 Myr) of Seyfert­ like activity (L ≈ 1043 erg s−1) of 
the central supermassive black hole (Sgr A*). The long cooling time of 
the hot plasma is consistent with such a hypothesis.

The structures seen here are reminiscent of similar effects seen in 
AGN that host rapidly accreting supermassive black holes1. These can 
inject a vast amount of mechanical energy into the ambient gas, as 
revealed by radio­ bright bubbles embedded in the X­ ray cocoons27. This 
process, known as AGN feedback, is seen in objects ranging from indi­
vidual early­ type galaxies, such as Centaurus A28, to massive clusters, 
such as A426 (Perseus)29,30, and is thought to have potentially marked 
effects on the evolution of galaxies. On the other hand, explosions of 
supernova associated with star formation yield kinetic energy of the 
order of 1051 erg per supernova in the ejecta (also known as stellar feed­
back), which may drive an outflow from the central region of a galaxy31. 
M82 provides a good example of the latter mechanism32. The energet­
ics and the most salient features of the observed eROSITA bubbles are 
such that neither of the two mechanisms could be excluded a priori.

Irrespective of the specific source of energy, our results cor­
roborate the notion that inactive disk galaxies, such as the Milky 

Way, have hot plasma in their haloes that is highly perturbed by 
activity in their disks, demonstrating the presence of a feedback 
mechanism in apparently quiescent galaxies. Galaxies are thought 
to grow via the slow recondensation of the hot halo plasma, which 
was shock­ heated during the collapse of the dark­ matter halo33. 
The cooling time of the hot plasma in the halo is comparable to 
the Hubble time, so the process of growing a galaxy is assumed 
to be steady (apart from mergers) and slow. Here we have direct 
evidence of the re­ heating of such plasma, to considerable heights 
above the Galactic disk.

The detection of these X­ ray bubbles was enabled by the combined 
capabilities of the eROSITA instrument and the Spektr­ RG mission 
profile. More detailed analysis following accurate calibration of the 
instrument, substantial increases in data quality from the ongoing sky 
survey and follow­ up observations in other parts of the electromagnetic 
spectrum will reveal further details of the properties of the eROSITA 
bubbles and the implications for the structure and evolution of galax­
ies, including the Milky Way.
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Fig. 3 | Comparison of the morphology of the γ ­ ray and X­ ray bubbles.
A composite Fermiñ eROSITA image is shown. The X­ ray extended emission 
revealed by eROSITA (0.6ñ 1­ keV band; cyan) encloses the hard component of 

the extended gigaelectronvolt emission traditionally referred to as Fermi 
bubbles (red; Fermi map adapted from ref. 35), unequivocally establishing their 
close relation.

J,(%&'
-0--=,$

$1(V(DE+,-,-



!"#$%&'()*+#,*-',)..)"%'/"01.+"23'4567'8*)9)%:3';<=;>'?*2'@A@B

X.0.+$%$#52&.-&$X.0.+$%$#52&.-&$!X.0.+$%$#52&.-&$X.0.+$%$#52&.-&$! )%%#(#*)5#.%&,#+%)*&)"/.,,&#%%$/&@)*)K2
! D+';1#3&/%;")"7/4#$31)<+##+&=)%<)"/73$3#/)1%&=+#;6/)$/=+%&")31%&=)U3134#+4)713&/

! &%)"+=&+<+43&#1()6+<</$/&#)A+&/'3#+4")&%$)3&&+,+13#+%&)4%&6+#+%&"O)V+&#"\
::

/4(>(1*+&,-?F

T. Siegert et al.: Constraints on positron annihilation kinematics in the inner Galaxy

30 20 10 0 !10 !20 !30
0.000

0.005

0.010

0.015

0.020

30 20 10 0 !10 !20 !30
Galactic Longitude [deg]

0.000

0.005

0.010

0.015

0.020
51

1 
ke

V 
lin

e 
flu

x 
[p

h 
cm

!2
 s
!1

 s
r!1

]

(a) Integrated 511 keV line flux IL.
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(b) Line of sight Doppler-velocity vlos.
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(c) Astrophysical FWHM �L.

30 20 10 0 !10 !20 !30

0.6

0.7

0.8

0.9

1.0

1.1

1.2

30 20 10 0 !10 !20 !30
Galactic Longitude [deg]

0.6

0.7

0.8

0.9

1.0

1.1

1.2

Po
si

tro
ni

um
 fr

ac
tio

n

(d) Positronium fraction fPs.

Fig. 5. Derived and fitted spectral parameters (black data points with 1� uncertainties) of positron annihilation from simultaneously fitted ROIs.
See text for details on how the uncertainty bands (red: 1�; orange: 2�; yellow: 3�) in each parameter are derived.

not significant, will result in an over-estimation of the line-of-
sight velocities by a factor of a few. The o-Ps flux is skewed to
�0.24± 0.19.

The weighted average of the astrophysical 511 keV line
width, �L, (Fig. 5c; FWHM above instrumental resolution) along
galactic longitudes is 2.43± 0.14 keV. This is consistent with
previous works (e.g. Churazov et al. 2011; Siegert et al. 2016,
finding 2.6± 0.2 keV for the bulge region). The individual data
points coincide within .1.7� with the mean. However, the four
outer data points are also consistent with larger widths. This
might be the same broad line as for the total galactic spectrum
(cf. Fig 1), with the far wings of the line drowning in the back-
ground. The galactic-wide narrow line width of 2.06± 0.08 keV
is smaller than the weighted average across the inner radian.
This may either mean that different line-of-sights are dominated
by different annihilation conditions, or that the superposition
of broad and narrow line features in the low signal-to-noise
spectra smear out to a single broader line. From the sliding win-
dow method, we determine a skewness of �0.34± 0.07 for the
FWHM.

From the line and the three-photon continuum flux, the Ps
fraction, fPs, can be derived (see Appendix H). This derived
value is a weak function of the flux ratio ROL, and holds large
uncertainties, depending on how the spectrum is modelled. As a
function of longitude, fPs is constant, consistent with the galactic
mean, cf. Fig. 5d, and also consistent with the physical limit of

1.0. Fitted fPs-values greater than 1.0 are unphysical, and may
occur in the energy range used here, because the low-energy
part of the spectrum is too narrow to constrain the Ps frac-
tion, when the S/N is low. Performing the spectral fits subject to
fPs  1.0 provides the same results in the individual components.
The fitted Doppler-shifts vary by at most 0.2� when the fits are
constrained. Additional systematic uncertainties for the Doppler-
shifts are about 10–20 km s�1. Considering the uncertainties for
large |l|, the Ps fraction could be much lower in the disk part than
in the bulge part. As the values stay the same with longitude, the
line flux and the o-Ps flux must vary in the same manner. Thus,
if one positron annihilation flux component shows a systematic
trend, the other flux component must show the same trend, as
seen for the asymmetry in the line and o-Ps measurements from
the sliding window method (see also Appendix D).

4. Discussion and summary

4.1. Discussion

The l-v-curve of the 511 keV line in the central radian of the
Galaxy is consistent with (a) galactic rotation velocities from
CO ( |v511

los | ⇡ |vCO
los |. 220 km s�1), (b) Doppler-velocities from

the positron source 26Al or faster (|v511
los | & |v

26Al
los |. 300 km s�1),

and (c) zero (flat velocity curve, no gradient along longitudes,
|v511

los | ⇡ 0 km s�1).

A126, page 7 of 15
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Fig. 3. Compilation of extracted ROI spectra (black data points, 1�
errors bars) in velocity space for different longitude regions (annotation
in the upper left). Each spectrum has been fitted with the spectral model
of Eq. (5, thick solid line). Different spectral components are the diffuse
continuum (dashed line), and the ortho-positronium continuum (dotted
line), and the degraded Gaussian line with the fitted Doppler-shifts and
their uncertainties marked by the hatched areas. These indicate either
blue-shift, red-shift, or no shift. A trend from positive to negative longi-
tudes, as could be expected from galactic rotation, is absent. The y-axis
scale varies between panels.

Appendix A, as it has been used by Kretschmer et al. (2013)
to determine the longitude-velocity diagram of decaying 26Al
at 1808.63 keV. We compare the different analysis variants in
Appendix B.

2.3. Position–velocity diagram

For the five ROIs, the spectra (cf. Fig. 3) represent the maximum
likelihood fits energy bin by energy bin, according to Eqs. (1)
and (2). We characterise these spectra individually through the
511 keV line position and width via a fit with a degraded Gaus-
sian function, L(E), on top a power-law-shaped continuum C(E),
and the o-Ps continuum O(E). In particular, the spectra are
modelled via

F(E) = C(E) + IL

 
L(E)

IL

+ ROL

O(E)
IO

!
, (5)

which is similar to the fitting function of Jean et al. (2006). In
Eq. (5), IL and IO are the total integrated fluxes of the 511 keV
line and the o-Ps continuum, respectively, and ROL ⌘ IO/IL is

the ratio between the two. The functions have the following
functional form:

C(E; C0,↵) = C0

✓
E

511 keV

◆↵
, (6)

G(E; A0, E0,�) = A0 exp
 
� (E � E0)2

2�

!
, (7)

T (E; ⌧) =
1
⌧

exp
✓
�E

⌧

◆
8E > 0, (8)

L(E; A0, E0,�, ⌧) = (G ⌦ T )(E), (9)

O(E; O0, E0) = 2O0 (T1 � T2 ln(T3) + T4 + T5 ln(T3)) . (10)

In Eq. (6), C0 is the continuum amplitude, normalised to
511 keV, and ↵ is the power-law index. Equation (9) describes
a degraded Gaussian function with a low-energy tail to account
for detector worsening due to cosmic-ray bombardment. It is
derived from a physical model of a perfectly symmetric Gaussian
response, G(E), with amplitude A0, width �, and centroid E0,
convolved with an exponential tail function, T (E), with degrada-
tion parameter ⌧, to describe the loss in the collection efficiency
of the charge carriers. The o-Ps spectrum, Eq. (10), with ampli-
tude O0, was first derived by Ore & Powell (1949), and is also
convolved with the spectral response function of SPI. The fit-
ted parameters in each spectrum are C0, O0, A0, �, and E0. The
�-ray continuum power-law index is fixed to �1.7 (cf. Kinzer
et al. 2001; Jean et al. 2006), and the degradation parameter ⌧
is fixed to the mean value over the data set, ⌧ = 0.15 keV. The
full analytical expressions can be found in Appendix H, together
with additional derived parameters of the spectral shape, such as
the integrated line flux, IL, and width (FWHM, �L), the Ps flux
IO, and the Ps fraction, fPs. The latter describes the fractions of
positrons undergoing a bound state – Ps – before annihilation (Ps
decay).

In each fit, � is constrained to a minimum width of
0.91 keV (instrumental resolution of 2.15 at 511 keV). We use the
Metropolis–Hastings algorithm (Metropolis et al. 1953; Hastings
1970) to perform maximum likelihood fits of each spectrum.
We use the parameter distributions for each parameter to calcu-
late the expectation value as the best fit value, and the 68.3%
interval around this value as the fit parameter uncertainties.
Examples of how the fits perform are shown by corner plots in
Appendix F. We obtain adequate individual fits to the spectra,
based on reduced �2 goodness-of-fit measures between 0.8 and
1.3 (75 degrees of freedom; Andrae et al. 2010). The Doppler-
velocities are estimated by determining the peak positions of the
line function, Eq. (9). This requires the evaluation of the first
derivative of the function,

@L(E)
@E

�����
E=Epeak

!
= 0, (11)

which reduces to

Epeak ⇡ E0 � ⌧ (12)

for small values of ⌧. For a line width of instrumental resolution,
i.e. for (�/⌧) = (0.91/0.15) keV, the approximation is accurate
to better than 1 km s�1. The line peak positions are accurate
to ±1 keV or less (<0.2%), so we can use the non-relativistic
Doppler-formula to estimate the line-of-sight velocity,

vlos =
Elab � Epeak

Elab
c. (13)
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Fig. 4. Longitude-velocity diagram of the 511 keV positron annihilation
line in the central radian of the Milky Way. In black, independent data
points and one-sigma measurement uncertainties are shown. In addition,
the Doppler-velocity measurements of decaying 26Al at 1808.63 keV
from Kretschmer et al. (2013) (orange), and line of sight velocity from
CO measurements (Dame et al. 2001) (blue-shaded areas) are shown for
comparison.

Here, Elab = 510.999 keV is the rest-mass energy of the elec-
tron, and c = 299 792.458 km s�1 is the speed of light. This def-
inition leads to negative line-of-sight velocities of blue-shifted
lines, and positive velocities for red-shifted lines. By consecu-
tively converting the measured Doppler-shifts in longitude-ROIs
to line-of-sight velocities, we create a longitude-velocity (l-v)
diagram of positron annihilation in the inner Galaxy. In Fig. 4,
the data points for the 511 keV line are shown, and compared
to other Doppler-shift data (see Sects. 3.1). We estimate the
total systematic uncertainties to be of the order of 100 km s�1

(|l|. 5�) to 200 km s�1 (|l| & 5�). This is mainly driven by the
511 keV morphology in the inner disk, and the flux variations in
individual ROIs; see Appendix C for further details.

The spectral parameters, IL, vlos, �L, and fPs are shown as a
function of longitude in Figs. 5a–d. In the plots for the FWHM
(�L, Fig. 5c) as well as the Ps fraction ( fPs, Fig. 5d), the weighted
mean across the inner ±30� is shown with its 1, 2, and 3�
uncertainty as red, orange, and yellow band, respectively. The
Doppler-velocity (Fig. 5b) has been fitted by a straight line,
here also indicating the model uncertainties by the same colour
scheme. For the line flux (Fig. 5a), varying strongly along the
galactic plane, we performed additional spectral fits using the
small-ROI sets S1 to S3 (see Appendices A and C, using the slid-
ing window method). The signal-to-noise ratios (S/Ns) in these
spectra are too low to either detect the o-Ps continuum, or con-
strain the width of the 511 keV line. Thus, we constrain the fits
in these small ROIs to the values obtained form the larger ROIs:
the widths �L as well as the ratios ROL are well determined, so
that we can interpolate these parameters from the coarse longi-
tude binning to the fine binning. Only the line amplitude (flux)
and the Doppler-shift are left as free parameters. In this way,
we consecutively determine the line flux in the small ROIs and
cross-validate our Doppler measurements. The positronium frac-
tion, fPs, is mostly unconstrained. Within 2� uncertainties, all
values are consistent with 1.0, and with the fitted value for the
entire Galaxy. Constraining the spectral fits subject to fPs  1.0
obtains marginal changes in Doppler-velocities, �v . 20%. In
Fig. 5a, the overlapping small-ROI sets S1 to S3 are shown as
grey data points, being normalised to the solid angle of such a
region, ⌦S = �lS ⇥�bS = 3� ⇥ 21� ⇥ ⇡2

32400
sr

deg2 = 1.9 ⇥ 10�2 sr.

Also here, the uncertainty bands are shown in the same colour
scheme, but derived from the small-ROI sets. It can be seen, that
the mean values of the small-ROI set directly reflects the derived
values of the large-ROI bins, being normalised to the solid angle
of a large ROI bin, ⌦L = �lL ⇥�bL = 12� ⇥ 21� ⇥ ⇡2

32400
sr

deg2 =

7.8 ⇥ 10�2 sr. Thus, our flux estimates are robust. The same
is true for the estimated Doppler-velocities in the small ROIs,
however with very large uncertainties beyond �8� . l. + 18�.

3. Results

3.1. Galactic rotation

We find line-of-sight velocities from �230+170
�150 km s�1 (blue

side) over �10± 40 km s�1 (centre) to �140+790
�470 km s�1 (red

side). This results in an average velocity in the inner radian
of vlos

511 ⇡ �33± 38 km s�1, and a velocity gradient of ⇠511 =

4.1
⇣
+5.5
�5.4

⌘
stat

⇣
+0.4
�0.5

⌘
syst

km s�1 deg�1. Here, the systematic uncer-
tainties are estimated from the different ROI sets (Appendix A).
There is barely evidence for galactic rotation in the 511 keV sig-
nal. The orientation of the velocity gradient is aligned with the
CO signal, however the spectral uncertainties from the individ-
ual ROIs are too large to claim a consistent trend by using this
method. For a less conservative estimation of spectral parame-
ters and trends along galactic longitudes, see Appendices A, C,
and D.

Positron annihilation agrees with the galactic CO rota-
tion velocity within 1�, comparing this value to the veloc-
ity gradient in CO longitude-profiles (Dame et al. 2001,
⇠CO ⇡ 2–3 km s�1 deg�1). For the 26Al Doppler-shift measure-
ments from Kretschmer et al. (2013), a velocity gradient of
⇠26Al ⇡ 8.5± 0.9 km s�1 deg�1 is estimated in the inner l± 30�
(7.8± 0.7 km s�1 deg�1 using all available data out to ±42�). The
rotation velocities of 511 keV positron annihilation and 1.8 MeV
26Al-decay thus also agree within 1�, considering the gradient.

3.2. Annihilation parameters

The total 511 keV line flux in the inner ±30� amounts1 to
(1.31+0.17

�0.10)⇥ 10�3 ph cm�2 s�1, summing the ROI set L1, or
(1.20+0.05

�0.06)⇥ 10�3 ph cm�2 s�1 for the ROI set S1. The fluxes
from different binnings are consistent, and also with previ-
ous measurements (e.g. Jean et al. 2006; Churazov et al. 2011;
Siegert et al. 2016). From analyses of the sliding window method,
alternative ROI sets show enhanced fluxes for positive longitudes
(+5� . l. + 18�), while in the shown ROI set, no flux asymme-
try between +10� to +20� and �10� to �20� is visible (Fig. 5a).
This is illustrated further in the systematics study (Appendix D,
Fig. D.1a), and also indicated in the analysis using narrow longi-
tude bins (Fig. 5a, grey data points and contours). We determine
a skewness2 of the longitude-flux-distribution of �0.15± 0.10.
The uncertainty on the skewness is estimated by re-sampling
the flux values given their uncertainties, which provides other
realisations of the same data.

We find a total positron annihilation flux (line plus o-Ps con-
tinuum) in the inner radian of (7.4+1.4

�1.3)⇥ 10�3 ph cm�2 s�1. Also
here, the integrated flux shows an enhancement at positive lon-
gitudes. We illustrate this effect in Appendix D. Ignoring the
o-Ps continuum in the spectral fits, even if the component is
1 The total integrated flux, normalised to the solid angle of ⌦tot =
60� ⇥ 21� = 0.39 sr amounts to (3.33+0.18

�0.15)⇥ 10�3 ph cm�2 s�1 sr�1.
2 A skewness of zero implies a symmetric distribution about the mean;
a negative (positive) skewness means that the left (right) wing of the
distribution is longer.
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(a) Integrated 511 keV line flux IL. (b) Line of sight Doppler-velocity vlos.
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Fig. 5. Derived and fitted spectral parameters (black data points with 1� uncertainties) of positron annihilation from simultaneously fitted ROIs.
See text for details on how the uncertainty bands (red: 1�; orange: 2�; yellow: 3�) in each parameter are derived.

not significant, will result in an over-estimation of the line-of-
sight velocities by a factor of a few. The o-Ps flux is skewed to
�0.24± 0.19.

The weighted average of the astrophysical 511 keV line
width, �L, (Fig. 5c; FWHM above instrumental resolution) along
galactic longitudes is 2.43± 0.14 keV. This is consistent with
previous works (e.g. Churazov et al. 2011; Siegert et al. 2016,
finding 2.6± 0.2 keV for the bulge region). The individual data
points coincide within .1.7� with the mean. However, the four
outer data points are also consistent with larger widths. This
might be the same broad line as for the total galactic spectrum
(cf. Fig 1), with the far wings of the line drowning in the back-
ground. The galactic-wide narrow line width of 2.06± 0.08 keV
is smaller than the weighted average across the inner radian.
This may either mean that different line-of-sights are dominated
by different annihilation conditions, or that the superposition
of broad and narrow line features in the low signal-to-noise
spectra smear out to a single broader line. From the sliding win-
dow method, we determine a skewness of �0.34± 0.07 for the
FWHM.

From the line and the three-photon continuum flux, the Ps
fraction, fPs, can be derived (see Appendix H). This derived
value is a weak function of the flux ratio ROL, and holds large
uncertainties, depending on how the spectrum is modelled. As a
function of longitude, fPs is constant, consistent with the galactic
mean, cf. Fig. 5d, and also consistent with the physical limit of

1.0. Fitted fPs-values greater than 1.0 are unphysical, and may
occur in the energy range used here, because the low-energy
part of the spectrum is too narrow to constrain the Ps frac-
tion, when the S/N is low. Performing the spectral fits subject to
fPs  1.0 provides the same results in the individual components.
The fitted Doppler-shifts vary by at most 0.2� when the fits are
constrained. Additional systematic uncertainties for the Doppler-
shifts are about 10–20 km s�1. Considering the uncertainties for
large |l|, the Ps fraction could be much lower in the disk part than
in the bulge part. As the values stay the same with longitude, the
line flux and the o-Ps flux must vary in the same manner. Thus,
if one positron annihilation flux component shows a systematic
trend, the other flux component must show the same trend, as
seen for the asymmetry in the line and o-Ps measurements from
the sliding window method (see also Appendix D).

4. Discussion and summary

4.1. Discussion

The l-v-curve of the 511 keV line in the central radian of the
Galaxy is consistent with (a) galactic rotation velocities from
CO ( |v511

los | ⇡ |vCO
los |. 220 km s�1), (b) Doppler-velocities from

the positron source 26Al or faster (|v511
los | & |v

26Al
los |. 300 km s�1),

and (c) zero (flat velocity curve, no gradient along longitudes,
|v511

los | ⇡ 0 km s�1).
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Fig. 1. Energy-loss rates of positrons in a 8000 K plasma with num-
ber densities ne = nH+ ≃ 1 cm−3. The long-dashed line shows the
energy-loss rate due to synchrotron radiation assuming B0 = 5 � G and
an average value of sin2α = 2= 3. The dotted line is the energy-loss
rate by inverse Compton scattering assuming Uph = 0: 26 eV cm−3,
which corresponds to the cosmic microwave background energy den-
sity. The dot-dashed line shows the energy-loss rate by bremsstrahlung
emission due to collisions with charged particles. The solid line cor-
responds to the positron energy-loss rate due to Coulomb interactions
between positrons and electrons.

with kinetic energy <∼10 MeV and, therefore, we may neglect
synchrotron losses as long as B <∼ 1 mG.

The average scattering angle induced by Coulomb collisions
occurring over a time interval δt is estimated through the relation

sin θ̄ =

√
d⟨sin2 θ⟩

dt
δt ; (25)

where d⟨sin2 θ⟩= dt is the rate of variation of the average sin2 θ
and θ is the positron scattering angle in the laboratory frame. The
rates of variation of the average scattering angle are evaluated
by integrating the Bhabha (e+e− collision) and Rutherford (e+p
collision) differential cross sections (see Appendix in Asano
et al. 2007), over the scattering angles as

d⟨sin2 θ⟩
dt

= υn
∫ π

θ⋆min

sin2 θ
dσ⋆

dcos θ⋆
sin θ⋆dθ⋆ ; (26)

where n is the number density of target particles, θ⋆ is the scat-
tering angle in the center-of-mass frame, dσ⋆

dcos θ⋆ is the differential
cross section of the interaction and θ⋆min is the minimum scatter-
ing angle (see Eq. (B7) in Dermer 1985).

While the energy loss rate from e+p collisions is negligible
compared to that from e+e− collisions, their deviation rates are
equivalent. We checked that the resulting deviation rates are in
agreement with those derived at low energy using the formalism
of Huba (2006).

3.1.2. Annihilation and interactions with atoms
and molecules

In a neutral medium, high-energy positrons lose energy mainly
by ionizing and exciting atoms and molecules, or they an-
nihilate directly with bound electrons, the elastic scattering
process being negligible at these energies (see Charlton &
Humberston 2000 and Wallyn et al. 1994). Such interactions oc-
cur at random while positrons propagate in the ISM. Therefore,

Fig. 2. Kinematic parameters of the scattering in the laboratory frame.
The magnetic field B0 lies along the z axis. αk−1 is the pitch angle be-
tween the positron velocity υk−1 and B0 before the interaction. αk is the
pitch angle after the interaction, when the positron velocity is υk. Φk−1
and Φk are the phases of incident positrons before and after the inter-
action, respectively. θ̄ is the scattering angle of positrons and φ is the
azimuthal scattering angle.

we will determine the kind of interaction and calculate the vari-
ation of the kinematic parameters with a Monte-Carlo method
that incorporates the corresponding cross sections.

The ionization and excitation cross sections as well as the
differential cross sections as functions of the energy lost by
positrons in ionizing collisions were calculated by Gryziński
(1965a,b,c). The cross section of annihilation in flight of
positrons with bound electrons is equal to that of annihilation
with free electrons, since the binding energy of electrons is neg-
ligible with respect to the kinetic energy of the positrons under
study. We use the cross section of annihilation with free electrons
presented in Guessoum et al. (2005, and references therein).

In the Monte-Carlo simulations, the energy lost by a positron
when it ionizes an atom/molecule is chosen randomly according
to its differential cross section. The energy lost by a positron
when it excites an atom/molecule is derived from the energies
of the atomic levels involved in the interaction. Once the energy
lost by ionization or excitation is known, the scattering angle of
the positron is calculated with the kinematics of the interaction,
assuming that the atoms/molecules stay at rest and assuming az-
imuthal symmetry.

3.2. Simulations of the collisional transport

Our Monte-Carlo simulations are based on the methods pre-
sented in Bussard et al. (1979) and Guessoum et al. (2005).
However, we add the calculation of the trajectories of positrons
while they propagate along magnetic field lines and include
additional steps to account for the scattering of positrons by
collisions.

At the initial time (k = 0), positrons are located at
(x ; y; z; t) = (0 ; 0 ; 0 ; 0) in a frame such that the magnetic field
B0 is directed along the z axis. The initial kinetic energy of
positrons is E0. The direction of their initial velocity υ0, which
is defined by their initial pitch angle α0 and their initial phase
Φ0 (see Fig. 2), is chosen randomly according to an isotropic
velocity distribution in the entire space.

We proceed through successive iterations. At step k, the re-
sulting pitch angle (αk) and phase (Φk) are given by

cosαk = cosαk−1 cos θ̄ + sinαk−1 sin θ̄ cosφ ; (27)
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Figure 2. Longitudinal dark matter pro� les for the three dark matter models considered, including
the disk component from radioactive isotopes. Fluxes are integrated over galactic latitudes −15◦ <
b < 15◦. \ Scattering" refers to either scattering multistate dark matter or annihilating light dark
matter. The solid magenta line is left-right averaged, reconstructed SPI data from [6], taken from the
skymaps of [37].

Figure 3. Maximum log-likelihood ratio (MLR) obtained in the decaying dark matter + young disk
scenario as a function of the Einasto halo parameters. The values favored by the Via Lactea II N-body
simulation, labeled VL2, do not give a good � t to the INTEGRAL/SPI data and are far away from
the favored region.

The equivalent picture for scattering DM is illustrated in � gure 4. The overall best � t
was found to be for a pro� le with α = 0: 2, rs = 12 kpc and z0 = 140 pc, with an MLR of
2673. However, this difference is only marginally signi� cant. Indeed, by adding three degrees
of freedom, such an improvement should happen by chance 17% of the time due to statistical

 uctuations in the data. We found that the young disk (YD) model consistently gave a better
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Figure 2. Line-of-sight-integrated DM density halo profiles, squared, in absolute units of M2
⊙ pc−5 sr−1. The pixel sizes are 0.5◦ × 0.5◦, with a total region of

interest of !" D 2 : 44 sr.

4 ANALYSIS RESULTS

4.1 Spatial decomposition

Adding a spatial template that resembles a DM annihilation halo
to the astrophysically known components results in no significant
detection (2σ ) for any of the chosen profiles. We show the total
spectrum of the Milky Way between 0.05–8 MeV, including an NFW2

profile in Fig. 3 with systematic uncertainties derived from different
IC emission models. The spectral fit is shown in data space (top;
taking into account the spectral response function of SPI) including
the case of FSR from an NFW2-profile as an example, with their 1σ

uncertainty bands for clarity. The spectra resulting from the DM2-
profiles alone is shown in the bottom panel of Fig. 3. Since no flux
has been detected for either of the DM profiles, we show the 2σ

upper limits on the flux.

4.2 Spectral fit and limits on dark matter

We search for a residual spectral enhancement in the analysed energy
band with two approaches: a) either, the total spectrum, that is, all
spatial components including a DM halo and point sources, is fitted
with the function in equation (7) plus equation (10) to find a possible
DM component (‘from total’ in Figs 4 and B1; see spectrum in
Fig. 3), or b) the DM-only spectrum (mostly consistent with zero
within 2σ in all energy bins) is fitted with equation (10) alone.

For each of the four different DM halo profiles, we perform a
separate analysis for the ee and γ γ final states. We detect no sign of
an additional FSR or γ -ray line emission that would originate from
a DM halo. While the FSR spectrum is hardly compatible with the
measured data, the narrow-line search results in a few 2σ excesses,
but only in the case of an ISO or BUR profile. The photon energies
at which these excesses are seen are around 75, 198, and 1779 keV,
reminiscent of instrumental background lines in the SPI raw data
(Diehl et al. 2018). We discuss the correlations of celestial emission
and background emission in more detail in Section 5.

We provide upper bounds on the velocity-averaged annihilation
cross section ⟨σv⟩ for both annihilation channels for all DM profiles
discussed in Section 3.1.2. The bounds are shown as a function
of DM mass in Fig. 4 for the electron–positron channel, and in
Fig. 5 for the two-photon channel. Since the behaviour of the
bounds are rather smooth with expected variations from the narrow-
line model (Fig. 5), we can describe our bounds with a simple
scaling equation. We use the bounds derived from the NFW profile

Figure 3. Top: Extracted ‘total’ SPI spectrum from 16 yr of INTEGRAL
observations (black data points) including an NFW2-profile, together with
fitted models and fit residuals (sub panel). Bottom: Dark matter only spectra.
Shown are 2σ upper limits for all used DM density profiles and some excluded
FSR spectra in each case between DM masses of 1 and 4 MeV, together with
the excluded cross section (see legend).

as a benchmark here. Bounds for other DM halo profiles behave
similarly in the ee channel but add some structure in the γ γ

channel (see Section 5 for discussions). If we describe the 95 per cent
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Generally, compilations of dwarf galaxy J factors in the liter-
ature (e.g. Ackermann et al. 2014; Evans et al. 2016) yield re-
gions of interest that are smaller than the imaging resolution of
SPI ⇠2.7�, so that the point-like assumption is adequate. For ex-
ample, the imaging resolution of SPI encompasses a physical
region of more than 400 pc for the closest DSG in our sample,
Canis Major (CMa), at a distance of 9 kpc.

Our input catalogue of all1 DSGs near the MW within
500 kpc holds 39 individual candidate sources. We use the bary-
onic centres of the DSGs as the positions of the point sources;
see Table 1. This leads to 39 additional intensity scaling pa-
rameters ✓i in the model fit to the observed data. These sources
are at least separated by more than the imaging resolution of
SPI (2.7�), and thus the correlation between them (source con-
fusion) is usually negligible. Exceptionally “close pairs” (see
Fig. 1) are CVn I – CVn II (6.5�), Leo I – Seg 1 (3.8�), Leo IV
– Leo V (2.8�), and Boo I – Boo II (1.7�), so that the flux val-
ues derived from the latter pair only should be considered with
caution.

For each galaxy, an individual spectrum in the range
490�530 keV was extracted. Then, in each spectrum, we de-
termined the flux of annihilation emission separately. Owing to
the individually low signals, we additionally consider an alter-
native stacking approach for a DM hypothesis test. In this case,
instead of deriving 39 individual spectra, we fixed their relative
fluxes according to their distances, assuming the same mass for
all DSGs (Strigari et al. 2008a). From this, we obtained a spec-
trum for a reference DSG at a chosen distance of D0 = 100 kpc.
The resulting spectrum, however, would be dominated by the
closest galaxy as the flux is proportional to the inverse distance
squared. The spectrum may also be confused by the di↵use emis-
sion in the galactic plane and bulge because of their partial corre-
lation in the maximum likelihood approach. We try to avoid such
a bias, in the stacking procedure only, by ignoring DSGs towards
the galactic plane (between |b| < 10�), and galaxies closer than
25 kpc. Formally, the additional (now seventh, see Paper I) sky
component is described by Eq. (3)

F =
hL0i
4⇡D2

0

39X

i=1

�(l � li)�(b � bi)
 

D0

Di

!2

· (3)

Here hL0i is the (fitted) intrinsic mean luminosity for a basic
DSG at a canonical distance of D0 = 100 kpc, corresponding
to 39 individual sources, at positions (li/bi) in the sky, scaled by
their distances Di.

3. Results

3.1. Individual sources

We first validate the emission attributed to the di↵use large-scale
511 keV emission to obtain a robust reference model with re-
spect to possible additional sources. We find the bright bulge
and faint disk, as well as the Galactic centre source (GCS),
the Crab and Cygnus X-1 with fluxes that are consistent with
the results reported in Paper I. The flux values for bulge, disk,
and GCS are (9.5 ± 0.7) ⇥ 10�4 ph cm�2 s�1, (16.7 ± 3.6) ⇥
10�4 ph cm�2 s�1, and (0.8 ± 0.2) ⇥ 10�4 ph cm�2 s�1, re-
spectively. Continuum fluxes in the analysed 40 keV band are
(2.20± 0.07)⇥ 10�5 ph cm�2 s�1 keV�1 for the Crab, and (0.65±
0.05) ⇥ 10�5 ph cm�2 s�1 keV�1 for Cygnus X-1, which is also

1 During the write-up of this study, more DSGs have been found but
have not been included in the analysis.
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Fig. 2. Derived fluxes (crosses) of each satellite galaxy against the expo-
sure time at source position. If a line is not detected or appears negative,
a 2� upper limit is given (triangle). The solid line represents the 2� sen-
sitivity limit for a narrow line (instrumental resolution) seen with SPI
at 511 keV. The (red) circles indicate sources for which the statistical
significance is higher than 2�.

consistent with literature values (see e.g. Jourdain & Roques
2009; Jourdain et al. 2012).

The derived spectra for each DSG near 511 keV were fit-
ted by a Gaussian-shaped line with width fixed at 2.15 keV (in-
strumental resolution, FWHM) on top of a constant o↵set. The
centroid was allowed to vary in the range 508�514 keV, corre-
sponding to bulk motions of |vBulk| ⇡ 1750 km s�1, to account
for intrinsic movement of the satellites and statistical fluctua-
tions. For non-positive results, a 2� flux limit is estimated for a
line at 511 keV.

The strongest DSG signal that we find is from the position
of Reticulum II (Ret II) with 3.1� significance. Its line flux
is (17.0 ± 5.4) ⇥ 10�5 ph cm�2 s�1. However, we caution that
Ret II 511 keV emission may be too intense a signal to be inter-
preted as due to DM alone (see Discussion below). A 511 keV
line significance of 2.3� is found for the position of Sag. For-
mally, the line flux is (2.2 ± 1.0) ⇥ 10�5 ph cm�2 s�1, which
is consistent with the upper limits derived from Cordier et al.
(2004), but with a ⇠100 times larger exposure at this position
at present.

The summary of fit results for all 39 tested satellite posi-
tions is listed in Table 1 and illustrated in Fig. 2. The expo-
sure across the entire sky in this data set varies by a factor of
50 among the candidate sources and the sensitivity changes ac-
cordingly. We empirically determine a 2� narrow 511 keV line
detection sensitivity of 5.7⇥10�5⇥

q
106/TExp[Ms] ph cm�2 s�1

(solid line in Fig. 2). Among our sample of 39 candidate sources,
17 show weak indications of annihilation signals (�1�) inde-
pendent of the exposure time. Six sources show a signal with
more than 2� (Leo I, Gru I, CVn II, Sag), and two sources more
than 3� (Boo I, Ret II) statistical significance above instrumen-
tal background. The values for Boo I may be over- or underes-
timated because of source confusion with Boo II. Statistically,
one would expect about two 2� sources out of a sample of 39
from fluctuations of the background. Since we see six sources
at a significance of at least 2� (two expected) and 17 sources
at a significance of at least 1� (13 expected), the 511 keV sig-
nals are not consistent with background fluctuations alone. On
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the other hand, the individual 511 keV signals per source are of
a significance that is too low to single them out, and thus we use
the full population of possible sources for further analyses (see
Sect. 4.1). Furthermore, we discuss the 3.1� signal from Ret II
in Sect. 4.3, separately.

3.2. Stacked analysis

Under the assumption that satellite galaxies share a common
mass scale (Strigari et al. 2008a), we analyse the spectra in a
constrained maximum likelihood fit to search for a DM-related
511 keV signal. For this, we determine one global scaling pa-
rameter to the set of sources, which are normalised to a com-
mon flux value and then rescaled by their distances D�2. We
estimate the total �-ray flux in the vicinity of 511 keV that
reaches us from the positions of the Milky Way satellites (see
Eq. (3)), and we also avoid source confusion as above. In the
stacked spectrum of the satellite galaxies at a canonical dis-
tance of 100 kpc, we do not find a significant excess and pro-
vide a 2� upper limit of the flux of 1.4 ⇥ 10�4 ph cm�2 s�1.
This is based on ignoring DSGs that are closer than 25 kpc and
DSGs in the direction of the galactic disk. Softening these re-
strictions by including all 39 DSGs changes this upper limit to
1.3 ⇥ 10�4 ph cm�2 s�1. If the assumption of an identical DSG
mass is discarded, Eq. (3) gets an additional factor M2

i , where
Mi is the dynamical mass of the DSG. For a subset of galax-
ies with available J factor and dynamical mass estimates (see
Table 1), we derive an upper limit of 2.3 ⇥ 10�4 ph cm�2 s�1.
Under the same assumptions, with the requirement that DM an-
nihilation explains the entire bulge signal (Vincent et al. 2012;
Evans et al. 2016), the stacked dark matter signal would yield a
511 keV flux of ⇠2 ⇥ 10�6 ph cm�2 s�1.

4. Discussion

4.1. Mass-to-light-ratios

The mass-to-light-ratio ⌥V = MDyn/LV has been found to
be a good indicator for DM which is believed to dominate
the mass content in DSGs (Mateo 1998; Strigari et al. 2008a;
McConnachie 2012). In the top panel of Fig. 3, the mass-to-
light ratio within the half-light radius (see references in Table 1)
against the absolute V-band magnitude from available literature
data is shown. For Pis II, Boo III, CMa, and the LMC, no dynam-
ical mass estimate is available and we used the stellar masses
as lower limits for the dynamical masses. As already shown by
several studies (Mateo 1998; Strigari et al. 2008a; McConnachie
2012), the mass-to-light-ratio shows a negative correlation with
the brightness of the objects. This is counter intuitive as one
would naturally expect a nearly constant mass-to-light-ratio in
the absence of dark matter, no matter how faint a galaxy is. The
stellar mass-to-light ratio ⌥⇤V = M⇤/LV indeed shows a value
of ⇠1.0 across the magnitude scale. But as the galaxies become
fainter, ⌥V rises, which indicates an unseen mass that is gen-
erally interpreted as DM subhalos. Also, the ultra-faint dwarf
galaxies (data available for Hor I and Ret II), which were re-
cently detected by Koposov et al. (2015a), nicely fit into this
correlation.

Any tracer that would make DM “visible”, for example by
measuring its annihilation products, should show a similar trend.
We therefore define a mass-to-positron annihilation luminosity
ratio, ⌥511 = MDyn/L511, and calculate these values for our sam-
ple. In the bottom panel of Fig. 3, we show ⌥511 for the galax-
ies whose flux estimates deviate from zero (at the 1� level).
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Fig. 3. Mass-to-luminosity ratio in units of solar masses per solar lumi-
nosity as a function of absolute visual magnitude, MV . Top panel shows
the dynamical mass over the absolute V-band magnitude as already
described by Mateo (1998), Strigari et al. (2008a), or McConnachie
(2012). Towards fainter satellite galaxies, ⌥V increases, which is gener-
ally interpreted as indirect evidence for dark matter (see text for details).
Bottom panel shows the ratio of the dynamical mass and the 511 keV
luminosity over absolute visual magnitude. The trend is reversed when
plotting ⌥511 versus MV , in contradiction with what is expected for a
dark matter origin. Typical error bars are shown; 2� lower limits are
shown with triangles. For comparison, ⌥V and ⌥511 for the Milky Way
are shown with a star symbol in each panel.

For all other galaxies for which data are available, we give 2�
lower limits. Apparently, and although the data have large uncer-
tainties, the correlation is opposite from ⌥V . The reversed trend
for ⌥511 versus MV is in contradiction with what is expected for
a DM origin. This could have several causes as follows:

1. The correlation is based on the high ratio derived from Sag;
by neglecting this value, the rank correlation coe�cient re-
duces from �0.35 to �0.14, but is still far from the positive
correlation in the top panel. Using only signals with more
than 2� also yields the same correlation.

2. For the visually fainter galaxies (e.g. Ret II, Hor I) seen in
511 keV, the dynamical mass estimates are 2�3 orders of
magnitude lower than for the bright galaxies (e.g. Sag, For),
which automatically distorts the correlation in this direction
whether or not the signals are significant or strong.

3. It is probably not the dynamical mass that drives the appar-
ent correlation. As the correlation of ⌥⇤V versus MV is com-
pletely gone, the respective correlation between⌥⇤511 and MV
is still there. Stars and their surrounding environments are a
favoured explanation for any present 511 keV emission (see
discussion about Ret II below), although the electron number
density in DSGs is a crucial, but uncertain factor in theoreti-
cal estimations of the annihilation rate.

4.2. Dark matter origin

The pronounced spatial peak of the 511 keV signal in the
galactic centre has been confirmed and strengthened by re-
cent results (Paper I), reviving the possibility of a DM origin.
If e+s do not travel far from the source and rather find free
or bound e�s to annihilate with (Guessoum et al. 1991, 2005;
Jean et al. 2009; Alexis et al. 2014), the morphology would
match the square of the DM density profile of a host galaxy
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positron annihilation time scale. However, if LMXRB posi-
trons are produced in the inner accretion disks by processes
depending on parameters of the binary system (e.g., tempera-
ture, depending on black hole mass) then only a few of those
systems may be important eþ producers; their spatial distri-
bution may not be represented at all by the one of all hard
LMXRBs.

The morphology of the observed 511 keV emission pro-
vides also some interesting constraints in the case of dark
matter particles as positron sources (under the assumption of
negligible eþ propagation). An illustration of such an analy-
sis is provided by Ascasibar et al. (2006), who convolved the
positron maps predicted for various light DM particle scenar-
ios and types of DM halo profiles with the response function
of SPI. Comparison to the data showed that (i) particle
candidates with velocity dependent cross sections are ex-
cluded as the main source of 511 keV emission,
(ii) fermionic DM candidates are also excluded, since they
need to exchange too light charged particles, and
(iii) decaying dark matter cannot be the main source of
low-energy positrons, because the resulting flux profile is
too flat, compared to SPI data. Note that this latter feature
is a generic property of all models involving decaying parti-
cles, where the positron production (and annihilation) rate is
proportional to the DM density profile: even ‘‘cuspy’’ pro-
files, such as the NFW (see Fig. 12), do not provide a !-ray
flux profile sufficiently peaked toward the inner Galaxy.
Annihilating or deexciting DM produces positrons at a rate
proportional to the square of the DM density profile (see
Sec. IV.C.2) and leads to a much more peaked !-ray profile.
Ascasibar et al. (2006) found that light scalar annihilating
particles remain as a possible candidate, provided the DM
halo is at least as cuspy as the NFW profile with !" 1 (see
bottom panel of Fig. 21); however, as stressed in Sec. III.E,
astrophysical evidence favors flatter DM halo profiles.

The proximity of the Galactic center and the expected
high density of DM particles there make it the prime target

for the detection of all kinds of radiation emitted indirectly
by DM (either decaying, annihilating, or deexciting).
However, because of the uncertainties presently affecting
the density profile of DM halos (see Sec. III.E) and the
possible contamination of the signal by more conventional
astrophysical sources, other potential targets have been
sought. The dwarf spheroidal (dSph) satellites of the
Milky Way, with their high mass-to-light ratio and relative
proximity, may constitute such targets. Hooper et al. (2004)
suggested that the light DM hypothesis could be tested on the
nearby (25 kpc) dSph galaxy Sagittarius, which appears
to be dominated by dark matter. A search for the expected
annihilation signal at 511 keV (Cordier et al., 2004) was
unsuccessful.

4. Summary of candidate sources

The main features of the candidate eþ sources discussed in
this section are summarized in Table IX. As already empha-
sized, eþ production rates of all those sources are extremely
uncertain (except those of 26Al, 44Ti, and GCRs) and the
values listed above should be considered as optimistic rather
than typical ones. Only in the case of novae may the esti-
mated production value be used to eliminate those sources as
important eþ producers. Source morphology and high energy
of produced positrons appear to exclude pulsars, magnetars,
and GCRs as major contributors to the observed 511 keV
emission from the bulge. Source morphology alone would
exclude hypernovae and GRBs. The high energy of produced
positrons disfavors ms pulsars, as well as p-p collisions from
any source (microquasars, LMXRB jets, the central SMBH).
This still leaves several potentially important eþ contributors,
but none of them has the observed morphology of 511 keV
emission.

Thus, assuming that positrons annihilate near their sources,
one has to conclude that

(i) either an unknown class of sources dominates eþ pro-
duction, or

TABLE IX. Properties of candidate positron sources in the Milky Way.

Source Process EðeþÞa eþ rateb Bulge/diskc Comments
(MeV) _Neþð1043 s%1Þ B=D

Massive stars: 26Al "þ decay "1 0.4 <0:2 _N, B=D: Observationally inferred
Supernovae: 24Ti "þ decay "1 0.3 <0:2 _N: Robust estimate
SNIa: 56Ni "þ decay "1 2 <0:5 Assuming feþ;esc ¼ 0:04
Novae "þ decay "1 0.02 <0:5 Insufficient eþ production
Hypernovae/GRB: 56Ni "þ decay "1 ? <0:2 Improbable in inner MW
Cosmic rays p-p "30 0.1 <0:2 Too high eþ energy
LMXRBs !-! "1 2 <0:5 Assuming Leþ " 0:01 Lobs;X

Microquasars (#Qs) !-! "1 1 <0:5 eþ load of jets uncertain
Pulsars !-!=!-!B >30 0.5 <0:2 Too high eþ energy
ms pulsars !-!=!-!B >30 0.15 <0:5 Too high eþ energy
Magnetars !-!=!-!B >30 0.16 <0:2 Too high eþ energy
Central black hole p-p High ? Too high eþ energy, unless B> 0:4 mG

!-! 1 ? Requires eþ diffusion to "1 kpc
Dark matter Annihilation 1 (?) ? Requires light scalar particle, cuspy DM profile

Deexcitation 1 ? Only cuspy DM profiles allowed
Decay 1 ? Ruled out for all DM profiles

Observational constraints <7 2 >1:4

aTypical values are given.
beþ rates: in roman: observationally deduced or reasonable estimates; in italic: speculative (and rather close to upper limits).
cSources are simply classified as belonging to either young (B=D< 0:2) or old (< 0:5) stellar populations.
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outward flow of magnetised and turbulent plasma emanated from the Sun. While
high-energy CRs can reach nearly undisturbed the Earth, the presence of the
magnetised solar wind prevents low-energy charged particles of any species to
penetrate freely into the inner heliosphere (Moraal 2013; Potgieter 2013). It can be
seen from Fig. 4 that solar modulation is irrelevant for ultra-relativistic particles, and
becomes important in the trans-relativistic and non-relativistic energy domain.

It follows that the local interstellar spectrum of LECRs cannot be determined by
means of near-Earth observations and this has been until very recently (see Sect. 3.4)
the main obstacle in the study of these particles. CR spectra measured at the top of
the Earth atmosphere need to be demodulated to give the local interstellar spectrum.
Unfortunately, the demodulation of LECR spectra is not at all a straightforward task
due to our limited knowledge of both heliospheric physics (e.g., Zank 1999) and
cosmic-ray transport in turbulent magnetic fields (e.g., Mertsch 2020).

3.2 The transport equation

Technically, a quantitative understanding of solar modulation can be achieved by
solving the CR transport equation, that was first derived by Parker (1965). It is a
partial differential equation describing how CRs are transported in the six-
dimensional phase space ðx; pÞ. Here, we provide an heuristic derivation of such

Fig. 4 CR proton spectra measured by the Voyagers (white triangles, Cummings et al. 2016 and Stone
et al. 2019) and by other instruments at different times. Red, green, and blue data points refer to epochs of
maximum, intermediate, and minimum solar activity. The black line is an analytic representation of the
unmodulated CR spectrum, while the coloured dotted lines have been computed for modulation potentials
equal to / ¼ 0:6; 0:8; and 1.4 GV. Data are from Adriani et al. 2013 (PAMELA 09); Zhao et al. 2014
(STEREO 08 and IMP8 87); Shikaze et al. 2007 (BESS 97, 98, -TeV 02, 00); von Rosenvinge et al. 1979
(IMP8 77); Aguilar et al. 2015 (AMS-02 12); Menn et al. 2000 (IMAX 92); Webber et al. 1991 (MASS
89); Hsieh et al. 1971 (IMP5 69). Image adapted from Vos and Potgieter 2015
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Figure 2 shows the local spectra of CR nuclei of atomic number from Z ¼ 1 to 8
(top to bottom). Data have been collected by detectors operating at the top of the
Earth í s atmosphere: the satellite borne PAMELA (blue) and the Alpha Magnetic
Spectrometer (AMS-02, red shaded regions) mounted on the International Space
Station (Adriani et al. 2014; Collaboration et al. 2002). For a better representation,
spectra have been multiplied by the particle rigidity3 R to the power 2.7. At least part

Fig. 2 Spectra of CR nuclei of atomic number from Z ¼ 1 to 8 (top to bottom) as a function of rigidity.
Data from AMS-02 (red) and PAMELA (blue). Image reproduced with permission from Gabici et al.
(2019), copyright by World Scientific Publishing

3 The rigidity of a fully ionised nucleus of momentum p is R ¼ pc=Ze, where e is the elementary charge. If
pc is expressed in eVand the particle charge in natural units (e ¼ 1) the rigidity has units of Volts. Particles
of equal rigidity have the same gyration radius around a magnetic field of strength B, rg ¼ R=B, and
therefore follow the same trajectory.
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The Voyagers measured also the local interstellar spectra of LECR nuclei heavier
than hydrogen. The most abundant amongst them is helium, whose spectrum is
shown in the top-left panel of Fig. 6. In the figure, Voyager and AMS-02 data are
shown as red triangles and blue circles, respectively. Cummings et al. (2016) noticed
that the spectra measured by Voyager for hydrogen and helium overlap almost
perfectly when plotted as a function of the particle energy per nucleon, and when the
former is divided by a factor of 12.2. On the other hand, the spectrum of helium
measured by PAMELA and AMS-02 at high energies is appreciably harder than that
of hydrogen (both can be described by power laws in energy, the difference between
the spectral slopes being ! 0.07, Adriani et al. 2011; Aguilar et al. 2017). Following
these indications, the black line in the top-left panel of Fig. 6 has been obtained by

dividing Eq. (14) by 12.2 and substituting ½1þ ðE=2:2 GeVÞð1:9=2:1Þ&2:1 with

½1þ ðE=1:6 GeVÞð1:83=1:8Þ&1:8. The reason why the spectra of protons and helium

Fig. 6 Top left: CR helium spectrum as measured by Voyager (Cummings et al. 2016, red triangles) and
AMS-02 (Aguilar et al. 2017, blue circles). Bottom left: CR electron spectrum, as measured by Voyager
(Cummings et al. 2016, red triangles) and AMS-02 (Aguilar et al. 2019, blue circles). Top right: CR
intensity for protons (blue), helium (green), and electrons (red curve) in the local ISM. Bottom right: CR
energy densities in the local ISM. Same color code as in top-right panel
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helium and heavier elements in the ISM is neglected. Then, X ISMðEÞ represents the
mean amount of matter traversed by CRs before escaping the Galaxy, while X B

corresponds to that traversed by CR boron before spallating to transform in a lighter
element. Note that while the former may be an energy-dependent quantity, the latter
is not, as long as particles of large enough energy are considered (as rB is roughly
constant). Rearranging all the equations derived above, one finally gets an expression
for the CR Boron-over-Carbon ratio (B/C), which is an observable quantity (Gaisser
et al. 2016)

nB
nC

# X ISM

1þ X ISM
X B

rC!B þ rO!B

mp
: ð1Þ

Equation (1) illustrates well how the measurements of the CR B/C ratio provide us
with an estimate of the residence time of CRs in the ISM. In particular, the energy
dependence of the B/C ratio is fully determined by that of X ISM / sISM, as all the
other quantities on the right-hand side of the equation are roughly energy
independent.

The observed B/C ratio is shown in Fig. 3, as measured at the top of the Earth í s
atmosphere by AMS-02 (blue points), and in the local ISM by the Voyager 1 probe
(red points). The two datasets do not seem to connect smoothly, and exhibit quite
different behaviours. The B/C ratio measured by AMS-02, after a plateau, decreases
steadily with particle energy, while that measured by Voyager 1 is essentially energy
independent. Here, we will limit the analysis to the higher energy dataset (AMS-02),
which can be interpreted in a rather straightforward way, and we avoid a discussion
on low-energy data, whose interpretation is, to date, very uncertain (see, e.g., Fig. 1
in Tatischeff et al. 2021 or Fig. 9 in Cummings et al. 2016).

Fig. 3 Boron-over-carbon (B/C)
ratio. Data from AMS-02 (blue
points, Aguilar et al. 2016) and
Voyager 1 (red points,
Cummings et al. 2016). The
dashed line represents the power
law E%1=3. The grammage
derived by data and the
corresponding CR residence time
in the ISM are shown in the inset
(solid line) together with the
power law E%1=2 (dashed line)
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FIG. 2.» Mass histograms for Be (SET \ 107 MeV nucleon~1), Al (SET \ 212 MeV nucleon~1), Cl (SET \ 250 MeV nucleon~1), and Mn (SET \ 289
MeV nucleon~1). The maximum allowed zenith angles for these data are for Be and Al and for Cl and Mn. The overlying curves for Al,hmax \ 40° hmax \ 30°
Cl, and Mn were obtained using maximum-likelihood Ðts, as discussed in the text. A 10] magniÐcation of the Be, Al, and Cl counts scale is shown as a light
histogram and Ðtted curve. The total number of events in the histograms are 6552 for Be, 10967 for Al, 1196 for Cl, and 2954 for Mn.

abundances were obtained by counting events in each peak.
Small corrections to the measured relative abundances
(\12% for the Be isotopes, \4% for all others) were made
to take into account isotopic diÜ erences in fragmentation in
the instrument, SOFT efficiency, and geometry factor for a
given energy bin. The resulting isotopic abundance ratios,
after application of these corrections, are shown in Table 2.

After calculating the isotopic abundances using Ðts to
peaks in the mass histograms, an adjustment must be made
to account for the small amount of background contribu-
tion to the secondary radionuclide abundances. This back-
ground is most likely due to two sources : spillover from
adjacent isotopes due to non-Gaussian tails and fragmenta-
tion in the material at the top of CRIS. For example, the
charge consistency criteria and multiple mass determi-
nations described above will most likely not eliminate a
GCR particle that loses a neutron in the D0.442 g cm~2
above the Si detectors. Mass histograms for some of the
more abundant elements in GCRs show evidence of small

mass peaks for radioactive species that are not present in
the GCRs because of their short half-lives (e.g., 22Na, which
decays by b`-emission in yr). An estimate of theq1@2 \ 2.6
overall background contribution was made in the following
manner. Using elements that are abundant in the GCRs
such as carbon and silicon, mass histograms were gener-
ated, and the abundance of the lightest stable GCR isotope
in each histogram was determined. Events in the mass
region below this peak, which should be only background,
were counted if they were within 3 standard deviations of 1
amu below the peak. Using this sum of background event
counts, the amount of background to be subtracted was
calculated as a percentage of the abundance for the lightest
stable isotope. A value of this percentage averaged over all
of the abundant GCR species was calculated and an uncer-
tainty was assigned to bound the range of percentages. The
amount of background subtraction applied to the second-
ary radionuclide species was of the adjacent,0.7~0.5`0.7 %
heavier peak. This adjustment is negligible for 10Be, but the
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prediction! In the figure, the spectrum has been multiplied by the photon energy
squared, to show the spectral energy distribution. In this convenient representation,
the spectrum of gamma-ray photons from proton ñ proton interactions is no longer
symmetric with respect to E!

c , and its peak is shifted to . GeV energies.
Besides the spectrum, also the morphology of the GeV diffuse emission from the

disk carries important information, as it is shaped by the spatial distribution of both
CRs and interstellar matter. As the latter can be derived by a number of observations
(FerriË re 2001), the former can be constrained by gamma-ray observations. In the
following, we will briefly describe how this can be done, starting with a review of the
available estimates of the local (within " 1 kpc) intensity of CRs, and proceeding
then with a discussion of various approaches aimed at probing the remote regions of
the Galaxy.

4.1.1 Constraints on the cosmic-ray intensity from diffuse gamma rays

The expected local gamma-ray emissivity due to neutral pion decay can be estimated
starting from the CR proton spectrum measured in the local ISM (Eq. (14)). It
represents the number of gamma-ray photons emitted per unit energy, time, and per
interstellar hydrogen atom. It is defined as (Stecker 1971):

Fig. 7 Hard X- and gamma-ray emission from the inner Galaxy (jlj\30# and jbj\10#). Curves show the
expected contribution from sources (lower dot-dashed magenta line), diffuse emission (blue line), and total
(upper dot-dashed magenta line). The diffuse emission is the sum of the contributions from p0 decay (red),
inverse Compton scattering (green), Bremsstrahlung (cyan), and isotropic extragalactic (black). Data are
from Fermi (black), INTEGRAL (magenta and blue), and COMPTEL (green). Image reproduced from
Strong (2011) and de Angelis et al. (2018), copyright by World Scientific Publishing
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Fig. 6. Spectrum of the analysed region between 0.5 and 8 MeV. The
orange data points show the extracted fluxes from the energy-dependent
IC template �1 = �2 = 0.5, and the fuchsia points a re-binning to a
minimum signal-to-noise ratio of 6. The fitted power-law spectrum
(F0.5�8.0 = (5.7 ± 0.8) ⇥ 10�8 erg cm�2 s�1, ↵ = �1.39 ± 0.09) is shown
with its 68.3, 95.4, and 99.7 percentile bands in violet, and the fitted cut-
off power law with EC = 4.9 ± 1.4 MeV in red. We compare the fluxes
of this work with historic measurements by COMPTEL (green; Strong
et al. 1999).

index of ↵ = �1.39 ± 0.09. The spectral index is consistent with
the work by Bouchet et al. (2011), who found an index of 1.4–1.5
between 0.02 and 2.4 MeV. Extrapolating the fitted power law to
the COMPTEL band up to 30 MeV and propagating the spec-
tral uncertainties also shows a general agreement (violet band).
Using instead a cutoff power law with a normal prior for the
break energy of 4.0±1.8 MeV (cf. Table 4 in Bouchet et al. 2011)
leads to slightly larger flux values between 1 and 4 MeV and to
slightly smaller fluxes (.10% difference in both cases) elsewhere
(red band). The resulting power-law index is then �0.95 ± 0.16
and the fitted break energy 4.9 ± 1.4 MeV.

We note that SPI also detects photons above 8 MeV; however,
the official tools do not provide an imaging or spectral response
at these energies. On the other hand, the SPI spectrum below
0.5 MeV is already well determined, and we refer the reader to
Bouchet et al. (2011) and Siegert et al. (2022b) for details about
this low-energy band. Extending the spectrum in either direction
is beyond the scope of this paper.

As an alternative to a generic power law, we compare the
extracted data points from each GALPROP IC morphology to
the expected absolute model in Fig. 7. In this way, we can
determine which propagation model provides the best absolute
normalisation when compared to SPI data. The magnitudes of
the systematic uncertainties were calculated as the mean abso-
lute difference from the extracted flux values among the tested
IC morphologies (thin error bars). The flux values (crosses) in
Fig. 7 and their statistical uncertainties (thick error bars) are the
means of the individually extracted fluxes (see also Table 2). At
the spectral level, excessively extreme variations in the diffusive
properties, as in the model �1 = 0, appear in tension with the
data. All other models seem to lead to quasi-parallel spectra, in
broad agreement with the deduced shape.

We note that the default predictions are about a factor of
2–3 below the measured fluxes, with increasing discrepancy
towards higher energies. However, the plot also shows that it is
hard to pin down the origin of the mismatch: Variations in the

Fig. 7. Extracted spectrum (black crosses) with statistical (thick error
bars) and systematic (thin error bars) uncertainties, as well as a generic
power-law fit (band).

diffusion properties, variations in the photon targets by a fac-
tor of 3–5, or variations in the CR source spectra by a similar
factor (not shown) could be involved in explaining the mis-
match. Orlando (2018) argue, however, that this last option, also
invoked in Bouchet et al. (2011), would lead to an overproduction
of synchrotron emission, which disfavours such a hypothesis.
Also, there is almost no sensitivity to the halo thickness (thick
halo). The best match is found for the model variant with
�1 = �2 = 0.5 that assumes a constant diffusion coefficient index
for the entire CR electron spectrum. Finally, we note that part
of the emission could be due to an unresolved population of
Galactic sources, indistinguishable from a continuum emission.
Such sources might show spectra similar to the ‘hard tails’ that
have recently been detected in a few X-ray binaries (e.g. Cangemi
et al. 2021a,b). Emission up to ⇠500 keV and beyond has been
observed in individual sources, which could flatten out the cumu-
lative spectrum of a population of weak sources. In term of the
energy flux, E

2
FE , this could lead to a peak in the unresolved

point source spectrum around 0.5–3.0 MeV, depending on the
objects’ properties and their luminosity function in the Milky
Way.

Evaluating the different model variants, we find that the sys-
tematic uncertainties due to the background variability range
between 5% (0.5–0.85 MeV) and 20% (3.3–8.0 MeV). The sys-
tematic uncertainty from the IC morphology ranges between 20
and 30%.

6. Summary, discussion, and conclusions

For the first time in 20 yr, we have provided a description of
the Galactic diffuse �-ray spectrum up to 8 MeV. Our results
are compatible with previous estimates from COMPTEL and
finally supersede its precision as measured by the signal-to-
noise ratio. The spectrum is adequately described empirically
by a power law with an index of �1.39 ± 0.09 and a flux
of (5.7 ± 0.8stat ± 1.7syst) ⇥ 10�8 erg cm�2 s�1 between 0.5 and
8.0 MeV. Our general finding is in line with Bouchet et al. (2011),
showing the need for a continuum emission broadly peaking in
the inner Galaxy and compatible in spectrum with the expected
IC scattering of CR electrons onto the ISRF. Such a model, how-
ever, overshoots baseline expectations of state-of-the-art models

A130, page 8 of 11
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Fig. 6 Diffuse MeV continuum spectrum possibilities of the Milky
Way in the range j l j ≤ 47: 5◦, j b j ≤ 47: 5◦. The gray data points indi-
cate the measured Milky Way spectrum between 0.03 and 8 MeV with
INTEGRAL/SPI (Siegert et al. 2022a; Berteaud et al. 2022), excluding
the γ -ray lines at 511 keV and 1809 keV, as well as the ortho-Ps con-
tinuum. Top left: Generic GALPROP model components can roughly
explain the entire spectrum with Inverse Compton (IC) emission from
the CMB, infrared (IR) light, and optical (opt, scaled up by a factor
of 2, suggested by Bouchet et al. (2011), for example) light, and a
bremsstrahlung component (scaled up by a factor of 3 to roughly match
the data). Top right: The Galactic diffuse baseline model (no scalings)

allows for additional components, such as e C -annihilation in flight. A
ten times stronger than measured flux of e C -annihilation allows anni-
hilation in flight up to injection energies above 100 MeV. Bottom left:
A power-law description (shaded bands for 1 and 2σ uncertainties)
would explain the data completely, but would disagree with a Galactic
diffuse baseline model. Bottom right: Zoom in to the fit from the bot-
tom left plot, in the style of Beacom and Yüksel (2006), but extended
to the entire region of interest. Assuming the fitted power-law explains
the entire emission, within uncertainties, the annihilation in flight in-
jection energy is automatically constrained to below 10 MeV. Work in
progress / preliminary results by Siegert et al. (2023, in prep.)

case, given the uncertainties of the data points (see Fig. 6).
However, searching for an additional component above this
power-law without allowing to change the power-law pa-
rameters in a spectral fit, will never find an additional com-
ponent, because the power-law already describes the data
well. This means an annihilation in-flight spectrum has to be
as small as to not ‘overshoot’ the power-law model, which
results in an inevitable upper bound on the injection energy
of 3–7 MeV, because the total flux is bound to the 511 keV
line flux.

Now, if an astrophysical model is assumed for the dif-
fuse γ -ray continuum, for example calculated with GAL-
PROP (Strong et al. 2007), the model is parametrised with

the cosmic-ray e− spectrum, i.e. its spectral shape and am-
plitude, with the interstellar radiation field, with the parti-
cle density (for bremsstrahlung and pion-production), and
with the magnetic field, among other parameters. Such a
parametrisation allows for a much more flexible model, and,
given the uncertainties of the measurements in the MeV
range as well as from direct cosmic-ray measurements and
high-energy γ -rays, results in a less-determined spectrum
than by just fitting a power-law (see Fig. 6). The reason why
the e C injection energy appears to be bound to several MeV
is because a model is assumed that already fully explains the
data.
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Fig. 2.—Maximum likelihood maps (3–7 MeV; Galactic coordinates) il-
lustrating how the Orion signal is fading away to a less than 3 j result. Contour
levels: , 3.5, ) (no negative excesses are present at these1/2(!2 ln l) " 3
levels). The Crab and PKS 0528#134 have been modeled out. Left column:

. Right column: . (a, b) Phase I data, similarTOF" 110–130 TOF" 115–130
to the data in BLO94, but applying the new analysis method. VPs 36 and 39
(pointed near ) have been added in order to remove the Crab morel ∼ 170!
accurately. (c, d) The same data as in BLO97 as well as the same analysis
method. (e, f) The same data as in BLO97, but with the new analysis method.
(g, h) All observations available now (VPs 0–623) and the new analysis
method.

Fig. 3.—Our current best-estimate spectrum of Orion (times E2), i.e., upper
limits only (2 j), together with measurements by COS B (Bloemen et al. 1984)
and EGRET (Digel et al. 1995) and expected flux values based on typ-
ical emissivity values of the Galactic disk, as derived from observations by
COMPTEL (Bloemen et al. 1997b) (approximate 1–30 MeV average) and
EGRET (Strong & Mattox 1996).

Fig. 4.—Event distribution in the COMPTEL data space of the Orion region
as a function of total energy and scatter angle (standard selections), clearlyJ̄
showing the arc-shaped Na cascade features (starting near 4 MeV at24

and 40!), produced by 1.368 and 2.754 MeV decay photons. OtherJ̄ ∼ 18!
instrumental background features clearly visible are, e.g., a line at 1.461 MeV
from K, originating in the glass of the D1 photomultiplier tubes, and a line40

at 2.223 MeV from neutron capture on hydrogen in the D1 scintillators.

(1.9–2.7, 2.7–4, 4–6.5, 6.5–9, and 9–30 MeV). Figure 3 shows
the resulting spectrum (upper limits only), together with high-
energy gamma-ray measurements.

4. DISCUSSION AND CONCLUSIONS

Although Figure 2 indicates that the Orion signal has not
vanished in data from the early observations, no convincing

detection remains. The origin of the strong signal in our earlier
analysis is not fully understood yet, but it appears that instru-
mental Na cascade events play an important role. The Na24 24

isotope is mainly produced by fast neutron interactions with
aluminum in the instrument, with structures near D1 being
particularly important here; Na undergoes b-decay to an ex-24

cited state of Mg ( hr), which decays promptly to24 ⋆ t ∼ 151/2
the ground state by emission of two cascade photons at 1.368
and 2.754 MeV. When these photons interact with D1 and D2,
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Figure 6.4: Residual flux in SPI spectrum of Cas A (black data points) in 100 keV bins between
300 keV and 8 MeV when modeling the emission with the simulated CR de-excitation spectrum of
Summa et al. (2011). The red line shows the model. The strongest lines are visible as negative
residuals, as the model cannot adequately describe the spectrum (see text).

In Figure 6.5 the spectrum of Cas A is shown, including the broken power law to account
for the unresolved line components. The goodness of fit is �2 = 7237 for 6640 d.o.f, sug-
gesting that including all strong de-excitation lines does not significantly improve the fit. A
likelihood ratio test between the model without the lines and the model with lines suggest a
detection significance of all lines of 1.7� (��2 = 19 for �d.o.f. = 12).
The broken power law is not a↵ected by the presence of additional lines in the fit. The best
fit normalization is N0 = (3.7 ± 1.0) ⇥ 10�7 ph cm�2 s�1 keV�1 at 1000 keV. The power-law
index after the break is �2 = 1.6±0.3, describing the high energy tail of continuum emission.
The power-law index before the break is �1 = �0.9 ± 0.8. These parameters are consistent
with the values determined when fitting only the continua (cf. section 6.1).

For each line, a likelihood ratio test is conducted to assess the significance of the individual
lines. The full model is tested against the model containing all other components except the
one specific line. No line, that could be attributed to de-excitation of nuclei in the shock
region, is detected with high significance.
The line with the highest individual significance is found at the 2.6� level above the con-
tinuum. The centroid of the fit line is at (6882 ± 19) keV. The integrated flux in the line is
(4.5±2.2)⇥10�5 ph cm�2 s�1. The line is broadened with a width of (90±18) keV (FWHM).
The energy resolution of SPI at 6.9 MeV is 6.1 keV (cf. section 4.3), i.e. the resolving power
of SPI at 6.9 MeV is R6.9 MeV = 6900/6.1 = 1131. The line is significantly broadened with
respect to the instrumental resolution.
The possibility is explored, that the line could be produced by the de-excitation of 16O⇤

A. Summa et al.: Nuclear de-excitation line spectrum of Cassiopeia A
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Fig. 1. Calculated gamma-ray spectrum for the specific case of Cas A using the assumptions described in the text. 106 photons are binned into
energy intervals of widths ranging from 2 to 5 keV as described in Ramaty et al. (1979). For example, the 12C line at 4: 4 MeV has a flux that is
comparable to the sensitivity of COMPTEL. Note that the continuum component caused by nonthermal electron bremsstrahlung is not taken into
consideration here.

ingredients already mentioned in the previous paragraph, the cal-
culations take into account the following assumptions: the ac-
celeration scenario for cosmic rays is assigned to the reverse-
shock side and the chemical composition of the accelerated
cosmic rays is inferred from Engelmann et al. (1990). The
composition of the ambient gas, in fact a mixture of both
massive Wolf-Rayet winds and subsequent supernova ejecta
(cf. Lingenfelter & Higdon 2007), is described by the use of re-
sults from X-ray spectroscopy (cf. Table 1). The abundances of
H and He are deduced from optical measurements by Chevalier
& Kirshner (1979). The resulting total mass is in line with the
Wolf-Rayet-supernova scenario, i.e. there is no room for addi-
tional amounts of hydrogen that would enhance the pion vs.
the nuclear de-excitation yields. Unresolved gamma-rays from
heavy nuclei and lines from long-term radioactive nuclei are
also included. Together with the consideration of recoiling tar-
get particles, this leads to a significant broadening of the lines.
Although some nonthermal emission is associated with the for-
ward shock, recent studies showed that electron acceleration to
multi-TeV energies is likely to take place mainly at the reverse
shock within the supernova ejecta (Helder & Vink 2008), mak-
ing Cas A to a unique object for studying particle acceleration
at the reverse-shock side. The resulting spectrum is depicted in
Fig. 1 and agrees well with the approximate calculation above.

4. Discussion

As can be seen in Fig. 1, the adopted acceleration scenario for
cosmic rays in Cas A leads to a flux of nuclear de-excitation
lines that would be clearly detectable by a gamma-ray telescope

Table 1. Mean measured abundance mass ratios and rms scatter resp.
upper limits according to the results of Willingale et al. (2002),
Docenko & Sunyaev (2010) and Chevalier & Kirshner (1979).

Ratio Mean rms

H/Si <2: 29 × 10−5 –
He/Si <4: 93 × 10−3 –
C/Si 1.76 0.88
O/Si 1.69 1.37
Ne/Si 0.24 0.37
Mg/Si 0.16 0.15
S/Si 1.25 0.24
Ar/Si 1.38 0.48
Ca/Si 1.46 0.68
FeL/Si 0.19 0.65
FeK/Si 0.60 0.51
Ni/Si 1.67 5.52

Notes. The mass ratios are given relative to solar values. To faciliate the
comparison, the data from Chevalier & Kirshner (1979) for H and He
are indicated relative to Si, too.

with enhanced sensitivity as sucessor to the COMPTEL mission
(e.g. the proposed GRIPS mission by Greiner et al. 2009). The
line emissivity is additionally boosted because the thermal target
gas reflects the heavily enriched abundances of the Wolf-Rayet
progenitor star. Though the detailed line characteristics always
depend on the precise knowledge of the supernova ejecta’s com-
position, the natural process of element synthesis in the progeni-
tor star and the supernova explosion mechanisms lead to peculiar
properties in the gamma-ray spectrum. A unique feature arises
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Chapter 5 Nuclear De-Excitation Lines with SPI

Figure 5.4: Best-fit spectra for extended emission from the inner Galaxy in energy ranges around
the de-excitation lines listed in table 5.1. Also shown are a (linear) continuum fit to the spectra
(blue) and the same continuum with Gaussian lines corresponding to the 3 � upper flux limits from
table 5.1 (red). a) 12C line at 4434 keV, 5 keV FWHM; b) 16O line at 6129 keV, 6 keV FWHM;
c) 16O line at 6917 keV, 7 keV FWHM; d) 16O line at 7117 keV, 7 keV FWHM; e)12C line at 4434
keV, 120 keV FWHM; f) 16O line at 6129 keV, 120 keV FWHM. The raw counts, f) 6129 keV 16O
line with FWHM 120 keV. The raw count spectra, scaled down by an arbitrary factor, are included
for comparison (grey).
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Chapter 5 Nuclear De-Excitation Lines with SPI

Figure 5.7: Best-fit spectra for extended emission from the Orion region in energy ranges around
the de-excitation lines listed in table 5.1. Also shown are a (linear) continuum fit to the spectra
(blue) and the same continuum with Gaussian lines corresponding to the 3 � upper flux limits from
table 5.1 (red). a) 12C line at 4434 keV, 5 keV FWHM; b) 16O line at 6129 keV, 6 keV FWHM;
c) 16O line at 6917 keV, 7 keV FWHM; d) 16O line at 7117 keV, 7 keV FWHM; e)12C line at 4434
keV, 120 keV FWHM; f) 16O line at 6129 keV, 120 keV FWHM. The raw counts, f) 6129 keV 16O
line with FWHM 120 keV. The raw count spectra, scaled down by an arbitrary factor, are included
for comparison (grey).
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Chapter 6 Discussion of Results

Publication Line Predicted Flux
[10�5cm�2 s�1]

SPI upper limit
[10�5cm�2 s�1]

Ramaty et al. 1979 [26] 4.4 MeV, FWHM 110 keV 1.2 - 7.2 24
6.1 MeV, FWHM 110 keV

(+ narrow) 0.6 - 3.0 32
(8.6)

Tatischeff et al. 2004 [27] 4.4 MeV, FWHM 150 keV 0.07 24
6.1 MeV, FWHM 120 keV

(+ narrow) 0.03 32
(8.6)

Dogiel et al. 2009 [9] 4.4 MeV, FWHM 160 keV1 1.2 24

Indriolo et al. 2009 [29] 4.4 MeV, FWHM 100 keV2 0.9 - 8.3 24
6.1 MeV, FWHM 100 keV2 0.4 - 5.9 32

Benhabiles-Mezhoud
et al. 2013 [28]

4.4 MeV, FWHM 100 keV 0.1 - 2.0 24
6.1 MeV, FWHM 100 keV

(+ narrow) 0.1 - 1.0 32
(8.6)

Table 6.1: Predictions for the flux in the strongest expected nuclear de-excitation lines at 4.4 MeV and 6.1
MeV from the past decades, compared to the upper limits for these lines, as obtained in this thesis with SPI.
For each paper, the lines and their predicted widths (FWHM) are listed, followed by the predicted fluxes
for each line and the closest comparable upper limits from table 5.1. Some authors predict an appreciable
percentage of the 6.1 MeV line flux to be in a very narrow line component due to a portion of the emitting
oxygen nuclei being locked up in dust grains; for these, the corresponding narrow-line upper limit from table
5.1 is also given (in parentheses).

1 Very different predicted spatial distribution and line width; comparability to other predictions and SPI
results limited.

2 Indriolo et al. do not explicitly state the width of their predicted gamma ray lines, but from context a
FWHM of 100 keV is likely. See text for a more detailed explanation.

Tatischeff et al.[27], on the other hand, obtain much lower gamma line fluxes
by forgoing a separate low energy cosmic ray component. They instead fitted a
propagated cosmic ray model to measured higher-energy spectra and extend this
down to MeV energies. However, this is difficult to reconcile with the observed
ionisation due to cosmic rays[2, 29], as discussed in sec. 2.3.1.

Indriolo et al.[29] consider three different models for cosmic ray spectra that agree
above 0.2 GeV, but differ for lower energies: a propagated spectrum based on a “leaky
box” model (see sec. 2.2), similar to that used by Tatischeff et al.[27]; a broken power
law with power law index �=-2.0 in the low energy range; and a so-called carrot
spectrum[57] with a pronounced low energy component. The latter is physically
motivated by the presence of additional local cosmic ray sources accelerating particles
to MeV energies in weak shocks[29]. The three spectra are shown in fig. 6.1. Of
these, the propagated spectrum produces the lowest de-excitation line flux, as it has
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6.3 Improving Sensitivity for Nuclear De-Excitation Lines

Figure 6.2: Line profiles of the 847 keV 56Fe and 6.1 MeV 16O de-excitation lines, normalized to
one emitted photon. The profiles are shown for different maximum grain sizes (dotted, dashed and
solid lines) and, for comparison, without any grains at all (gray). All the iron and half the oxygen
are assumed to be incorporated into grains, while all of the volatile neon (which contributes to the
6.1 MeV line via spallation) is in the gas phase. Figure adapted from Tatischeff et al., 2004[27]

component is expected for the 6.1 MeV line for small grains with amax < 0.25 µm.
With energy resolution similar to SPI’s, but higher sensitivity than achieved in this
thesis, the presence or absence of this very narrow component, as well as potentially
the line shape of the 847 keV line, could be determined. The information on grain
sizes obtained this way allows conclusions to be drawn about the sites of nuclear
de-excitation line emission. For example, grains of around 10 µm, the largest size
considered in fig. 6.2, are similar to presolar grains found in primitive meteorites in
the Solar System[65] and could be expected to exist in various circumstellar envir-
onments[27].

6.3 Improving Sensitivity for Nuclear De-Excitation Lines

6.3.1 Further Improvements with INTEGRAL/SPI

The preceding discussion showed that the current SPI upper limits on nuclear de-
excitation lines from cosmic ray interactions, as obtained in this thesis, are still
significantly above most predictions. The following section explores some options of
further improving the sensitivity of SPI for future de-excitation line analysis.

The most straightforward way of improving the sensitivity of SPI in the search
for nuclear de-excitation lines is increasing the exposure of potential sources of de-
excitation lines, such as the inner Galaxy, the supernova remnant Cas A or the
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magnesium

24.305

[24.304, 24.307]

19

K
potassium

39.098

20

Ca
calcium

40.078(4)

37

Rb
rubidium

85.468

38

Sr
strontium

87.62

38

Sr
strontium

87.62

55

Cs
caesium

132.91

55

Cs
caesium

132.91

56

Ba
barium

137.33

87

Fr
francium

88

Ra
radium

5

B
boron

10.81

[10.806, 10.821]

13

Al
aluminium

26.982

31

Ga
gallium

69.723

49

In
indium

114.82

81

Tl
thallium

204.38

[204.38, 204.39]

6

C
carbon

12.011

[12.009, 12.012]

14

Si
silicon
 28.085

[28.084, 28.086]

32

Ge
germanium

72.630(8)

50

Sn
tin

118.71

82

Pb
lead

207.2

7

N
nitrogen

14.007

[14.006, 14.008]

15

P
phosphorus

30.974

33

As
arsenic

74.922

51

Sb
antimony

121.76

83

Bi
bismuth

    

208.98

8

O
oxygen

15.999

[15.999, 16.000]

16

S
sulfur

32.06

[32.059, 32.076]

34

Se
selenium

78.971(8)

52

Te
tellurium

127.60(3)

84

Po
polonium

9

F
fluorine

18.998

17

Cl
chlorine

35.45 

[35.446, 35.457]

35

Br
bromine

79.904

[79.901, 79.907]

53

I
iodine

126.90

85

At
astatine

10

Ne
neon

20.180

2

He
helium

4.0026

18

Ar
argon

39.948

36

Kr
krypton

83.798(2)

54

Xe
xenon

131.29

86

Rn
radon

22

Ti
titanium

47.867

22

Ti
titanium

47.867

40

Zr
zirconium

91.224(2)

72

Hf
hafnium

178.49(2)

104

Rf
rutherfordium

23

V
vanadium

50.942

41

Nb
niobium

92.906

73

Ta
tantalum

180.95

105

Db
dubnium

24

Cr
chromium

51.996

24

Cr
chromium

51.996

42

Mo
molybdenum

95.95

74

W
tungsten

183.84

106

Sg
seaborgium

25

Mn
manganese

54.938

43

Tc
technetium

75

Re
rhenium

186.21

107

Bh
bohrium

26

Fe
iron

55.845(2)

44

Ru
ruthenium

101.07(2)

76

Os
osmium

190.23(3)

108

Hs
hassium

27

Co
cobalt

58.933

45

Rh
rhodium

102.91

77

Ir
iridium

192.22

109

Mt
meitnerium

28

Ni
nickel

58.693

46

Pd
palladium

106.42

78

Pt
platinum

195.08

110

Ds
darmstadtium

29

Cu
copper

63.546(3)

47

Ag
silver

107.87

79

Au
gold

196.97

30

Zn
zinc

65.38(2)

48

Cd
cadmium

112.41

80

Hg
mercury

200.59

111

Rg
roentgenium

112

Cn
copernicium

114

Fl
flerovium

113

Nh
nihonium

115

Mc
moscovium

117

Ts
tennessine

118

Og
oganesson

116

Lv
livermorium

57

La
lanthanum

138.91

58

Ce
cerium

140.12

59

Pr
praseodymium

140.91

60

Nd
neodymium

144.24

61

Pm
promethium

62

Sm
samarium

150.36(2)

63

Eu
europium

151.96

64

Gd
gadolinium

157.25(3)

65

Tb
terbium

158.93

66

Dy
dysprosium

162.50

67

Ho
holmium

164.93

68

Er
erbium

167.26

69

Tm
thulium

168.93

70

Yb
ytterbium

173.05

71

Lu
lutetium

174.97

89

Ac
actinium

90

Th
thorium

232.04

91

Pa
protactinium

231.04

92

U
uranium

238.03

93

Np
neptunium

94

Pu
plutonium

95

Am
americium

96

Cm
curium

97

Bk
berkelium

98

Cf
californium

99

Es
einsteinium

100

Fm
fermium

101

Md
mendelevium

102

No
nobelium

103

Lr
lawrencium

21

Sc
scandium

44.956

39

Y
yttrium

88.906

57-71

lanthanoids

89-103

actinoids

atomic number

Symbol
name

conventional atomic weight

standard atomic weight

2 13 14 15 16 17 Key:

3 4 5 6 7 8 9 10 11 12 
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Fig. 1 Evolution paths from collapsing massive stars to NSs and stellar-mass BHs. The gravita-
tional instability of the degenerate core (mostly composed of iron-group elements) of a massive
star can either lead to the “direct” formation of a BH by continuous accretion of matter onto
the transiently formed proto-NS (PNS) without any concomitant CCSN explosion. If a successful
explosion is launched, an initially hot PNS cools by intense emission of neutrinos and antineutrinos
of all flavors. On the way to an old, cold NS, a phase transition in the high-density EoS, spin-down
by angular momentum loss (e.g., through magnetic fields), or late accretion of matter that does
not achieve to get unbound in the CCSN explosion can lead to the delayed collapse of the PNS
or young NS to a BH. In close binary systems, the compact remnants spiral towards each other



!"#$%&'()*+#,*-',)..)"%'/"01.+"23'4567'8*)9)%:3';<=;>'?*2'@A@B

*(,7#/)"</%4(,:"'$4,#,),(<9/4,
o 8;41/3$)<;"+%&)$/34#+%&")

7%*/$)311)"#3$"

o .3&()"#3$")/?71%6/)3")3)";7/$&%93)3#)
#,/)/&6)%<)#,/+$)/9%1;#+%&

o D%'/)5+&3$()"("#/'")+&41;6+&=)*,+#/)
6*3$<)"#/113$)$/'&3&#")/?71%6/)3")3)
";7/$&%93

o D%'/)5+&3$()"("#/'")+&41;6+&=)&/;#$%&)
"#3$")/9/&#;311()'/$=/)#%)<%$')3)5134A)
,%1/

#j=&,(61('=&8(&>&*'(#4=&4Z
#Q1A(;#,8(,&A(,<*0&+(+,(&>&*'#ZZ

Dynamics and Equation of State Dependencies of Relevance for Nucleosynthesis. . . 3

Fig. 1 Evolution paths from collapsing massive stars to NSs and stellar-mass BHs. The gravita-
tional instability of the degenerate core (mostly composed of iron-group elements) of a massive
star can either lead to the “direct” formation of a BH by continuous accretion of matter onto
the transiently formed proto-NS (PNS) without any concomitant CCSN explosion. If a successful
explosion is launched, an initially hot PNS cools by intense emission of neutrinos and antineutrinos
of all flavors. On the way to an old, cold NS, a phase transition in the high-density EoS, spin-down
by angular momentum loss (e.g., through magnetic fields), or late accretion of matter that does
not achieve to get unbound in the CCSN explosion can lead to the delayed collapse of the PNS
or young NS to a BH. In close binary systems, the compact remnants spiral towards each other

!"#$%&$

&"'(#)& *(+#*



!"#$%&'()*+#,*-',)..)"%'/"01.+"23'4567'8*)9)%:3';<=;>'?*2'@A@B

G"+49,'&"+#"=)/(,7#/)"</%4(,:"'$4,#,),(<9/4,
o V%*)';4,)'3##/$)+")/a/4#/6)+&)*+&6"\
o V%*)<3$)%;#)3$/)<;"+%&)7$%6;4#")'+?/6\
o J,3#)+")#,/)4%'7%"+#+%&)%<)$/'&3&#)"#3$\

o J,+4,)"#3$")/?71%6/)3")3)";7/$&%93\
o J,+4,)73$#")%<)4%1137"+&=)"#3$)3$/)/a/4#/6\
o V%*)<3$)6+6)#,/)7$/CD8)/9%1;#+%&)7$%4//6\

o J,+4,)*,+#/)6*3$<")/?71%6/\
o V%*)+")#,/)/?71%"+%&)#$+==/$/6\
o J,+4,)&;41/3$)5;$&+&=")*+11)%44;$\

o J,+4,)4%'734#)"#3$")'3()'/$=/S)*,/&\
o V%*)+")#,/)5134A),%1/)<%$'/6\
o J,+4,)'3#/$+31")'3()/"437/\

Dynamics and Equation of State Dependencies of Relevance for Nucleosynthesis. . . 3

Fig. 1 Evolution paths from collapsing massive stars to NSs and stellar-mass BHs. The gravita-
tional instability of the degenerate core (mostly composed of iron-group elements) of a massive
star can either lead to the “direct” formation of a BH by continuous accretion of matter onto
the transiently formed proto-NS (PNS) without any concomitant CCSN explosion. If a successful
explosion is launched, an initially hot PNS cools by intense emission of neutrinos and antineutrinos
of all flavors. On the way to an old, cold NS, a phase transition in the high-density EoS, spin-down
by angular momentum loss (e.g., through magnetic fields), or late accretion of matter that does
not achieve to get unbound in the CCSN explosion can lead to the delayed collapse of the PNS
or young NS to a BH. In close binary systems, the compact remnants spiral towards each other

!"#$%&$

&"'(#)& *(+#*

*$
./
&

*$
%3
3.
/-C

D0
3"
&,"

#&
'-*
@0
%/
#"
?.
%-
S+
+*
X
E-*
X
-P.
E-X

*;
U

12 Limongi et al.

Figure 6. Evolution of the central temperature and density of all the computed models.

The main properties of the thermal pulse phase are reported in Table 4 and in the upper left panels
of Figures 7, 8, 9 and 10. The values reported in the Table as well as the behavior of the various
quantities shown in the Figures are consistent with what has been found in literature (see section 1).
Let us note, only, that the maximum temperature at the base of the convective envelope increases
progressively from ⇠ 40 MK, at the beginning of the TP phase, to a pleteau value corresponding to
⇠ 80 MK after the first ⇠ 16 TPs (upper left panel of Figure 9). By the way, Nomoto & Sugimoto
(1972) investigated in their Figures 2 and 3 how the temperature at the base of the convective envelope
and the depth of mixing depends on the luminosity and the mass of the CO core. The third dredge-
up, due to the penetration of the convective envelope into the He core during the quiescent shell
He burning phase, i.e., when the H-burning shell is switched o↵, occurs after few TPs and induces
from one side a progressive reduction of the rate at which the CO core increases (upper left panel
of Figure 8) and at the same time a progressive enrichment of the surface carbon abundance (upper
left panel of Figure 10). Note, however, that such an enhancement is very mild, in fact the surface
carbon abundance has increased, at the end of this phase, by a factor of ⇠ 1.1 compared to the value
at core He depletion. For this reason, we decided to not take into account carbon enhanced opacity
tables. By the way, let us remind that, as already mentioned in section 2, we assume some amount
of extra-mixing at the base of the convective envelope and therefore this is applied also during the
third dredge up. Figure 11 shows the behavior of the convective zones during the last thermal pulses
before the stop of the calculation, where it can be appreciated the size of the He convective shell that
forms after the He shell ignition and the e�ciency of the 3rd dredge-up, in particular the quantity
� = �Mdredge/�MH ⇠ 0.78, where �MH is the increase of the core mass during the interpulse phase
and �Mdredge is the maximum penetration of the convective envelope following the pulse (see, e.g.,
Figure 5 in Doherty et al. 2017)
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LUMINOUS TRANSIENT LIGHT CURVES AT PEAK 3

The ordinary differential equation Eq. 10 can be solved for
Eint(t) and hence the emergent luminosity

L(t) =
2
⌧ 2

d
e-t2/⌧ 2

d

Z t

0
t0Lheat(t0)et02/⌧ 2

d dt0 (11)

Both the one-zone and the separation of variables approaches
result in the same expression for the light curve; the only dif-
ference is the value of ⇠, which reflects different assumptions
about the shape of the self-similar energy density profiles.
The diffusion time for the one-zone models is a factor of
⇡/

p
3 ⇡ 2 larger. To avoid confusion, we hereafter define a

characteristic diffusion timescale without any numerical fac-
tors

td =

s
Mej

vejc
(12)

and so ⌧d = [3/4⇡⇠]1/2td . Physically, the characteris-
tic diffusion timescale gives the time at which the ex-
pansion timescale texp = Rej/vej equals the diffusion time
tdiff = ⇢R2

ej/c. The peak time scales with the diffusion
timescale tpeak / td , but the numerical coefficient relating
them depends on the distribution of heating, nature of the
opacity, and other effects.

The self-similarity assumption will be shown below to
limit the accuracy of the Arnett models. However, this is not
a necessary assumption as Eq.8 is only the first eigenfunc-
tion of the separated spatial equation. The full solution of the
energy density can be expressed as an infinite sum of higher
order eigenfunctions whose normalization will be set by the
spatial distribution of heating and boundary conditions. Pinto
& Eastman (2000) show how such an approach can be used to
relax the assumptions (5) and (6) and produce more accurate
light curves. However, due to the more complicated nature of
the solution, the full solution with higher-order eigenmodes
is rarely used in practice.

2.2. Comparison to Numerical Simulations

To assess the accuracy of the Arnett solutions, we compare
them to numerical monte-carlo radiation transport calcula-
tions run with Sedona (Kasen et al. 2006). We adopt similar
assumptions as A82: homologous expansion, uniform den-
sity, and a constant opacity. Non-constant opacity will be
considered in Section 6. In this section, the ejecta has a dif-
fusion timescale td = 100 days and the heating source is at
the center and follows Lheat(t) = L0e-t/ts , where the timescale
ts = 10 days.

Fig. (1) compares the numerical light curve to the Ar-
nett analytic solution. The numerical models have an ini-
tial “dark period” until t ⇠ 0.1td , before which the photons
have not had sufficient time to diffuse from the center of the
ejecta (Piro & Nakar 2013). In contrast, the analytic solu-
tions predict a steeper rise beginning at t = 0, a consequence

Figure 1. Light curves from the Arnett solution Eq.(11) with differ-
ent choice in the diffusion timescale factor ⇠ (red and blue lines),
compared with a numerical monte-carlo radiation transport solu-
tion using Sedona (teal line with points). The input heating (dashed
black line) consists of a centrally-located exponential source with
luminosity Lin(t) = L0 exp

⇥
-t/ts

⇤
with a timescale ts = 10 days and a

characteristic diffusion timescale td = 100 days.

of the assumption that radiation energy is immediately dis-
tributed throughout the ejecta. The A82 solution predicts a
peak time a factor of 2 shorter than the numerical result, but
gives roughly the correct peak luminosity. The peak time of
the one-zone model is closer to the numerical simulation, but
under-predicts the peak luminosity and is overall too broad.
There is no choice of ⇠ such that the analytic solution closely
matches the numerical light curve.

This inaccuracy of the analytic models is more pronounced
for more centrally concentrated heating sources. Fig. (2)
shows numerical models where the heating source has been
uniformly mixed out to dimensionless radius xs, with xs = 0
corresponding to a central source. The Arnett analytic so-
lution most closely resembles a well-mixed numerical model
with xs ⇡ 0.8. We can define a heating-weighted radius where
the bulk of heating occurs as

hxsi =

 R 1
0 x2ėheat(x)dx
R 1

0 ėheat(x)dx

!1/2

(13)

where ėheat(x) is the energy density heating rate at x. For
constant heating out to radius xs, we have the relation hxsi =
xs/

p
3. In the Arnett solution, ėheat(x)/ e(x) and using Eq.(8)

we find that hxsi ⇡ 0.4, which indeed corresponds to xs ⇡ 0.7.
The limitation of the Arnett models stems from the as-

sumption that the spatial distribution of the radiation field
is self-similar. In reality, for central sources a radiation
diffusion wave initially propagates outwards, only reach-
ing the surface and establishing a self-similar profile after a
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et al. (1984). The W7 model is a one-dimensional (1D) pure
deflagration explosion of a Chandrasekhar-mass WD, in which
a parameterized description was used for the turbulent burning
process. To avoid free parameters in the model, multi-
dimensional simulations (for an example, see top panels of
Figure 4) have been carried out (e.g., Reinecke et al. 2002;
Gamezo et al. 2003; García-Senz & Bravo 2005; Röpke et al.
2006b, 2006a, 2007a; Jordan et al. 2012a; Ma et al. 2013; Long
et al. 2014; Fink et al. 2014; Lach et al. 2022). The result of
these simulations is that pure deflagrations are not able to
reproduce the majority of normal SNe Ia (Sim et al. 2013;
Kromer et al. 2013a). In the framework of the Chandrasekhar-
mass deflagration model, it is difficult to produce the canonical
0.5M☉

56Ni for normal SNe Ia because the flame ultimately
cannot catch up with the expansion of the WD and much of its
material remains unburned. Enhancing the burning efficiency
with multi-spot ignitions had only limited success (Röpke et al.
2006b, 2006a; Long et al. 2014; Fink et al. 2014; Lach et al.
2022). Moreover, the ignition process itself is rather uncertain

and multi-spot ignition does not seem very likely according to
the simulations of Nonaka et al. (2012).
However, off-center ignited weak deflagration models have

been suggested to explain the particular subclass of SNe Iax
(Kromer et al. 2013a, 2015; Magee et al. 2016; Kawabata et al.
2021; McCully et al. 2022; Dutta et al. 2022). Figure 4 presents
an example of a three-dimensional (3D) explosion simulation
for a Chandrasekhar-mass pure deflagration model from Lach
et al. (2022c). In the weak pure deflagration model of
Chandrasekhar-mass WDs (sometimes known as “failed
detonation model”), an off-center ignited pure deflagration of
a Chandrasekhar-mass CO WD (or hybrid CONe WD) fails to
completely unbind the entire WD, leaving behind a bound WD
remnant (Jordan et al. 2012b; Kromer et al. 2013a; Ma et al.
2013; Long et al. 2014; Fink et al. 2014). It has been shown
that pure deflagrations in near-Chandrasekhar-mass CO WDs
and hybrid CONe WDs can respectively reproduce the
observational light curves and spectra of brighter SNe Iax
such as SN 2005hk (Kromer et al. 2013a) and, less confidently,

Figure 3. Different explosion models of SNe Ia in the context of either Chandrasekhar-mass or sub-Chandrasekhar-mass explosion (see also Hillebrandt et al. 2013,
and references therein). Note that the models presented here are not complete.
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8 Hanna Sai et al.

Figure 7. Optical spectral evolution of SN2019np from �16.6 days to +367.8 days relative to the B-band maximum light. The spectra
have been corrected for host-galaxy redshift (z = 0.00452) and reddening. The text on the right side of each spectrum denotes the phase
in days since the B-band maximum light. Different colors of the spectra represent that they were taken with different spectroscopic
instruments (i.e., XLT, LJT, GTC, NOT or EKAR), which are indicated at the bottom of the plot.

MNRAS 000, 1–22 (2022)
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Figure 2. Optical and UV light curves of SN 2019np. Different colors represent different bands, including the Swift uvw2, uvm2, uvw1,
UVOT U, u, UVOT B, B, g, UVOT V, V, r, R, i, I and z. The insert panel shows the late-time light curves.

light-curve fitting tools SALT2 (Guy et al. 2010) and Su-
perNovae in object-oriented Python (SNooPY2, Burns et al.
2011), is estimated as 1.038± 0.004 and 1.040± 0.069 mag,
respectively. The best-fit light-curve models and the associ-
ated parameters are presented in Figure 3.

In Figures 4 and 5 we compare the optical and UV-
band light curves, respectively, between SN 2019np and sev-
eral other well-observed normal SNe Ia with similar values of
�m15. The comparison sample include SN 2018oh (Li et al.
2019), SN 2017cbv (Hosseinzadeh et al. 2017; Wang et al.
2020) and SN 2011fe (Silverman et al. 2012; Tsvetkov et al.
2013; Zhang et al. 2016b; Stahl et al. 2019). The optical
light curves of SN 2019np exhibit high similarities to those
of SN 2017cbv (�m15(B) = 1.06± 0.3 mag). Closer inspec-
tion of the UV light curves reveals that SN 2019np shows
exceptionally blue UV radiation in the very early phase,
which is also similar to SN 2017cbv.

3.2 Reddening

The Galactic extinction toward SN 2019np is estimated as
AV (Gal) = 0.055mag according to the dust map derived

by Schlafly & Finkbeiner (2011). Adopting the Cardelli
et al. (1989) extinction law with a total-to-selective ex-
tinction ratio of 3.1, the reddening due to Milky Way is
E(B� V )Gal = 0.018 mag. This is consistent with the weak
Na iD absorption due to the Milky Way.

Furthermore, we examined the absorption of the inter-
stellar Na iD doublet (5895.92, 5889.95 Å) due to the host
galaxy and derived an equivalent width (EW) of 0.68Å for
SN 2019np from its near-maximum-light spectra. This corre-
sponds to a host-galaxy reddening of 0.10±0.02 mag accord-
ing to the empirical relation proposed by Poznanski et al.
(2012) (i.e., log10(E(B�V )) = 1.17⇥EW(D1+D2)�1.85),
and a similar result with larger dispersion has been up-
dated by Phillips et al. (2013). We also employed SNooPy2
(Burns et al. 2011) to fit the multi-band light curves of
SN 2019np to determine the host-galaxy reddening, which
gives E(B � V )host = 0.110 ± 0.066mag. The best-fit re-
sults are also shown in Figure 3. We averaged the redden-
ing estimated by the above methods and adopted E(B �
V )host=0.10± 0.04mag as the final value. Moreover, an ex-
tinction law with RV = 3.1 (Cardelli et al. 1989) is adopted
throughout this paper.

MNRAS 000, 1–22 (2022)
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Figure 12. NIR spectra of SN2019np from FIRE and IRTF, along with the comparable-phase spectra of SN2011fe (Hsiao et al. 2013)
and SN 2017cbv (Wang et al. 2020).

Figure 13. Quasi-bolometric light curve of SN2019np compared
to that of SNe 2018oh, 2011fe, 2012cg, and 2017cbv.

0.04mag. Both values are consistent with the photometric
behavior of normal SNe Ia;

2) We construct the quasi-bolometric light curve of
SN 2019np based on the UV-optical photometry and an

Figure 14. The quasi-bolometric light curve of SN2019np (open
black circles) compared to the best-fit radiation diffusion model
(red line; Arnett 1982).

adoption of a NIR flux correction. The estimated peak bolo-
metric luminosity gives Lpeak =1.70 ± 0.63 ⇥ 1043 erg s�1,
indicating a synthesized nickel mass of 0.66± 0.05M�;

MNRAS 000, 1–22 (2022)
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UV emission, detecting early strong UV emission within the
days following explosion has long been considered a smoking
gun for the SD scenario of SNe Ia (Kasen 2010; Hayden et al.
2010; Olling et al. 2015; Liu et al. 2015a; Magee et al. 2022).
For a given explosion model, early UV emission caused by the
ejecta–companion interaction is strongly dependent on the ratio
of binary separation to companion radius (assuming RLOF) at
the moment of SN explosion. Therefore, the properties of this
early UV emission are expected to provide a clue to the types

of non-degenerate companions (Cao et al. 2015; Marion
et al. 2016).
Sub-Chandrasekhar-mass double-detonations: The burning

of the initial He shell in sub-Chandrasekhar-mass double-
detonation explosions can leave heavy, radioactive material in
the outermost ejecta. A more massive He shell is expected to
produce more radioactive material. The decay of this heavy,
radioactive material could create an excess luminosity in the
early light curves of SNe Ia (Sim et al. 2012; Noebauer et al.

Figure 12. Examples of early excess emissions predicted from different scenarios. Upper-left panel: U-band early light curves given by the interaction of SN Ia ejecta
with a 1 Me RG (red line), 2 Me MS (yellow line) and 6 Me MS (blue line) companion star, respectively. The figure is reproduced from Kasen (2010, see their Figure
3) with the permission of the AAS. Lower-left panel: B-band light curves predicted by the nickel-shell models with 56 Ni shells of 0.01 Me-0.03 Me and a given shell
width of 0.06 Me. The fiducial model for SN 2018oh is shown as a gray line. The figure is created by taking the data points provided by Magee & Maguire (2020, see
their Figure 3). Upper-right panel: B-band light curves of two sub-Chandrasekhar-mass double-detonation models presented by Noebauer et al. (2017, red line; see
their Figure 3) and Jiang et al. (2017, blue line; see their Figure 3). The result of the W7 model (Nomoto et al. 1984) is also given as a gray line for comparison.
Lower-right panel: V-band early light curves of the CSM-interaction model for a low 56 Ni mixing level with a boxcar width of 0.05 Me given by Piro & Morozova
(2016), in which the mass and outer radius of CSM are set to be MCSM = 0.1 Me and RCSM = 1010–1012 cm, respectively. The figure is reproduced from Piro &
Morozova (2016, see their Figure 10) with the permission of the AAS.
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Figure 1. Time sequence for multi-messenger signals pre- (left panel) and post-
(right panel) core collapse of a non-rotating 17M� progenitor star. Neutrinos (⌫e,
⌫̄e, and ⌫x are shown by red, thick red, and magenta lines, respectively, where ⌫x
represents heavy-lepton neutrinos: ⌫µ, ⌫⌧ , ⌫̄µ, and ⌫̄⌧ ), gravitational waves (blue line),
and electromagnetic signals (black line) are shown. Solid lines are predictions from
a hydro-dynamical simulation with axis-symmetric radiation, while dashed lines are
approximate predictions. Neutrino emission prior to collapse arises from the last
moments of stellar evolution, but is quickly overtaken during collapse by the neutrino
burst. The electromagnetic signal exhibits the shock breakout (SBO), plateau, and
decay components. Note that the height of the curves does not reflect the energy
output in each messenger; the total energy emitted after the bounce in the form of ⌫̄e,
photons, and gravitational waves are ⇠6 ⇥ 1052 erg, ⇠4 ⇥ 1049 erg, and ⇠7 ⇥ 1046 erg,
respectively. The focus of SNEWS 2.0 is to establish the neutrino burst as an alert for
gravitational waves and electromagnetic followup, as shown by arrows. Adapted from
(Nakamura et al., 2016).

2.1. Neutrinos from Supernovae

The neutrino emission from a core collapse supernova in our Galaxy cannot be hidden in

any way. The neutrinos are not obscured by dust as electromagnetic signals may be, nor

would failure of the explosion mean the supernova would evade our detection: a large

burst of neutrinos would still be emitted prior the formation of a black hole. Finally,

the present detection horizon for neutrinos reaches out beyond the edge of the Milky

Way. For all these reasons, neutrinos are a unique messenger to provide a compelling

trigger for an alert. Coupled with gravitational waves (whose detection will also be

enhanced by the precise timing information provided by neutrinos) and electromagnetic

observations, the neutrinos will allow us to piece together a comprehensive picture of the

supernova from the moment of core collapse to supernova shock breakout and beyond.

Expected features in the neutrino signal will permit us to probe a long list of topics,

including: key aspects of the supernova explosion mechanism (e.g., fluid instabilities vs.
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Figure 7. 26Al/27Al and 12C/13C isotopic ratios predicted by the CCSN models and compared with SiC grains (sub-types AB, nova, X, and C) and LD graphites
are shown. For abundance ratios measured in grains and abundance profiles from stellar simulations, symbols are used as in Fig. 4 in the four panels. Continuous
lines represent the He/C and C/Si zones, while the dashed lines indicate the O/nova zone between them.

sub-solar ratios obtained at the intersection between the O/Nova
zone and the He/C zone. The C-rich regions are plotted as solid
lines whereas the O/nova zone is plotted as dashed lines. Based
on preliminary calculations, we can anticipate that it is possible to
reproduce the grains with highest 26Al/27Al ratios through mixing
of the He/C, O/nova, and C/Si zones of models 25T-H and 25T-
H5. This is obtained even with the model 25T-H10 (not shown
in the figure), considering mixtures of matter predominantly from
the O/Nova zone with small contributions of matter from the C-
rich zones below and above (Hoppe, Pignatari & Amari 2022,
submitted).

The bottom left panel shows that the same high 26Al production
during the CCSN explosion noted in the top right panel can also
be obtained in models at lower energy (25av), keeping the same H-
ingestion parametrization. In this case, the H left at the CCSN shock
passage is controlling the 26Al production. As with 25T-H5 compared
to the other 25T models, 25av-H5 is the model showing the largest
26Al/27Al ratio in the O/Nova zone, over the full range of measured
C ratios. This is an interesting result. First, we would naively expect
the 26Al enrichment due to explosive H-burning to increase with the
amount of H left in the He shell. This is not the case for the 25T and the
25av stellar sets. Both 26Al and 27Al are made during the explosion
in the O/Nova zone. Above a certain H abundance, 27Al is produced
more efficiently than 26Al and the relative ratio decreases. In Pignatari

et al. (2015), we have seen that model 25T-H10 (see Table 2) shows
similar 26Al/27Al ratios in the O/Nova zone compared to 25T-H. A
maximum value of 26Al/27Al is reached with H left between about
1 per cent and 1 per mill. More models would be needed to identify
what is the amount of H yielding the largest 26Al/27Al ratio, that
could be higher than the abundances of 25T-H5. With the present
models, the same conclusions can be derived for the 25av set at lower
SN energies. By taking into account the measured scatter for C, N,
Al, and Si abundances in presolar grains (see also Figs 4, 5, and 6),
models 25T-H5 and 25av-H5 seem to provide the required conditions
to match the typical H-burning signatures identified, and higher H
concentrations do not help or make even worse the comparison with
observations.

Finally, in the bottom right panel the CCSN abundances ejected
from model 25d cannot explain the highest 26Al/27Al ratios observed.
The temperatures reached in the He shell in these models during the
SN shock passage are not high enough to efficiently make 26Al. The
pre-SN 26Al abundance made during the H ingestion in our models
is more than an order of magnitude too low compared to the presolar
grains measurements of 26Al-rich SiC-X and graphites. Beyond the
scope of this paper, it would be useful to produce in the future one
or two additional sets of CCSN simulations where the impact of the
SN explosion energy is explored between 25d and 25av settings (see
Section 2).
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Figure 4. 14N/15N and 12C/13C isotopic ratios as predicted across the He/C zone of four sets of models, compared with the measured data for individual SiC
grains (sub-types AB, nova, X, and C) and LD graphites. The top left panel shows the CCSN abundances for the 15d, 15r2, and 15r4 models, exploring different
SN energies. The top left panel shows the 25T set that has a single energy (energetically similar to 15d but has different initial conditions) and explores the H left
from ingestion. The bottom left and right panels show the 25av and 25d sets, respectively, which have same parameter space for H but have different energies.
The continuous vertical and horizontal black lines indicate the solar ratios.

affected by H ingestion, we will also consider the O/nova zone as
discussed by Pignatari et al. (2015). Indeed, although it is O-rich, its
position between the C/Si and the He/C zones makes it reasonable
to expect that local mixing of stellar material would still result in
C-rich mixtures.

In Fig. 4, the C and N isotopic ratios of individual SiC grains and
LD graphites are compared to the CCSN abundances predicted from
across the He/C zone of the models. The 15d, 15r2, and 15r4 models
in the top left panel have the same stellar progenitor but have different
explosion energies and no H-ingestion. The 25T models in the top
right panel have the same explosion energy (extremely similar to
that of 15d, see Section 2) but have different initial conditions. They
allow us to explore the impact of different amounts of H remaining
from ingestion, ranging from 25T-H (about 1.2 per cent of H left at
the SN shock passage from the previous H-ingestion event) down
to 25T-H500 (about 0.0024 per cent). In the 25T-H500 case, there is
no significant explosive H-burning nucleosynthesis taking place, but
still has the signatures of H-ingestion such as the production of 13C
and 14, 15N via the CNO-cycle.

The 25av and 25d model sets are shown in the bottom left and
right-hand panels, respectively, covering the same parameter space

for H as the 25T set. However, these model sets have different
explosion energies (see Section 2). Note that the -H10 and -H50
models are not shown in these figures, since they appear to follow a
linear behaviour with the initial H concentration in between models
-H5 and -H500. As discussed in Pignatari et al. (2013a), in the 15d
model a C/Si zone is developed by CCSN nucleosynthesis with large
12C/13C ratios (105–109, off the right of the plot). The outer region
of the He/C zones and the He/N zone in the 15-M⊙ models are
affected by H-burning, with a subsolar C ratio of about 4. Assuming
different combinations of local mixing between the C/Si zone, the
He/C zone, and other external CCSN layers, these models would
be potentially suited to explain the C and N ratios for the SiC-X
grains and LD graphites with C ratios larger than solar (Pignatari
et al. 2013a). For the 25 M⊙, H-ingestion models, most of the He/C
zone contains CCSN abundances that skirt along the edge of the
presolar SiC-AB grains at a 12C/13C ratio of around 20, covering
14N/15N values in the range 102–104. In these regions of the ejecta,
the 12C/13C ratio is defined by the main properties of the H-ingestion
event and it is not affected by the CCSN explosion. Since these
models share the same stellar progenitor, they all show the same
ratio. On the other hand, we should expect that different H ingestions
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Figure 8. 44Ti/48Ti and 30Si/28Si isotopic ratios of SiC grains (sub-types AB, nova, X, and C) and LD graphites are compared with CCSN model predictions
across the C-rich zones. For abundance ratios measured in grains and abundance profiles from stellar models symbols are used as in Fig. 4 in the four panels.
The δ-notation is used for the Si ratio.

Fig. 8 shows the 44Ti/48Ti and δ(30Si/28Si) isotopic ratios for
presolar grains and the four model sets. It is worth taking into
consideration here that 48Ti and 48Ca are indistinguishable when
measuring isotopic abundances in grains. However, 48Ca condenses
much less efficiently into SiC than 48Ti (Lodders & Fegley 1995).
The fractionation used for 48Ca/48Ti is 0.0001, i.e. only 1 Ca atom
condenses for every 10 000 Ti atoms. In the figure, therefore, the
abundance of 48Ti also takes into account the contribution of 48Ca
after fractionation. The same fractionation is applied for 44Ca and the
radioactive isotope 44Ti. As shown for 15d, 15r2, and 25T models
in the top panels, 28Si-rich material coincides with high 44Ti in the
C/Si zone as they are both products of the explosive α-capture chain
(Pignatari et al. 2013a). In the central layers of the C/Si zone these
models achieve high values of 44Ti/48Ti, above the plotted area:
the maximum ratios obtained are 3.78 and 2.97 for 15d and 15r2
respectively, and 29.9, 26.2, 26.1, and 26.1 for 25T-H, 25T-H5,
25T-H20, and 25T-H500, respectively (beyond the plot range). In
particular for the 25T models, a large range of 44Ti/48Ti is obtained
in the C/Si zone, from no 44Ti to the high values mentioned above. As
discussed in Pignatari et al. (2013a), this variation of 44Ti production
is a natural outcome of the α-capture chain of reactions triggered by
the explosive He-burning, where 44Ti is at the end of the production
chain and requires high temperatures and α-capture efficiency to be

made. The milder 44Ti/48Ti ratios observed in some 28Si-deficient
graphites grains and SiC-C grains can be also reproduced in the top
left panel, but not in the top right. Instead, 15r4 (top left Panel), 25av
(bottom left Panel), and 25d models (bottom right Panel) are not
energetic enough to form the C/Si zone with 28Si and 44Ti during the
CCSN explosion. All of the models shown develop extremely high
δ(30Si/28Si) in the He/C as the curve continues far past the right edge
of the plot.

Fig. 9 shows the 49Ti/48Ti and 46Ti/48Ti ratios for our models
compared to presolar grains. The isotope 49V is a radioactive parent
of 49Ti, with a half-life of 330 d. This means that some 49V remains
when the grains are condensing. Vanadium (in the form of VC0.88)
and Ti (as TiC) are incorporated in ideal solid solution into SiC at the
same 50 per cent condensation temperature (Lodders & Fegley 1995).
Therefore, 49V can be expected to condense at a similar rate to 49Ti
in SiC grains and graphites, and we do not apply any fractionation
between V and Ti in Fig. 9. Instead, the contributions from the stable
isobars 46Ca and 48Ca to 46Ti and 48Ti, respectively, are taken into
account as in Fig. 8. All of the CCSN stellar sets presented in Fig. 9
show the capability to produce high 49Ti/48Ti ratios in the C-rich
ejecta. In the top left panel, for the C/Si zone 15d and 15r2 make 49Ti
mostly as 49V. An additional 49Ti component is made in the He/C zone
by neutron captures, directly as 49Ti or as radiogenic contribution
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Figure 4. 14N/15N and 12C/13C isotopic ratios as predicted across the He/C zone of four sets of models, compared with the measured data for individual SiC
grains (sub-types AB, nova, X, and C) and LD graphites. The top left panel shows the CCSN abundances for the 15d, 15r2, and 15r4 models, exploring different
SN energies. The top left panel shows the 25T set that has a single energy (energetically similar to 15d but has different initial conditions) and explores the H left
from ingestion. The bottom left and right panels show the 25av and 25d sets, respectively, which have same parameter space for H but have different energies.
The continuous vertical and horizontal black lines indicate the solar ratios.

affected by H ingestion, we will also consider the O/nova zone as
discussed by Pignatari et al. (2015). Indeed, although it is O-rich, its
position between the C/Si and the He/C zones makes it reasonable
to expect that local mixing of stellar material would still result in
C-rich mixtures.

In Fig. 4, the C and N isotopic ratios of individual SiC grains and
LD graphites are compared to the CCSN abundances predicted from
across the He/C zone of the models. The 15d, 15r2, and 15r4 models
in the top left panel have the same stellar progenitor but have different
explosion energies and no H-ingestion. The 25T models in the top
right panel have the same explosion energy (extremely similar to
that of 15d, see Section 2) but have different initial conditions. They
allow us to explore the impact of different amounts of H remaining
from ingestion, ranging from 25T-H (about 1.2 per cent of H left at
the SN shock passage from the previous H-ingestion event) down
to 25T-H500 (about 0.0024 per cent). In the 25T-H500 case, there is
no significant explosive H-burning nucleosynthesis taking place, but
still has the signatures of H-ingestion such as the production of 13C
and 14, 15N via the CNO-cycle.

The 25av and 25d model sets are shown in the bottom left and
right-hand panels, respectively, covering the same parameter space

for H as the 25T set. However, these model sets have different
explosion energies (see Section 2). Note that the -H10 and -H50
models are not shown in these figures, since they appear to follow a
linear behaviour with the initial H concentration in between models
-H5 and -H500. As discussed in Pignatari et al. (2013a), in the 15d
model a C/Si zone is developed by CCSN nucleosynthesis with large
12C/13C ratios (105–109, off the right of the plot). The outer region
of the He/C zones and the He/N zone in the 15-M⊙ models are
affected by H-burning, with a subsolar C ratio of about 4. Assuming
different combinations of local mixing between the C/Si zone, the
He/C zone, and other external CCSN layers, these models would
be potentially suited to explain the C and N ratios for the SiC-X
grains and LD graphites with C ratios larger than solar (Pignatari
et al. 2013a). For the 25 M⊙, H-ingestion models, most of the He/C
zone contains CCSN abundances that skirt along the edge of the
presolar SiC-AB grains at a 12C/13C ratio of around 20, covering
14N/15N values in the range 102–104. In these regions of the ejecta,
the 12C/13C ratio is defined by the main properties of the H-ingestion
event and it is not affected by the CCSN explosion. Since these
models share the same stellar progenitor, they all show the same
ratio. On the other hand, we should expect that different H ingestions
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Figure 2. ALMA 315 GHz (with beam) and 2014 HST 625W band image (Fransson et al. 2015), which includes H↵. The yellow contours
display 315 GHz emission at 0.2 mJy/beam. The 315 GHz continuum in the inner ejecta originates from thermal dust emission, while in the
ring it is due to synchrotron emission. The 18 mas uncertainty on the relative alignment due to Band–7 astrometric error (12 mas) and HST
image registration based on fitting the ring (6 mas) is of order 1 pixel in these images.

dle panel of Fig. 3) does not show the hole clearly in the
same manner as SiO J=5!4 and CO J=2!1, the hole is
also visible in the central channels (v = 0� 300 km s�1) of
the velocity map (Fig. A.2). Because of the additional �600–
0 km s�1 components located within the same line of sight as
the hole (Fig. A.2) in the integrated maps, the hole is not clear
in the SiO J=6!5 map. The CO and SiO molecular hole is
just to the south of the ‘keyhole’ that is seen in H↵ (Fig. 8 of
Fransson et al. (2015); top right panel of our Fig. 3), though
the molecular hole appears to be slightly smaller in scale and
located on the southern edge of the hole in H↵ emission. The
centers of the holes are offset by ⇠50 mas, or ⇠4⇥ the astro-
metric and alignment errors.

CO J=2!1 and SiO J=5!4 have similar structures in
the integrated images, however the spatial distributions of
the higher transitions of each species have some differences.
SiO J=6!5 is more evenly distributed in a shell pattern
while the lower S/N image of CO J=6!5 appears clumpy
(Fig. 3), though this is likely affected by the noise.

CO J=6!5 has emission coincident with the CO J=2!1
hole, in that its channel maps (Fig. A.1) show emission
around the hole location, albeit at low S/N. However,
the integrated spatial distribution appears different from
CO J=2!1. The brightness peaks are distributed differ-
ently, and the hole is not visible in the integrated CO J=6!5

map due to some emission at those coordinates in the 600–
900 km s�1 channels (the far side). The presence of a molec-
ular hole in SiO J=7!6 cannot be confirmed in these data,
as the systemic line center (vLSRK ⇠300 km s�1) falls at the
edges of two sidebands observed separately, which were con-
catenated during reduction, and suffers from roll-off at the
edge of the spectral window; the resulting S/N is poor in that
channel. The other molecular lines do not share this limita-
tion as they fell well within the sideband spectral windows.
We do note a peak of SiO J=7!6 emission, however – the
brightest source of emission in the entire cube – overlapping
with the spatial location of the hole and the dust blob but
offset from the systemic velocity by ⇠ �400 km s�1 (this
corresponds to the 0 km s�1 channel of Fig. A.2).

The resolved dust peak (small 5� contour in Fig. 3) is co-
located with the molecular hole in the low transitions of CO
and SiO, and slightly extends to the north and east into the
relative depression visible in the SiO J=5!4 channels near
the systemic velocity. The brightest points of dust emission
tend to coincide with relative depressions in the CO J=6!5
brightness, giving the appearance of an anti-correlation be-
tween the main dust and CO J=6!5 features. This is more
clearly demonstrated in Fig. 4, where the dust (red) and
CO J=6!5 (blue) images are overlaid. The individual im-
ages were normalized independently to emphasize the main
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originally measured for the 56Co lines (9, 10).
Although the limit on broadening itself is not
surprising, the measured redshift is both statis-
tically significant and large compared to the up-
per limit on Doppler broadening, indicative of
an asymmetric ejection of 44Ti in the initial ex-
plosion. The 56Co gamma-ray lines also showed
redshifts (∼500 km s−1), but the significance was
marginal. The 56Co detection also stands con-
trary to predictions of spherically symmetric
explosion models that would produce blue-
shifted gamma-ray lines due to increased absorp-
tion of the receding redshifted emission. The
redshifted 56Co lines suggest large-scale asym-
metry in the explosion.
There has been growing evidence for asym-

metries in supernovae explosions over the past
decades (25). In SN1987A itself, asymmetry was
initially supported by extensive evidence for
mixing and polarized optical emission as re-
viewed in (26, 27), and later by spatially resolved
images of the ejecta (27, 28). NuSTAR observa-
tions of the spatial distribution of 44Ti in the Cas
A supernova remnant shows direct evidence of
asymmetry (29). Our results here suggest an even
higher level of asymmetry for SN1987A. For com-
parison, NuSTAR measured a redshift for the in-
tegrated Cas A spectrum of (2100 T 900) km s−1

and a line broadening corresponding to a fastest
ejection velocity of ∼5000 km s−1. Given that ejec-
tionvelocity and theageof the remnant (340years),
the estimated “look-back” redshift velocity for
Cas A is ∼1400 km s−1, consistent with the mea-
sured redshift. From the spatially integrated 44Ti
spectrum alone, Cas A would not appear to have
a statistically significant asymmetry: The spatial
brightness distribution in Cas A revealed the
asymmetries.
In the 44Ti-powered phase, the dominant en-

ergy input to the ejecta comes through the sub-
sequent positron emission of 44Sc, when most
of the gamma rays escape the ejecta without
interacting. These positrons are produced deep
in the ejecta, and both simple estimates and de-
tailed models suggest that they are locally ab-
sorbed and instantaneously thermalized (20, 22).
The implication is that the UVOIR emission of
SN1987A during the 44Ti-powered phase should
be dominated by the ejecta spatially coinci-

dent with the 44Ti ejecta. In principle, UVOIR
spectral imaging in the 44Ti-powered phase
can yield direct evidence for asymmetries. Hub-
ble Space Telescope (HST) obtained resolved
spectral images of the SN1987A ejecta (28)
from June 2000 (4857 days after explosion), near
the end of the phase when the UVOIR emis-
sion was truly dominated by 44Ti decay (21).
They reveal a bipolar structure elongated along
the north-south direction. There is a clear gra-
dient in velocity across ejecta, with the north-
ern component showing a redshift of about
500 km s−1 in the [Ca II] l7300 emission line,
whereas the southern component showed a
larger redshift of about 1700 km s−1. The ejecta
exhibit an overall redshift of ~1000 km s−1. At
the time, this asymmetry and overall redshift
were noted but not emphasized, as they could
be the result of blending of the [Ca II] l7300
line with a [O II] l7320 line. This shifted vel-
ocity distribution is consistent with our mea-
sured redshift of the 44Ti lines. On the basis of
our 44Ti line profile, we might naïvely imagine
the picture of a bright, redshifted clump or jet
of 44Ti, with the UVOIR emission tracing the
spatial and velocity distribution of this clump.
However, the spatial distribution of the ejecta
in this HST observation does not immediately
reveal such a large spatial asymmetry.
A single-lobe (i.e., very asymmetric) explosion

model for SN1987A (30) could explain the ob-
served evidence that 56Ni was mixed to speeds
exceeding 3000 km s−1 and redshifted, as evi-
denced by both the gamma-ray emission and the
infrared forbidden line profiles of [Fe II] (mainly
produced through 56Ni decay) around 400 days
after the explosion (31, 32). In this model, the
single lobe is oriented at an angle pointing away
from us, producing the redshifted lines (30). The
NuSTARobservations appear consistentwith these
single-lobe models. One consequence of such a
highly asymmetric explosion is that the compact
object produced by SN1987A would, presumably,
receive a kick velocity opposite the direction of
the ejecta (33).
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Fig. 1. SN1987A 55- to 80-keV
background-subtracted spectrum
measured with NuSTAR. Data from
both telescopes are combined (for
presentation only) and shown with
1s error bars. Both of the 44Ti lines are
clearly measured. The vertical green
lines are the rest-frame energies of the
44Ti lines (67.87 and 78.32 keV). The
redshift is evident in both lines, indi-
cating the asymmetry of the explosion.
Also shown is the best-fit model, con-
volved through the NuSTAR instrument
response, for case (1), where the fitting
parameters for the two lines are tied
together (supplementary materials).
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Figure 3. QSE cluster motion in the chart of nuclides for an α-rich freeze-out.
The QSE cluster remnant condenses near the magic number 28. Each colored
line corresponds to a nuclear reaction and indicates the level of nuclear flow
transferred between the isotopes connected. Normalized flows φ are colored
black for 0 ! φ < 0: 01, navy for 0: 01 ! φ < 0: 05, blue for 0: 05 ! φ < 0: 1,
cyan for 0: 1 ! φ < 0: 4, green for 0: 4 ! φ < 0: 8, red for 0: 8 ! φ < 1: 0, and
yellow for φ D 1.0. Small φ values indicate reactions in equilibrium, while φ D
1.0 implies pure one-way nuclear flow transfer.
(A color version of this figure is available in the online journal.)

Figure 3 illustrates the upward shifting in mass of the QSE
cluster (Meyer et al. 1998). The QSE cluster remnant condenses
around the magic number 28, and nuclei in this small group

Table 2
Isotopes of the Second Family Near the Magic Number 28

Z Amin Amax

Fe 56 57
Co 56 57
Ni 56 62
Cu 59 63
Zn 60 65
Ga 63 67
Ge 62 69
As 68 71

tend to dominate the final composition. The isotopes of the
first family which are gradually left outside the QSE cluster
form chains of (p; γ ) reactions in equilibrium along the isotone
lines. The first EST related to these isotopes’ exit from the QSE
cluster is signaled at the microscopic level by the equilibrium
break of the α-capture reactions linking the (p; γ ) equilibrium
chains. During the αp-rich freeze-out, isotopes of the first family
sustain a second EST when certain (p; γ ) reactions in the isotone
chain break equilibrium. These small-scale equilibrium patterns
are responsible for producing eventually the isotopes of the first
family from 12C to the iron peak. On the contrary, the formation
of the chasm for each isotope of the first family results from the
dissolution of the large-scale QSE cluster to two smaller ones.
The first cluster encompasses the silicon group elements and the
second cluster encompasses the iron group elements. The cluster
breakage results in massive flow transfer from the silicon and
most of the iron group isotopes toward a small group of nuclides
near the magic number 28. The flow transfer proceeds until all
mass fractions are depleted, excluding the mass fractions of
nuclei around the magic number 28. These nuclei are produced
in large amounts and dominate the final composition.

The types of freeze-out discussed so far (normal, α-rich, αp-
rich, and the chasm) tend to favor the production of nuclei
with proton and neutron numbers in the locality of the magic
number 28. Figure 4 shows a sample of such nuclei, and Table 2
provides the complete list. These isotopes tend to dominate
the final composition for most initial electron fraction values.
The final mass fractions in Figure 4 demonstrate homogeneous
structures within the temperature–density plane, implying that
these isotopes do not sustain any EST during the evolution. The
restriction of the remnant QSE cluster and the accumulation
of nuclear flow among these isotopes are responsible for the
absence of ESTs. The accumulation of flow stems from the
fact that nuclei with proton or neutron numbers near the magic
number 28 tend to maximize their binding energy per nucleon.
As a result, such nuclei are relatively more bound compared to
nuclei with nucleon numbers far from the magic number values,
and their production within a network of reactions is favored.
We classify isotopes that do not sustain any EST during freeze-
out expansions and tend to dominate the final composition into a
“second family” of isotopes. We have demonstrated that nuclei
whose neutron or proton number is near the magic number 28
belong to the second family. Below, we show that nuclei with
neutron numbers near the magic numbers 50 and 82 also belong
to the second family.

Figures 5 and 6 show the temperature–density planes of se-
lect radioactivities up to mass A D 97 that have non-negligible
yields for the corresponding initial Ye values. The regions of
the αn-rich freeze-out and (p; γ )-leakage regime are labeled.
These two types of freeze-out expansions are not manifested for
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6:
Figure 2. MIRI/MRS spectra obtained as part of the survey. P1 and P3 were selected to sample two shocked ejecta knots
of di↵erent compositions. P4 represents a ‘core sample’ of unshocked ejecta through the interior of the remnant, and P2 was
selected to help diagnose the emission arising in the Green Monster (see Section 3.2). All spaxels of the overlapping fields of view
across all four channels have been integrated. Positions with respect to Cas A are shown and labeled in Figure 3. Dominant
emission lines are labeled. Bandpasses of the MIRI filters are overlaid with throughputs normalized to arbitrary units. Many
of the same emission lines are seen at all four positions, but o↵sets due to velocity are evident. Dust emission features are seen
at all positions and described in more detail in Section 4.1. Note the large dynamic range on the vertical axis.

with a 4-point dither pattern. The readout pattern was
FASTR1, eight groups and one integration per exposure,
with four total dithers leading to exposure times of 88.8
s. An additional location was selected well away from
the remnant to sample the background.
Unfortunately, there was an error with the tiling pat-

tern of the spacecraft, which introduced gaps in the
mosaics and a gradual east-to-west drift between the
centers of the fields of view of approximately 1600. We
applied and were approved for a return visit to cover
the gaps with three additional MIRI pointings per fil-
ter. These return observations were performed on 2022
October 26. The overlapping field center of all mosaics
is approximately ↵(J2000) = 23h23m26.s97, �(J2000) =
+58o49008.006, with the entire FOV spanning approxi-
mately 5.30⇥5.70 and rotated with position angle 131.5�.
This return visit provided a serendipitous opportunity
to study variable light echoes in the region surrounding
Cas A (see Section 5).

The imaging data were processed using the calibration
pipeline version 1.8.4 and the calibration reference data
system (CRDS) version 11.16.14, with the CRDS con-
text file jwst 1017.pmap. Background images were pro-
duced from dedicated sky observations and subtracted
from the individual images in the calwebb image2

pipeline step. We did not subtract background images
from the F770W, F1000W, F1130W, and F1280W data
due to the variable spatial structure of the sky back-
ground at these wavelengths. The level 2 images were
astrometrically aligned using the JWST Alignment Tool
(JHAT) (Rest et al. 2023).
Mosaic images were then constructed using the de-

fault pipeline parameters but with the tweakreg and
skymatch steps turned o↵. Pixel scales of the final mo-
saics are 0.03100 per pixel for the NIRCam SW camera
images, and 0.06300 for the NIRCam LW camera images.
The pixel scale of the MIRI mosaics is 0.11100. Compos-
ite images made from the mosaics are shown in Figure 1.

JWST Survey of Cassiopeia A 3

Figure 1. Composite images of our NIRCam (top) and MIRI (bottom) mosaics obtained as part of our JWST survey of Cas A.
Fields of view have been subtly cropped and minor corrections have been made to compensate for gaps in coverage. Corners
not imaged by JWST have been filled in with archival Spitzer data at comparable wavelengths. Mosaics of all individual filters
showing the entire fields of view are shown in the Appendix.

2011); it is one of the best case studies to understand
dust formation in SN ejecta and shock-processing of that
dust (Rho et al. 2009; De Looze et al. 2017); and its cen-
tral X-ray point source is a key object to understand-
ing NS evolution models (Pavlov & Luna 2009; Gotthelf
et al. 2013; Posselt & Pavlov 2022; Shternin et al. 2023).
Models for the remnant suggest that the 15–25 M� zero-
age-main-sequence progenitor star lost the majority of

its mass prior to explosion as a ⇡ 4–6M� star (Cheva-
lier & Oishi 2003; Hwang & Laming 2012; Lee et al.
2014), which was likely encouraged through interaction
with a binary companion (Young et al. 2006; Sato et al.
2020). Although claims have been made of surviving OB
companions in extragalactic SNe IIb (Maund et al. 2004;
Ryder et al. 2018), HST observations have ruled out this
possibility for Cas A and to date no surviving compan-

4 Milisavljevic, Temim, De Looze, et al.

Table 1. JWST Imaging Observation log

Instrument Filter �p BW PSF texp Sources of strong emission

(µm) (µm) (00) (sec)

NIRCam F162M 1.626 0.168 0.055 3350 [Fe II] 1.644; [Si I] 1.645; synchrotron

F356W 3.563 0.787 0.116 1675 [Ca IV] 3.207, [Si IX] 3.936; PAHs; synchrotron; dust

F444W 4.421 1.024 0.145 1675 [Si IX] 3.936; [Ca V] 4.159; [Mg IV] 4.487, [Ar VI] 4.530;

[K III] 4.618; CO; synchrotron; dust

MIRI F560W 5.6 1.2 0.207 1598 [Mg V] 5.61; dust; synchrotron

F770W 7.7 2.2 0.269 1598 [Ar II] 6.99; PAHs, dust

F1000W 10.0 2.0 0.328 1598 [Ar III] 8.991; [S IV] 10.511; dust

F1130W 11.3 0.7 0.375 1598 PAHs; dust

F1280W 12.8 2.4 0.420 1598 [Ne II] 12.814; [Ne V] 14.32; dust

F1800W 18.0 3.0 0.591 1598 [Fe II] 17.94; [S III] 18.713; dust; H2

F2100W 21.0 5.0 0.674 1598 [S III] 18.713; dust

F2550W 25.5 4.0 0.803 1598 [O IV] 25.89; dust

Note—Values for filter pivot wavelength (�p), bandwidth (BW), and full-width-half-maximum of the point spread function
(PSF), have been adopted from JWST User Documentation (https://jwst-docs.stsci.edu/). texp is the total exposure time for
the mosaic. Line identifications guided in part by Smith et al. (2009) and Laming & Temim (2020).

ion has been located (Kochanek 2018; Kerzendorf et al.
2019).
Here we present an overview of a JWST reconnais-

sance of Cas A made up of near- and mid-infrared imag-
ing mosaics and exploratory spectroscopy. This survey
was motivated by outstanding questions about the na-
ture of Cas A’s progenitor system, the explosion dynam-
ics of the original SN, as well as the processes influenc-
ing the formation and destruction of dust and molecules.
These topics are relevant for broader populations of SNe
and their environmental impacts, which in turn have
consequences for the formation and evolution of stel-
lar populations (Eldridge et al. 2008; Smith 2014), the
metal enrichment of galaxies (Vogelsberger et al. 2014;
Nelson et al. 2019), and the origin of planetary systems
(Dwek 1998; Nittler & Ciesla 2016).
Our NIRCam, MIRI, and MIRI/MRS observations are

described in §2, followed by §3 & §4 where we present
the imaging mosaics and IFU spectra, highlight the data
quality, and our major findings with regard to mapping
dust and unshocked interior ejecta. We then discuss the
serendipitous discovery of a large, bright light echo that
resolves the surrounding ISM in §5, and compare our
JWST data to radio and X-ray observations in §6. The
use of the NIRCam images to constrain possible infrared
emission from the surviving NS is discussed in §7, and
we review major findings and describe new science op-
portunities enabled by our survey in §8.

2. OBSERVATIONS

Cas A was observed with JWST in Cycle 1 General
Observers (GO) Program 1947 (PI: Milisavljevic). The
observations reported here were carried out between Au-
gust and November 2022, using NIRCam (Rieke et al.
2023) and MIRI (Wright et al. 2023). NIRSpec (Jakob-
sen et al. 2022) observations obtained as part of this
program that overlap with the MIRI/MRS positions
are reported in De Looze et al. (2024) and Rho et al.
(2024). All JWST data used in this paper can be found
in MAST: 10.17909/szf2-bg42.
The NIRCam observations were obtained on 2022

November 5 using three filters, as shown in Table 1.
The F162M filter was repeated in the Short Wavelength
(SW) camera during both of the Long Wavelength (LW)
camera exposures using filters F356W and F444W. The
remnant was covered using a 3⇥1 mosaic with 3TIGHT
primary dithers, each with 4 subpixel dithers. The
field center is approximately ↵(J2000.0) = 23:23:23.91,
�(J2000.0) = +58:48:54.0, with the entire field of view
(FOV) spanning approximately 6.30⇥70 and rotated with
position angle 206.8�. Some of the resulting mosaics
have gaps near the edges of the fields, which depend on
the camera. The BRIGHT1 readout pattern was used,
with seven groups and one integration per exposure, for
12 total dithers leading to a total exposure time of 1675
s.
Imaging observations with MIRI were first carried out

on 2022 August 4-5 using eight filters and are also shown
in Table 1. The remnant was covered by a 3⇥5 mosaic
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Figure 3. Important features of Cas A identified in our survey and discussed in this paper. The composite image in the center
panel combines NIRCam and MIRI filters as indicated. Large boxes outlined with dashed white lines show areas of interest
enlarged in the surrounding panels that use the same filters and color scheme, with the exception of panels 1b and 6 that only
use NIRCam filters. Small boxes outlined with solid white lines show the positions of the four regions of MIRI/MRS IFU
spectroscopy.
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Figure 3. Same image as Fig. 1 but now with a spider
diagram overlayed that visualises the expansion rate as a
function of position angle. For the forward shock (green)
the radial extent of the spider diagram is linearly propor-
tional to the expansion rate. For the reverse shock (red)
the radial coordinate provides the expansion relative to the
dashed circle–inside the circle indicates a motion toward the
interior.

Figure 4. Residual images for ObsID 19903, which con-
sists of the masked data image with subtracted the combined
model image, and then divided by the squareroot values of
the model image (the expected error per pixel). The residual
images were smoothed with a gaussian with � = 3 pixels to
bring out features. On the left: the model is uncorrected
for expansion, i.e. using the uncorrected VLP image as a
model. On the right: the model was a composite of all in-
dividual models for each sector. The gray scales for both
residuals images are identical.

In the appendix the profiles of�L are shown as a func-
tion of a— and for the forward shock b—which shows
that the best-fit values are well-defined; although some
local minima indicate that there are some ambiguities,
possibly due to substructure in some sectors.

Figure 5. The measured deceleration rates (defined here
as deceleration⌘ �b) as a function of position angle.

3.1. The forward shock region

For determining the proper motion of the forward
shock expansion we used two methods, one with solving
also for the deceleration of the shock—b in Equation 3—
and one with assuming b = 0. The best-fit parameters
including the measurement of the deceleration rate are
summarised in Table 3.
For the best-fit values of a, fitting also for b does not

make much of a di↵erence for the expansion rates. For
example, solving for b gives an average expansion rate of
0.218± 0.029% yr�1, compared to 0.219± 0.030% yr�1

when keeping b = 0—the errors indicate the rms of the
variations. These values correspond to expansion time
scales of ⌧exp = 457±60 yr, orm = t0/⌧exp = 0.73±0.10.
There is quite some variation in the expansion param-

eter as a function of PA, with for a PA of 30� an expan-
sion parameter of m = 0.919± 0.003, which approaches
free expansion (m = 1). The slowest expansion is mea-
sured for a PA of 190�(South) with m = 0.506 ± 0.05.
As illustrated in Figure 11 (see appendix), the expan-
sion rates are relatively robust to the choice of pointing
corrections.
Fitting for b does significantly improve the fitting re-

sults for each PA, with the exception of PA = 270�for
which the best fit value is anyway b ⇡ 0. For the
other PAs the improvement ranges from �L = �4.7
for PA= 50� to �L = �400 for PA= 250�. For the sum
of L over all 18 sectors of the forward shock region, we
have �

P
PA L = �1155.

The average of the best-fit values for the expansion
rate derivative is b = (�0.21± 4.94)⇥ 10�5 yr�2, which
shows there is a larger spread in b than the average value.
Contrary to expectations, there appear to be portions of
the forward shock that are accelerating—in particular

EFG; G8H&I=
+142A$4

To demonstrate the inversion between the complete and
incomplete Si burning layers, we measured the abundances of
Cr and Fe in region A and B by fitting the spectra in
3.7–7.1 keV. Since the magnitude of the Cr/Fe ratio changes
between the complete Si burning regime and incomplete Si
burning regime (e.g., Yamaguchi et al. 2017; Sato et al.
2020a, 2021), we chose Cr and Fe to quantify their mass ratio
and identify the Si burning regime. The spectra were fitted with
tbabs, a model for interstellar absorption, and vvpshock, a
nonequilibrium ionized plasma model. We also used a
gsmooth model for expressing the thermal broadening and
the Doppler effects. As a result, we found that the Cr/Fe mass
ratio in region B is significantly higher than that in region
A (Figure 5 and Table 3), which implies that they were

synthesized in different burning regimes (see Section 4.2 for a
detailed discussion). The best-fit parameters and the signifi-
cance of the Cr detection are summarized in Table 3.
In the spectral analysis, the hydrogen column density was

fixed at 1.2× 1022 cm−2, which is a typical value for the
southeast region (Hwang & Laming 2003; Sato et al. 2021;
Ikeda et al. 2022), while kTe, net, and normalization and
abundances of Ca, Ti, Cr, Mn, and Fe are treated as free
parameters and the other abundances of elements are frozen to

Table 2
Velocity Measurements in the Regions Shown in Figure 3 from Chandra Data

Regiona (R.A., Decl.) Angular LoS Total Expansion Free Expansion
Velocity Velocityc index, md Velocityd

(arcsec yr−1) (km s−1)b (km s−1) (km s−1) (km s−1)

Blob 1 n a ´23 23 48. 89, 58 49 05. 59h m s 0.415 ± 0.026 6700 ± 410 L L 0.859 ± 0.053 7790
Blob 2 n a ´23 23 46. 38, 58 48 29. 94h m s 0.282 ± 0.026 4540 ± 410 L L 0.666 ± 0.060 6820
Blob 3 n a ´23 23 46. 85, 58 47 36. 06h m s 0.342 ± 0.026 5520 ± 410 L L 0.722 ± 0.054 7640
Blob 4 n a ´23 23 43. 16, 58 47 32. 19h m s 0.311 ± 0.026 5020 ± 410 L L 0.769 ± 0.063 6520
Blob 5 n a ´23 23 44. 77, 58 49 13. 00h m s 0.308 ± 0.026 4970 ± 410 −1710 5260 0.781 ± 0.065 6370
Blob 6 n a ´23 23 42. 71, 58 48 59. 48h m s 0.266 ± 0.026 4290 ± 410 −1360 4500 0.781 ± 0.075 5500
Blob 7 n a ´23 23 39. 41, 58 48 11. 28h m s 0.128 ± 0.026 2060 ± 410 −540 2130 0.460 ± 0.092 4480
Blob 8 n a ´23 23 35. 74, 58 47 33. 40h m s 0.163 ± 0.026 2630 ± 410 −880 2780 0.607 ± 0.095 4340
Blob 9 n a ´23 23 35. 74, 58 47 33. 40h m s 0.163 ± 0.026 2630 ± 410 −810 2750 0.607 ± 0.095 4340
Blob 10 n a ´23 23 33. 21, 58 47 48. 17h m s 0.108 ± 0.026 1750 ± 410 −2340 2920 0.542 ± 0.128 3220
Blob 11 n a ´23 23 32. 45, 58 47 47. 18h m s 0.105 ± 0.026 1700 ± 410 −2300 2860 0.548 ± 0.133 3100
Blob 12 n a ´23 23 31. 62, 58 47 45. 71h m s 0.130 ± 0.026 2100 ± 410 −1360 2500 0.698 ± 0.137 3010

Notes. All errors listed in the table represent statistical errors.
a See Figure 3 for the regions. Each feature corresponds to the three regions in Figure 1: blobs 1–6 correspond to region A (Fe-rich), blobs 7–9 to region B (Fe/Si-
rich), and blobs 10–12 to region C (Si/O-rich).
b The distance to Cas A is assumed to be 3.4 kpc (Reed et al. 1995).
c The LoS velocities were measured with Chandra High Energy Transmission Grating in Rutherford et al. (2013).
d Only the values of angular velocity were used.

Figure 4. The Chandra spectra of Cas A in 0.5–9.0 keV extracted from the
regions defined in Figure 1 (red: region A; blue: region B; green: region C).

Figure 5. (Left row) X-ray spectra and best-fit models for regions A (top) and
B (bottom). Right row: the same as the left row, but the abundances of Cr in the
models are fixed at zero. At about 5.5–5.9 keV, the Cr-Kα line emission can be
seen in large residuals.
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in the 0.5–1.7 keV band, which includes the Fe-L and O
emissions, taken in 2000 and 2019.

To visualize expansions of local structures in Cas A, we used
a technique called “optical flow” (Farnebäck 2003), which has
been first applied to the remnant in Sato et al. (2018). We used
the calcOpticalFlowFarneback function in OpenCV
with the following arguments: pyr_scale= 0.5, which
specifies the image scale to build pyramids for each image;
levels= 3; the number of pyramid layers; winsize= 15;
averaging window size; and poly_n= 5, which is the size of
the pixel neighborhood used for the polynomial approximation.
Assuming the distance of 3.4 kpc (Reed et al. 1995), the
velocity vectors were calculated as shown in Figure 2. The
moving structures at outer regions of the remnant have higher
velocities, where the tip of the southeast region shows the
velocities of >6000 km s−1.

We also measured the proper motions of 11 blob regions
shown in Figure 3 using the maximum-likelihood method (e.g.,
Sato & Hughes 2017; Sato et al. 2018; Tsuchioka et al. 2021)
to obtain the directions and magnitudes of the motions of each
structure. Blobs 5–12 in Figure 3 show the regions where the
Doppler velocity measurements using High Energy Transmis-
sion Grating Spectrometer were performed in Rutherford et al.
(2013). The regions from blob 1 to blob 4 were defined as the
outermost regions where Fe is abundant. As a result, the best-fit
velocities in the plane of the sky (see third and fourth rows in
Table 2) were estimated to be ∼4000–7000 km s−1 for the Fe-
rich structures (blobs 1–6), ∼2000–3000 km s−1 for the Fe/Si-
rich structures (Blob 7–9), and ∼1500–2500 km s−1 for the Si/
O-rich structures (blobs 10–12). The estimated velocities agree
with those with the optical flow measurements. We found that
the velocities of the Fe-rich structures in the plane of the sky
are higher than those of the Si/O-rich structures. Even if we
considered the line-of-sight (LoS) velocities obtained in
Rutherford et al. (2013), the velocities of the Fe-rich structures
are higher than those of the Si/O-rich structures (see the fifth
and sixth rows in Table 2). On the other hand, the expansion
index m (r∝ t m, where r and t are the radius and age of the
remnant, respectively) in the Si/O-rich structures estimated
from the proper motion measurements is lower than that in the
Fe-rich structures, which means that the Si/O-rich structures

were subjected to stronger deceleration. In Section 4.1, we
discuss the deceleration in more detail.

3.2. Spectral Analysis

In Figure 4, we showed X-ray spectra extracted from regions
A (Fe-rich region), B (Fe/Si-rich region), and C (Si/O-rich
region). The comparison of the spectra shows that abundant
elements are different from region to region, where elements
that are prominent in the image appear as strong features in the
spectra. We here focus on the fact that the Si/Fe-rich structure
(region B) is located just inside the Fe-rich structure (region A).
In general, Si/Fe-rich ejecta (i.e., the production in the
incomplete Si burning layer) should be produced at the outside
of Fe-rich ejecta (i.e., the production in the complete Si burning
layer) in the SN explosion. Therefore, the positional relation-
ship between region A and region B may indicate an inversion
that has not been reported yet.

Figure 1. X-ray image of Cas A taken by Chandra. The red and blue colors
highlight Fe-rich (6.3–6.9 keV) and O-rich (0.5–0.7 keV/0.9–1.0 keV)
emission regions, respectively. The ratio map of the Si/Mg band
(1.8–2.1 keV/1.2–1.6 keV) is shown in green. Solid yellow contours show
the regions used for the spectral analysis. Figure 2. The X-ray image of Cas A in 0.5–1.7 keV observed in 2000 overlaid

with the velocity vectors obtained by optical flow. The scale bar indicates the
2D space velocity of 4000 km s−1 at the distance of 3.4 kpc.

Figure 3. Enlarged image of the southeast area of Cas A. The color scheme is
the same as in Figure 1. White boxes show the regions used for the proper
motion analysis. White arrows indicate the direction and magnitude of the
proper motion.
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Figure 3. Color composite of 2004 images of Cas A. The optical image (red) is a 2004 March HST ACS WFC broadband red image (F625W+F775W) while the X-ray
image is a 2004 Chandra continuum subtracted Si xiii image.
(A color version of this figure is available in the online journal.)

these clumpy X-ray features do not coincide with the remnant’s
high-velocity optical ejecta knots and concluded that they either
represent only mildly overdense regions rather than true, high-
density ejecta knots, or represent regions of higher metallicity
superposed against the diffuse ejecta.

However, there are a number of small-scale features where
optical and X-ray emissions do appear to positionally coincide,
especially in cases of recently brightened optical and X-ray
ejecta clumps. Below, we present and discuss a few of these
cases where it appears that the remnant’s advancing reverse
shock has resulted in correlated optical and X-ray changes and
we explore both the spatial and temporal properties of such
features.

Figure 6 shows the locations of five small-scale features that
have exhibited significant brightening in both X-rays and in the
optical within the last few decades. These features, marked as
A–E on the 2004 Chandra image, appear to be either absent or
weak on earlier Einstein or ROSAT images, yet currently rank
among the remnant’s brightest small-scale X-ray features. The
X-ray flux evolution of these five regions are listed in Table 2,
shown in Figures 7–11, and briefly discussed below.

Feature A: the upper row of panels in Figure 7 show 1979,
1995, 2000, and 2011 X-ray images of a region, marked
by 10′′ diameter red circles in the remnant’s north–central
regions which brightened in X-rays between 1995 and 2000
(see Table 2). Similar circles in the lower panels mark the
coincident optical ejecta knot seen in images taken between
1976 and 2011. Whereas by 2000 this feature was one of Cas A’s
brightest X-ray emission knots, the coincident optical emission
is weak and unremarkable in its optical emission from 1992 up
to 2011. While virtually absent in the Palomar image prior to
1972 and greatly complicated by the presence of a nearby and

stationary QSF in the earliest images, the knot had an estimated
R2 magnitude of 20.9 in 1976 but 20.1 and 19.4 in 1996 and
1999 respectively, in line with its brightening in X-rays.

Feature B: considerable clumpy emission is seen in the 2004
Chandra image of the remnant’s north–central region (Figure 6).
Enlargements of four Chandra X-ray images taken between
2000 and 2013 centered on one of these emission knots labeled
Feature B are shown in the upper panels of Figure 8, along with
corresponding optical images covering the epochs 1999–2011.
Like that seen for Feature A, this region exhibited a significant
X-ray and optical brightening after 2004 and will be discussed
further in Section 3.3.1 below.

Feature C: Figure 9 shows a comparison of an X-ray and an
optical emission for the extended Feature “C” located along the
remnant’s northernmost rim. These images reveal a dramatic
increase in X-ray brightness between 2000 and 2013 preceded
by a sharp increase in coincident optical emission between 1992
and 1999. The feature’s X-ray emission was relatively weak
in 2000 but by 2011 was one of Cas A’s brightest emission
knots. However, unlike the two previous cases, its coincident
optical emission is relatively bright, though not ranking among
the remnant’s brightest optical features. Also, the evolution of
the X-ray emission in this feature appears to follow that seen
in the optical but, delayed by several years. For example, the
feature’s X-ray emission was only apparent in 2000 whereas
optically it became detectable by the late 1980s, showed marked
increases in 1992 and 1999 mirrored later in the X-rays between
2004 and 2007.

Feature D: this southern limb X-ray emission clump, shown
in Figure 10 consists of a small complex of knots which became
bright in both X-rays and optically after 2000. By 2004, this
feature was one of the brightest X-ray knot complexes along the
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Figure 20. Schematic representation of the structure of dense ejecta clumps. Dense clumps with density nc embedded in a more diffuse component with density nej
cross the reverse shock from left to right. The diffuse ejecta is decelerated to three quarters the unshocked velocity, and a slow shock is driven into the clumps. While a
shock is driven into the clumps, they remain largely undecelerated by the reverse shock, due to their small cross-section, and behave in a ballistic fashion until they are
destroyed by hydrodynamical instabilities. At later times, the clumps have moved away from the reverse shock, and while they begin to fade, the diffuse component
becomes bright in X-rays. These knots differ from those in Figure 21 possibly due to the structure of the envelope that they are embedded in.

Figure 15 shows a curved line of optical emission along with
displaced associated X-ray emission. These optical knots lie on
the facing hemisphere of the remnant (DeLaney et al. 2010;
Milisavljevic & Fesen 2013). We have drawn in the apparent
direction of motion in which the reverse shock is traveling for
the line of emission knots. The morphology of the line of optical
emission knots would suggest that the reverse shock has recently
passed over them but their associated X-ray emission lies to the
right (west) and behind the optical emission and thus closer
to the reverse shock’s current location than the line of optical
emission knots.

We propose that such X-ray= optical offsets is, in some cases,
generated by shock-induced mass ablation from dense optically
emitting ejecta knots. In Figure 21, we present a schematic of
how this X-ray= optical offset morphology can be produced. In
the first frame, the reverse shock and the ejecta are seen to
be separate. In the second frame, the reverse shock encounters
dense ejecta knots, which are shocked and become bright in
optical emission. Some of the knot material is ablated by the
reverse shock, and advects away from the knots, remaining
closer to the reverse shock (third frame of Figure 21). This
material is of a lower density than in the knots and shock is

heated to higher temperatures where it can become visible in
X-rays.

The separation between X-ray and optical emission in
Figures 14 and 15 is ≈2:′′5. This corresponds to an advection
timescale of 10 yr for the dense knots. It is likely that in these
scenarios, the X-ray emission seen at the reverse shock is not
directly associated with material from the knots that is observed
at the same epoch—but possibly from previously shocked and
ablated knots. In any event, the low-density component at the
reverse shock can be “refreshed” by recently ablated material.

A similar set of mass ablation phenomena appears to occur
in the NE “jet” of Cas A. Here, there is substantial evidence for
high velocity ejecta bullets with space velocities between 8000
and 14,000 km s−1 (Fesen et al. 2006). As they move away from
the remnant’s expansion center, they are shock heated via their
interaction with the surrounding CSM. Some mass is stripped off
these ejecta clumps due to Kelvin–Helmholtz instabilities along
the sides of the bullets leading to faint optical emission trails
seen in HST images (Fesen et al. 2011). This stripped material
will be of lower density and consequently shock heated to high
temperatures, and becoming X-ray bright (Hwang et al. 2004;
Laming et al. 2006) while lagging behind the optically bright
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Fe is produced in close physical proximity to the 44Ti. Some correlation
would therefore be expected. The simplest explanation for the lack of
correlation is that much of the Fe-rich ejecta have not yet been pene-
trated by the reverse shock and therefore do not radiate in the X-ray
band. Whereas X-rays from 44Ti decay are produced by a nuclear
transition and directly trace the distribution of synthesized material,
the Fe X-ray emission results from an atomic transition and traces the
(mathematical) product of the Fe density and the density of shock-
heated electrons; without the hot electrons, the Fe will not be visible in
the X-rays. A possible explanation of our observations is that the bulk
of the Fe ejecta in Cas A have not yet been shock-heated, further
constraining models18–20 of the remnant as well as the total amount

of Fe. An alternative explanation is that most of the Fe is already
shocked and visible, and that some mechanism decouples the produc-
tion of 44Ti and Fe and produces the observed uncorrelated spatial map.

Unshocked or cool, dense material (material that either was never
heated or has already cooled after being shock-heated) might still be
visible in the optical or infrared spectral band. The Spitzer space tele-
scope observes line emission from interior ejecta primarily in [Si II] but
it seems that there is not a significant amount of Fe present in these
regions21. However, if unshocked ejecta are of sufficiently low density
or have the wrong ionization states, then they will be invisible in the
infrared and optical. Low-density Fe-rich regions may in fact exist
interior to the reverse-shock radius as a result of inflation of the emit-
ting material by radioactivity (the ‘nickel bubble’ effect22).

The concentration of Fe-rich ejecta inferred from maps in X-ray
atomic transitions is well outside the region where it is synthesized, and
not in the centre of the remnant interior to the reverse shock. This
observation has been used to suggest the operation of a strong instab-
ility similar to that proposed for SN 1993J23. The presence of a signifi-
cant fraction of the 44Ti interior to the reverse shock and the implied
presence of interior ‘invisible’ iron requires this conclusion be revisited.
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Figure 1 | The broadband hard-X-ray spectrum
of Cas A. Data from both telescopes over all
epochs are combined and shown as black data
points with 1s error bars. The spectra are shown
combined and rebinned for plotting purposes only.
Also shown are the best-fit continuum models for
a power law (blue) and a model that describes
electron cooling due to synchrotron losses (red).
The continuum fits were obtained using the
10–60-keV data and extrapolated to 79 keV with
the best-fit values for the continuum models
provided in Extended Data Table 2, although the
choice of continuum model does not significantly
affect the measurement of the lines (Methods).
When the continuum is extrapolated to 79 keV,
clearly visible line features (Extended Data Fig. 5)
appear near the 44Ti line energies. Inset: zoomed
region around the 44Ti lines showing the data and
the two models on a linear scale. The vertical green
lines are the rest-frame energies of the 44Ti lines
(67.86 and 78.36 keV). A significant shift of
,0.5 keV to lower energy is evident for both lines,
indicating a bulk line-of-sight velocity away from
the observer. Details of the data analysis, including
a discussion of the NuSTAR background features
(Extended Data Fig. 4), are given in Methods.
Extended Data Table 3 lists the parameters of the
best-fit Gaussian models of these features with
the error estimates described in Methods.
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Figure 2 | A comparison of the spatial distribution of the 44Ti with the
known jet structure in Cas A. The image is oriented in standard astronomical
coordinates as shown by the compass in the lower left and spans just over 59 on
a side. The 44Ti observed by NuSTAR is shown in blue, where the data have
been smoothed using a top-hat function with a radius shown in the lower right
(dashed circle). The 44Ti is clearly resolved into distinct knots and is non-
uniformly distributed and almost entirely contained within the central 10099
(Methods and Extended Data Fig. 2). Shown for context in green is the Chandra
ratio image of the Si/Mg band (data courtesy of NASA/CXC; Si/Mg ratio image
courtesy of J. Vink), which highlights the jet–counterjet structure, the centre
of the expansion of the explosion2 (yellow cross) and the direction of motion of
the compact object (white arrow). In contrast to the bipolar feature seen in the
spatial distribution of Si ejecta, which argues for fast rotation or a jet-like
explosion, the distribution of 44Ti is much less elongated and contains knots of
emission away from the jet axis. A reason for this may be that the Si originates in
the outer stellar layers and is probably highly influenced by asymmetries in the
circumstellar medium, unlike the 44Ti, which is produced in the innermost
layers near the collapsing core.
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Figure 7. Left: Centroid shift as function of viewing angle (units of NS kick D 719 km s−1), for 44Ti in model W15-IIb in the optically thin limit. Right: Line
width (in km s−1, unconvolved) as function of viewing angle for the same model. The direction of the NS (where it is moving straight towards us) is marked
with a white star.

Figure 8. Left: Comparison between the observed 44Ti line profile of Cas A (G14) and the best-fitting line profile from model W15-IIb (using the X
distribution), both normalized. We use convolved models (4000 km s−1 Gaussian) for the fitting, but the unconvolved line is also shown (dashed). Right: χ2

map. The χ2 minimum is marked with a cyan star and the NS motion by a white star.

(1990) which give "Vredshift ! 500 km s−1. This can be related to
the inferred distribution of NS kicks from pulsar proper motions,
X-ray binary eccentricities, and NS-SNR offsets, that have revealed
a relatively broad distribution between ∼10 and 1000 km s−1, with
a mean value of about 400 km s−1 (e.g. Lyne & Lorimer 1994;
Hobbs et al. 2005). Thus, 500 km s−1 would be a relatively typical
kick velocity, although likely in the upper half of the distribution.

The ‘blob’ identified by Cigan et al. (2019) as possibly heated
by the NS would imply a transversal velocity component of either
220 or 700 km s−1, depending on which of two methods to identify
the remnant centre is used. For the first case, if the NS 3D speed
is at least 500 km s−1 as inferred here, that means a line-of-sight
velocity of at least 450 km s−1 and an angle between the NS motion
and the direction to Earth smaller than 25◦. For the second case of
a 700 km s−1 transversal velocity no constraint on the angle can be
put.

Most models show a rise and decline behaviour with time of the
ratio between NS kick and maximum redshift (Fig. 9). One should
note that each epoch has its own viewing angle picked out (that

gives the most extreme line redshift), so this is not a behaviour for
a fixed viewing angle. It is nevertheless interesting that viewing
angles with larger line redshifts can be found at 200–500 d than
at 500–1000 d. This is not an apparent property and the relatively
similar morphology of the curves from different models suggests
that this may a generic property of the 3D morphologies.

In the optically thin limit (t ! 3000 d), the model grid gives
maximum centroid shifts for the 56Co lines of 0.7−1.6 times
the NS kick. Thus, for observations in this phase one could
estimate VNS D (0.6−1.4)Vshift (inverting the 0.7−1.6 range), for
either blue or redshifted lines (without Compton scattering there
is no distinction). Therefore, VNS > 0.6Vshift becomes the radiative
transfer-independent limit.

In principle such curves can be derived using also 44Ti. As
discussed in the introduction there is, however, more uncertainty
in the morphology of the 44Ti, and these model curves would
therefore be more uncertain. The maximum 44Ti redshifts in the
model grid at 27 yr span 1.1−1.8 times the NS kick. As such,
44Ti line observations could also be used to infer a NS kick of at least

MNRAS 494, 2471–2497 (2020)
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Figure 12. Radial velocity (in terms of the speed of light) of model
35OC-Rw as a function of time and radius along the north and south pole
corresponding to the upper and lower halves of the panel, respectively. The
red line marks the location of the electron neutrinospheres. The green lines
separate regions where the gas velocity is sub-Alfvénic from ones where
it is super-Alfvénic (dark green) and regions of sub-fast velocities from
those of super-fast velocities (light green). Note that close to the PNS the
gas is typically sub-Alfvénic and sub-fast and undergoes a transition to first
super-Alfvénic and then super-fast velocities at higher radii.

Figure 13. Same as Fig. 12 but for models 35OC-Rs (top) and 35OC-RO
(bottom).

Both, however, are usually wider and their cross-sections change
more along the axis than in more magnetized models (compare
Figs 10 and 14). Particularly strong modifications develop at times
when the injection is interrupted in one hemisphere as e.g. at
t D 700 ms. As a result, the northern and southern polar outflows are
much more asymmetric than in case of model 35OC-RO. Whether
this north/south-asymmetry is maintained until the ejecta breaks

Figure 14. Top: colour maps of the specific entropy and magnetic field lines
in the explosion of model 35OC-Rs. The scales of the panels are indicated
by rulers with a given length in units of 1000 km. Bottom: same for model
35OC-RO.

out of the surface of the stellar progenitor is still uncertain (further
episodes of interrupted injection may develop after 1: 6 s). However,
the two polar outflows are made out of unbound matter, which will
probably emerge asymmetrically from the stellar surface. Other
models with a magnetic field strength below that of the original
stellar model (e.g. model 35OC-Sw) also display a qualitatively
similar north/south-asymmetry in the outflows, which is likely
a distinctive property of outflows generated from pre-supernova
progenitors with substellar magnetization.

4.2.5 Magnetically driven explosions

The generation of such a column of strong, i.e. super-equipartition,
magnetic field along the rotational axis in models like s20-3 and
35OC-Rs/RO/RO2/Rp2/3/4 leads to the formation of polar
outflows. We show the structure of the ensuing explosion for the
least (35OC-RO) and most (35OC-Rs) extreme of our models in
Fig. 14 and the evolution of the velocity along the polar axis in
Fig. 13.

In both cases, the shock wave starts to expand along the axis
long before the weak-field version of the same progenitor, model
35OC-Rw, achieves shock revival. The prototypical case of model

MNRAS 492, 4613–4634 (2020)
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Figure 2

With significantly lower E�,iso but comparable Epk, the observed properties of GRB170817A (red
star) clearly deviate from SGRBs (blue circles, from Salafia et al. 2019). Inset: The Fermi-GBM
light-curve of GRB170817A shows a peculiar morphology, with a short hard main pulse of
⇠ 0.5 s (red shaded area) followed by a softer tail of emission with duration ⇠ 1.12 s (yellow shaded
area). The onset of the �-ray emission is delayed compared to the merger time of �tGW�� .

multimessenger astrophysics with GWs. The key observational properties of the �-ray coun-

terpart to GW170817 are as follows (Goldstein et al. 2017; see also Pozanenko et al. 2018,

Fraija et al. 2019). The Fermi-GBM light-curve of GRB170817A showed a peculiar mor-

phology consisting of a spike of emission of ⇠ 0.5 s (also detected by INTEGRAL) followed

by a lower-significance tail of softer emission, with total duration of T90 =2.0±0.5 s (Figure

2). The spectrum of the short spike is well fit by a power-law with exponential cuto↵ (i.e., a

Comptonized model) with peak energy of the ⌫F⌫ spectrum Epk =185±62 keV and isotropic

equivalent energy release E�,iso =(3.6± 0.9)⇥ 1046erg (10–1000 keV). The spectrum of the

softer tail can be fit with a blackbody model with temperature T =10.3 ± 1.5 keV and

E�,iso =(1.2 ± 0.3) ⇥ 1046erg , even if the limited photon statistics prevent any conclusive

statement about the nature of the intrinsic spectrum. GRB170817A showed no evidence

for a �-ray precursor or extended emission (EE).

Extended Emission
(EE): Period of up to
⇠ 100 s of enhanced
�-ray activity after
the short �-ray spike
that can be
energetically
dominant (as in
SGRB080503).

The fact that GRB170817A is significantly less energetic than cosmological SGRBs

(Fig. 2) is not surprising, as the most likely scenario of GW-detected BNS mergers is that

of an o↵-axis configuration (typical observer angle ✓obs ⇠ 30�; Schutz 2011), for which the

observed emission is significantly depressed and e↵ectively undetectable (Goldstein et al.

2017, Abbott et al. 2017b) at the typical distances and jet-collimation angles of SGRBs

(z ⇡ 0.5, ✓jet ⇠ 4� � 15�, Berger 2014, Fong et al. 2015). The true surprise is that the first

GW-detected BNS merger was also accompanied by the independent detection of �-rays.

3.1. Relationship to the �-ray emission from short GRBs

With E�,iso =(4.8±0.9)⇥1046erg and a peak luminosity Lpk,iso =(1.4±0.5)⇥1047erg s�1 ,

GRB170817A is orders of magnitude less energetic and luminous than SGRBs, yet with

similar duration of ⇠ 2 s. This opens two possibilities: (i) GRB170817A is intrinsically sub-
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AT2017gfo contains more than 600 individual datapoints from 46 instruments (as compiled

by Villar et al. 2017).

For clarity, in Figure 4 we select four representative filters with high temporal sampling

to demonstrate the photometric behavior of AT2017gfo from the near-UV (Swift-UVM2),

blue optical (g), red optical (i), through the NIR (Ks). The UV light curves exhibit

fading behavior from the first observations at �t=0.65 d (Evans et al. 2017). At the other

extreme, the Ks light curve rose to a broad peak around �t⇡3.5 d. In between, the optical

emission started fading within a day after the merger (Arcavi et al. 2017, Coulter et al.

2017, Cowperthwaite et al. 2017, Kasliwal et al. 2017b, Pian et al. 2017, Smartt et al. 2017,

Soares-Santos et al. 2017).

Drout+17

Waxman+18
Arcavi+18

Coughlin+18

S S S

Figure 4

Light curves of AT2017gfo in four representative filters: Swift-UVM2 (�e↵ = 2231 Å); g (�e↵ = 4671 Å); i
(�e↵ = 7458 Å); Ks (�e↵ = 2.14 µm). Data and best-fitting three-component model from Villar et al. (2017), with original
data presented in the references cited in §4. Vertical arrows indicate the times of the spectra displayed in Figure 5. Inset,
upper panel: Bolometric luminosity from Coughlin et al. (2018) (black circles with uncertainties). The shaded gray area
marks the range of best-fitting bolometric light curves from the literature (Cowperthwaite et al. 2017, Drout et al. 2017,
Arcavi 2018, Waxman et al. 2018). The solid gray line shows a slope of Lbol / t

�1.3, the expected slope of energy input
from r-process radioactive decay. Inset, lower panel: Best fitting blackbody temperatures TBB (Drout et al. 2017, Arcavi
2018, Waxman et al. 2018). Note that Drout et al. (2017) fixed TBB =2500 K after �t=8.5 d.

Optical spectroscopy in the first week after the merger was presented by a number of

groups (Andreoni et al. 2017, Kasliwal et al. 2017b, Levan et al. 2017, McCully et al. 2017,

Nicholl et al. 2017, Pian et al. 2017, Shappee et al. 2017, Smartt et al. 2017, Troja et al.

2017, Valenti et al. 2017), with the first spectrum acquired at �t = 0.5 d after merger. The

spectra were unlike those of known supernovae and only developed weak features before the

transient became too faint at �t ⇡ 10 d. NIR spectroscopy was obtained from a few sources

starting at �t=1.5 d (Chornock et al. 2017, Kasliwal et al. 2017b, Pian et al. 2017, Smartt

et al. 2017, Tanvir et al. 2017, Troja et al. 2017), and resulted in the detection of a number

of broad features between 1–2 µm.

We display three epochs of spectroscopy in Figure 5 to sample the evolution of the

www.annualreviews.org • GW170817 13
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Figure 20. (Color online) Time evolution of the radioactive heating rate Q (before thermalization) for the combined dynamical and
secular ejecta for model sfho-135-135 plus M3A8m1a5 (top), sfho-125-145 plus M3A8m3a5-v2 (middle) and sfho-11-23 plus M3A8m3a5-v2
(bottom) when varying the nuclear input between all models listed in Table 2. The columns displays the heating generated by �-decay
(Q�), ↵-decay (Q↵), fission (Qfis) and the total heat from all or the decay modes (Q = Q� +Q↵+Qfis). The gray dashed line corresponds
to the approximation Q0 = 1010[t/1 day]�1.3 erg/g/s The ratio Q/Q0 is also shown as an insert in the right column, where the line y = 1
is indicated by the gray dashed line. See Figs. 13, 14, 15 and 16 for the color labels for each nuclear input combination.

son of Figs. 22 and 185 shows that uncertainty studies based
on a single or a few trajectories may artificially exacerbate
the impact of nuclear physics uncertainties, particularly in
cases of Ye ⇠ 0.2 � 0.3 close to the threshold of lanthanide
production. One should consequently be careful when draw-
ing conclusions regarding the total r-process yields of a given
site or ejecta component from single-trajectory studies.
Another critical point in the comparison of sensitivity anal-

yses concerns the way nuclear uncertainties are propagated
to the nucleosynthesis calculations. A popular technique used
to propagate the nuclear uncertainties to the final r-process
results is to increase or decrease, for example, the nuclear
mass or the neutron capture rate of a single nucleus by a
given factor (e.g., see Surman & Mumpower 2018; Bliss et al.
2017, who applied factors of 5, 10, 50 or 100 to the (n, �) or
(↵, n) rates). Then, for each variation or change of, for exam-
ple, the nuclear mass of a given nucleus, the r-process abun-
dances are re-calculated and compared to a base calculation
with fixed nuclear (and astrophysical) input. After multiple
variations, i.e. r-process calculations, the nuclei for which the
abundances are the most sensitive with respect to changes of
a given nuclear property are revealed. This technique can be
seen as a variant of the MC method (see Mumpower et al.
2016; Rauscher 2020, for details about various implementa-

5 Similar trends can also be seen in Figs. 2a and b in Zhu et al.
(2021).

tions) since it applies random variations of quantities, such as
mass, �-decay half lives, neutron capture rates or �-delayed
neutron emission, pulled from a distribution which represents
the assumed nuclear uncertainty of the property investigated.
When considering uncertainties arising from (theoretical) nu-
clear physics inputs like for example the nuclear mass or
neutron capture rates, there are two sources of uncertainty,
namely statistical and systematic errors, where the latter is
often referred to as model errors. MC studies adopt a given
nuclear model for the baseline calculation (i.e. they have to
choose the mean of the uncertainty distribution) and consider
uncorrelated variations around that baseline. Therefore MC
methods and similar techniques can, by design, only probe
uncorrelated statistical errors. The claim that the indepen-
dent and random variations of the nuclear properties of in-
dividual nuclei can probe all nuclear uncertainties, including
the systematic model uncertainties (Mumpower et al. 2016,
and references therein) would only be correct if the nuclear
properties addressed by the MC studies were uncorrelated,
which they are not. As discussed in Sect. 1, theoretical phys-
ical models considered to estimate all nuclear inputs of rel-
evance for the r-process calculations are responsible for the
nuclear correlations between the various nuclei involved as
well as the between the various properties of interest. For the
neutron-rich nuclei relevant to the r-process, for which no ex-
perimental information is available, the statistical errors due
to variations of model parameters have been shown to be
much smaller than the systematic (or model) uncertainties
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Fig. 1 Summary of the electromagnetic counterparts of NSñ NS and BHñ NS mergers and their dependence
on the viewing angle with respect to the axis of the GRB jet. The kilonova, in contrast to the GRB and
its afterglow, is relatively isotropic and thus represents the most promising counterpart for the majority of
GW-detected mergers. Image reproduced with permission from Metzger and Berger (2012), copyright by
AAS

compact BH or NS remnant following the merger (e.g., Narayan et al. 1992). This
is expected to occur within seconds of the merger, making their temporal association
with the termination of the GW chirp unambiguous (the gamma-ray sky is otherwise
quiet). Once a GRB is detected, its associated afterglow can in many cases be iden-
ti� ed by promptly slewing a sensitive X-ray telescope to the location of the burst.
This exercise is now routine with Swift, but may become less so in the future without
a suitable replacement mission. Although gamma-ray detectors themselves typically
provide poor sky localization, the higher angular resolution of the X-ray telescope
allows for the discovery of the optical or radio afterglow; this in turn provides an even
more precise position, which can help to identify the host galaxy.

A prompt burst of gamma-ray emissionwas detected fromGW170817 by the Fermi
and Integral satellites with a delay of≈ 1.7s from the end of the inspiral (Abbott et al.
2017d; Goldstein et al. 2017; Savchenko et al. 2017). However, rapid localization of
the eventwas not possible, for two reasons: (1) themergerwas outside the � eld-of-view
of the Swift BAT gamma-ray detector and therefore a relatively precise sky position
was not immediately available; (2) even if rapidly slewing of the X-ray telescope had
been made, the X-ray afterglow may not have been detectable at such early times.
Deep upper limits on the X-ray luminosity of GW170817 at t = 2.3 days (Margutti
et al. 2017) reveal a much dimmer event than expected for a cosmological GRB placed
at the same distance at a similar epoch. As we discuss below, the delayed rise and low
luminosity of the synchrotron afterglow were the result of our viewing angle being far

123



!"#$%&'()*+#,*-',)..)"%'/"01.+"23'4567'8*)9)%:3';<=;>'?*2'@A@B

!!1!1/)2&*#%$&L#)+%.,5#",&.-&"()/)"5$/#,5#"&%9"*$)/&*#%$,

/MTKD()0L&(*&MEN&,-?U

<4+&,-?X

D3L
-"%-&.&+&./

bL*L0(SM0M+&,-?5

LY!4UETZ)-"%-&.&+&./

2j]^Ui]^(A#4('11(6+4'#,'e((((((((((((((W1'=&$(L)34(A+00(b&(&7&,(;1$&RRRX

FL"-25:M 1'=&$(+,4'$<;&,'4

8E!

"`H"#."2)OP,'/)
-H"#.,89

"`H"#."2)OP,'/)
-H"#.,89

YD0)hVR)0H#



!"#$%&'()*+#,*-',)..)"%'/"01.+"23'4567'8*)9)%:3';<=;>'?*2'@A@B

?K.5#"&,9I$/%.4)$;&`II./59%#5#$,&-./&6$7&L#)+%.,5#",

8E"

Q8/&$,17#&O
! .%+4&E#%B&4$--*E#&-($%-
! $''*(*+,$"&#,#%1B&-+C%)#6&)*%)C4-(#""$%G4#'*C4&*,(#%$)(*+,-
! )+,-(%$*,(-&+,&%$'*+$)(*E#&<A,+%4$"GR5G?&#,#%1B&.%+4&'&5*

D#+$(+,4'#b+0+'8(4</&$,17#&O
! 3$*%&)%#$(*+,&.%+4&gGg *,(#%$)(*+,-&*,&/+(&-(#""$%&)+%#&.+%&;hZ8;!

! 3C"-$(*+,-&" "$%1#&#,E#"+3#&%#"#$-#-b /*1/&$4+C,(-&+.&'&5*&<-#E#%$"&;!?
! '*-%C3(*+,&+.&#,(*%#&-($%&.+%&;h=i8;!

3#%,&'+*P>&'()</&$,17#&O

25JP4</&$,17#&O



!"#$%&'()*+#,*-',)..)"%'/"01.+"23'4567'8*)9)%:3';<=;>'?*2'@A@B

@$4)*$&%%4"=4,

Dynamics and Equation of State Dependencies of Relevance for Nucleosynthesis. . . 3

Fig. 1 Evolution paths from collapsing massive stars to NSs and stellar-mass BHs. The gravita-
tional instability of the degenerate core (mostly composed of iron-group elements) of a massive
star can either lead to the “direct” formation of a BH by continuous accretion of matter onto
the transiently formed proto-NS (PNS) without any concomitant CCSN explosion. If a successful
explosion is launched, an initially hot PNS cools by intense emission of neutrinos and antineutrinos
of all flavors. On the way to an old, cold NS, a phase transition in the high-density EoS, spin-down
by angular momentum loss (e.g., through magnetic fields), or late accretion of matter that does
not achieve to get unbound in the CCSN explosion can lead to the delayed collapse of the PNS
or young NS to a BH. In close binary systems, the compact remnants spiral towards each other
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Figure 1. Convective (green shaded areas) and chemical (color codes reported in the color bar) internal
history of selected models from the main sequence phase up to the an advanced stage of TP-SAGB phase
(upper and middle left panels) or up to the the onset of the iron core collapse prior to the core collapse
supernova explosion (middle right and lower panels). The dashed line in the upper and middle left panels
marks the onset of the thermally pulsing phase. In the x-axis is reported the logarithm of the time till the
end of the evolution (tfin � t) in units of yr.

breathing pulses is still highly uncertain, they have been suppressed as already mentioned in section
2.
During core He burning, models with mass lower than 9.20 M� perform an extended blue loop in

the HR diagram (Figure 2) that is accompanied by a temporary recession and disappearance of the
convective envelope when the stars cross the blue side of the HR diagram (Figure 1). The H shell
during core He burning is active and advances in mass increasing progressively the size of the He core.
At core He depletion all the models are red giants and their He core mass is increased by ⇠ 50%,
with respect to the one at core H depletion (Figure 3). The CO core at core He depletion increases
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D. R. Aguilera-Dena et al.: Stripped-envelope stars in di↵erent metallicity environments. I.

(((

Fig. 3. Kippenhahn diagrams following the energy generation and loss rates and the structure of convective regions as a function of time remaining
until core collapse, from core helium burning until a few days before core collapse. Represented are the evolutionary calculations with initial
helium star masses of 8 (top) and 20 (bottom) M�, with metallicities of Z = 0.01 (left) and Z = 0.04 (right). The colour denotes the intensity of the
energy generation (red) and loss (blue) rate. The hatched regions denote convective regions. The helium and carbon burning regions are indicated
with arrows. The point where the products of helium burning are exposed at the surface, and the model transitions from WN to WC mass loss rates
are indicated with horizontal arrows.

carbon- and oxygen-rich layers exposed; they will have lower
final masses compared to populations in lower metallicity envi-
ronments; and the population of SNe they produce will be dif-
ferent, both in terms of total SN rates, of relative rate of di↵erent
SN sub-types, and of observable SN properties (cf. Paper II).

3.2. Lifetimes and duration of evolutionary stages

Hydrogen-free classical WR stars can be classified as either
WN, WC, or WO type. Each of these types corresponds to
an evolutionary stage, and they are characterised by di↵erent
surface abundance patterns and luminosity-to-mass ratios. Their
occurrence, properties, and relative rate is known to be di↵erent
in environments of di↵erent metallicities, and has been used
as a testbed of massive star evolution (e.g. Massey & Johnson
1998; Massey & Holmes 2002; Meynet & Maeder 2005;
Vanbeveren et al. 2007; Georgy et al. 2012; Eldridge et al. 2017;

Neugent & Massey 2019; Pauli et al., in prep.). The probability
of observing a WR star either as a WN, WC, or WO depends
strongly on the duration of each of these stages. In this section
we analyse the duration of each stage in our helium star models
according to the surface abundances and evolutionary stage,
regardless of the surface optical depth. Whether the surface
optical depth is large enough to be observed as WR-type stars is
discussed in Sect. 4.

The total lifetimes of our helium star models are shown in
Fig. 4, and are available online2. Similar to main sequence life-
times, helium burning lifetimes of stripped-envelope stars are a
monotonically decreasing function of initial mass. The lifetimes
of models that do not expose the products of helium burning in
their surfaces are well described by their helium burning nuclear
timescale at the moment of stripping. The lifetime between core

2 https://zenodo.org/deposit/5747933
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Gri�ths, A., et al.: A&A, 693, A93 (2025)

Fig. 11. Properties of the 20 M� GENEC model before and then during a silicon-oxygen shell merger event occurring very shortly before collapse.
The time gap between the two models shown is 15 s. On the left we show the convective Mach number, i.e. the ratio of the velocity predicted by
mixing length theory to the sound speed, and also the energy produced by nuclear burning. On the right is shown the density and entropy structure
of the shell in question.

Fig. 12. Space-time diagrams, or Kippenhahn diagrams, of the 15 M� model for GENEC (left) and MESA (right). The grey zones show convective
regions. The plot background shade displays the total energy input, the nuclear energy subtracted by the loss of thermal neutrinos in log scale.
Blue represents negative energy contributions and red positive contributions. On the right axis is shown the central abundance of a given selection
of species to help identify the various burning phases. The black dashed line delimits the total mass of the model.

whereas the GENEC model is more within the range of uncer-
tainty. It is noteworthy that ⇠2.5 is rising steadily prior to collapse,
but reaches a lower value than the MESA model. The 15 M�
mass model, for both codes, seems much more likely to produce
a neutron star and finally the 20 M� reaches similar values for
both GENEC and MESA at the end of the evolution and lies
within the uncertain range for this one parameter criterion. We
notice that the compactness at the pre-SN link grows with mass,
at least in the three cases at hand (though there is no monotonic
dependence of ⇠2.5 on ZAMS mass; cf. Ertl et al. 2016, Fig. 4).

GENEC models with 20 M� and 25 M� show very similar values
of ⇠2.5 close to collapse. To see the compactness evolution around
the contracting core we also plot in Fig. 13 the quantity ⇠Mr=M4 .
The location where the entropy equals 4kB/baryon defines quite
well the boundary of the iron core (e.g. Baron & Cooperstein
1990). We see that this compactness rises for all models during
the final hours of evolution, where the value of ⇠Mr=M4 almost
doubles for all models.

Following Ertl et al. (2016), we apply the two parameter cri-
terion separating unsuccessfully explosions from explosions as

A93, page 14 of 21
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instead of our standard jloss= 1.0

(Podsiadlowski et al. 1992). We expect a much higher loss of
angular momentum with this modification, which may result in
another potential fate for the future evolution of Mk 34 (see
Section 3.4). The rest of the input physics of “Pavlovskii3”
corresponds to “Pavlovskii2.” A change of the circularization
scheme would only increase binary orbital separation.

2.5. Quasi-single-star Calculations

In this part we approximate the evolution of nonexpanding
components of Mk 34. Radial expansion of massive stars can
be quenched due to extensive mass loss in stellar winds (e.g.,
Conti 1975; Vanbeveren 1991; Vanbeveren et al. 1998;
Langer 2012; Smith 2014). For stars above40Me, this may
be the reason behind the observational scarcity of red
supergiants above the empirical Humphreys–Davidson limit
(Humphreys & Davidson 1979, 1994). The more massive a
star, the stronger the mass loss in winds. As a result, stars as
massive as the components of Mk 34 may become helium-rich
Wolf-Rayet stars already during the MS and avoid any
significant post-MS expansion.

We find this behavior for MESA models with sufficiently
large overshooting or increased stellar winds (see Table A). In
particular, MESA models with δov= 0.33 and standard winds
( fwind= 1.0) reach a maximum radius of 46 Re for
MZAMS= 144Me and 41 Re for MZAMS= 131Me. Addition-
ally, important for the development of the PPSN/PSN, stellar
models that do not expand may have very different TAMS
helium core masses. For example, the MZAMS= 144Me model
produces :�M M61core,TAMS for δov= 0.33 and fwind= 1.0
or :�M M30core,TAMS for δov= 0.4 and fwind= 1.5. The
former model is possibly subject to a PPSN/PSN while the
latter is not (Woosley 2017; Farmer et al. 2020).
In Section 3.5 we explain our choice of models, showing

how uncertainties can affect the future evolution of Mk 34.

3. Examples of Mk 34’s Future Evolution

Various predicted models of Mk 34’s future evolution are
illustrated in Figure 1, summarized in Table 1, and described
below.

Figure 1. Future evolution of Melnick 34. The fate of this massive binary is subject to a number of stellar and binary evolution uncertainties. Depending on the
adopted evolutionary model, Mk 34 may form a close or wide BH–BH system, a Thorne–Żytkow (TZ—Thorne & Zytkow 1977) object, or end its life in two PSNe.
RLOF: Roche lobe overflow, CE: common envelope, TTMT: thermal-timescale mass transfer, ZAMS: zero-age main sequence, BH: black hole, GRB: gamma-ray
burst, PPSN: pair-instability pulsation supernova. å: COMPAS track gives a somewhat lower-mass BH (formed out of an initially more massive star) than other binary
scenarios.
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Figure 14

JWST observations of the neutral ISM (via its PAH emission) of nearby galaxies reveal abundant
bubble-like structures which are likely caused by stellar feedback and might have even triggered
new star-forming events at their rims. Panels show the PAH distribution in contrast to other star
formation tracers in the inner star-forming disk of NGC628. Left : RGB image showing the
distribution of PAH 7.7µm emission from JWST/MIRI (red), H↵ emission from VLT/MUSE
(green), and HST B-band continuum tracing young stars (taken from Watkins et al. 2023a).
Middle & right (taken from Barnes et al. 2023): The central 11 kpc⇥6 kpc map and a zoom-in on
the largest cavity dubbed ’Phantom Void’ show the PAH distribution from JWST (MIRI filters:
F1130W in red, F1000W in green, F770W in blue) with continuum-subtracted HST H↵ imaging
overlaid in orange and identified star-forming bubbles from Watkins et al. (2023a) as white ellipses.

5.4. Location and impact of supernovae

SNe deposit large amounts of energy and momentum into the ISM. They stir turbulence,

support the galactic disk, launch winds, and add new elements to the ISM. Numerical

simulations show that the location where SNe explode determines their impact on ISM

morphology and sets which ISM phase feels the brunt of the feedback (e.g., Walch et al.

2015). For example, the cooling radius Rc for a SN in a simulated turbulent medium is

approximately Rc ⇠ 6.3 (n/100 cm�3)�0.4 pc (Martizzi et al. 2015).

5.4.1. Location of supernova explosions. The results discussed in § 5.2 suggest that pre-SN

feedback often clears the cold gas before the first core-collapse SNe occur. Thus, many

SNe should occur in lower density regions and so impact a large physical volume. SN

locations should also be clustered, so that later core-collapse SNe at ⌧? ⇠ 20�30 Myr

should explode into regions where previous SNe have already occurred. Even allowing for

a prompt component, white-dwarf SNe will generally trace an older stellar population and

so statistically sample the overall distribution of ISM densities in a region.

These expectations can be tested by observations, and this represents an area of rapid

growth for understanding stellar feedback. Most simply, the locations where SN explode

can be observed using high resolution CO imaging. Because recent (. 100 yr) SN explosions

52 Schinnerer & Leroy
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Figure 30. Position of the H i holes in NGC 628. The colors illustrate the different type of the holes: red—type 1, white—type 2, and black—type 3.

(A color version and the complete figure set (26 images) are available in the online journal.)

to detect holes down to ∼80 pc which led to the detection of a
wealth of small holes; almost 90% of the total holes detected
have a size less than 200 pc. Only a handful of supershells were
detected. The mean kinetic age is 7.8 Myr with 80% of the holes
being younger than 9 Myr. Several features detected (holes nos.:
34, 72, 88, 93, 94, 97, 99, 102, 106, 109, 113, 114, 170, 255,
and 273) are probably not genuine holes but the result of the
warp in the H i disk. Due to its large angular size, M 81 was
divided into six areas (panels (C9)–(C15) in the online version
of Figure 30) to be able to show all detected holes.

A.10. NGC 3184

NGC 3184 is a spiral galaxy located at D D 11: 1 Mpc and
is viewed almost face-on. Its analysis revealed 40 H i holes,
the majority of those being supershells (80%). This could be
attributed to the large distance of this galaxy which only allowed
us to detect holes with diameters larger than 400 pc. We failed
to detect any type 3 holes something which is expected since
the scale height of the disk was found to be 250 pc, significantly
smaller than our spatial resolution. Nevertheless, this is the
largest number of supershells detected in any one galaxy. The
mean kinetic age of the holes is also high (≈64 Myr). Note that
hole number 13 is a superposition of two holes.

A.11. IC 2574

Another nearby (D D 4: 0 Mpc) dwarf galaxy member of the
M 81 group, IC 2574 hosts a relatively large number of H i holes
(Walter & Brinks 1999). One particular hole (our hole no 21) has
been extensively studied at different wavelengths from radio to
X-ray (Stewart & Walter 2000; Cannon et al. 2005; Weisz et al.
2009b). These studies showed that there is a remnant star cluster
in the center of this hole and revealed evidence of propagating

SF along its rim. Here, we report on 29 H i holes compared to
48 holes detected by Walter & Brinks (1999) and 22 detected
by Rich et al. (2008) the largest one being larger than 2 kpc in
diameter. Almost all of the 29 holes we present here have been
detected by Walter & Brinks (1999). The difference in the total
number of holes detected is due to the strict criteria we used to
classify a structure as a genuine hole. Almost half of the holes
(45%) show signs of expansion.

A.12. NGC 3521

Another distant galaxy in our sample, NGC 3521 is a spiral
galaxy with a prominent bar located at a distance of 10.7 Mpc
and viewed almost edge-on (i D 72:◦7). The analysis of
NGC 3521 revealed 13 holes in the H i distribution. The small
number of holes detected and the lack of type 3 holes can be
attributed to the large distance of this galaxy as well as its
high inclination. All of the holes detected were consequently
classified as supershells.

A.13. NGC 3627

NGC 3627 is a spiral galaxy at an adopted distance of
D D 9: 3 Mpc and is a member of the Leo Triplet. Its high
inclination (i D 61:◦8) meant we were only able to detect
18 holes in NGC 3627, two of them being type 3. One holes
worth noting is 7 which has unusually high expansion velocities
of 65 km s−1 respectively the highest observed in the entire
sample.

A.14. NGC 4214

NGC 4214 is a nearby (D D 2: 9 Mpc) dwarf irregular
galaxy classified as a starburst galaxy. We found 56 H i holes

33
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Fig. 1. Illustrating bubble identification and elimination criteria in section of NGC 1566. 1. CO Tpeak (red), H↵ (green), and HST B-band (blue)
combined into a false-colour image at their original resolution to identify superbubbles using multi-wavelength information. 2. Manually fitting
radii and their centres using the CO Tpeak map. The cyan and dashed white circles show catalogued bubbles that were analysed or ignored,
respectively. The blue box outlines the bubble examined in all remaining panels (Bubble 36 in Table 2). 3. Investigating the emission across three
neighbouring channels in CO to confirm if bubble emission is significant in multiple consecutive velocity bands. If not, the bubble is removed from
the sample. 4. Horizontal and vertical PV diagrams to confirm that expansion signature is present. The grey ellipse shows the present expansion
signature. If unconfirmed, the bubble is removed. 5. Illustrating average spectra around the bubble. If identifiable background or foreground
emission is found, the bubble is removed. All spectra shown here are free of contaminating emission. Article number, page 5 of 21
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complete panchromatic, multiphase picture of the gas, stars,
and dust in these bubbles.

2. Observations

2.1. PHANGS–JWST Observations

The PHANGS–JWST observations were taken as part of the
Cycle 1 treasury project ID 02107 (Lee et al. 2023), which
targets 19 nearby, star-forming galaxies with the Near Infrared
Camera (F200W, F300M, F335M, and F360M) and MIRI
(F770W, F1000W, F1130W, and F2100W) imaging. The
observations targeting NGC 628 cover the main star-forming
disk (containing 50% of the total star formation of the galaxy),
which is matched to coverage from Hubble (Lee et al. 2022),
VLT-MUSE (Emsellem et al. 2022), and the Atacama Large
Millimeter/submillimeter Array (ALMA; Leroy et al. 2021a).
We primarily make use of the F770W filter observations in this
work, which have a point-spread function (PSF) FWHM of
∼0 25 (∼12 pc at the galaxy distance). A detailed description
of the complete data reduction is presented in Lee et al. (2023).

2.2. Hubble Space Telescope Observations

We make use of near-UV (NUV) UBVI-band HST
observations taken from the LEGUS survey (Calzetti et al.
2015) and reduced using the PHANGS–HST survey pipeline

Figure 1. The prominent bubble structures across the Phantom Galaxy (Messier 74 or NGC 628). In all panels, we show an image produced from the 770W (blue),
1000W (green), and 1130W (red) band filters from the JWST (Lee et al. 2023), and overlaid in orange is the continuum-subtracted HST Hα. The faded circles and
ellipses show the positions of the bubbles from Watkins et al. (2023).

Table 1
Properties of the Phantom Void and the Precursor Phantom Void

Property The Phantom Void Precursor

Bubble Shell Bubble Shell

R.A. (deg) 24.1866 24.1864 24.1863 24.1863
Decl. (deg) 15.7719 15.7719 15.7784 15.7782
rmajor (arcsec) 10.8 17.6 1.7 4.9
rminor (arcsec) 4.5 16.0 1.3 4.3
rpa (deg) 126 126 30 30
rmean (pc) 364 801 69 219
MH2 (M e/10

5) 12.8 379.9 3.1 38.0
MH I (M e/10

5) 7.0 56.4 0.2 3.5
M * (M e/10

5) 1.8 7.8 1.4 1.4
ΣH2 (M e pc−2) 3.7 22.8 20.6 28.1
ΣHi (M e pc−2) 2.1 3.4 2.4 2.6
vexp (km s−1) ∼20 ∼6

Note. Tabulated are the properties of the bubble (i.e., the ellipsoid central
cavity) and shell (i.e., the ellipsoid annullus around the cavity) of each source
(shown in Figure 2). We present the central position, the semimajor and
semiminor axis length, and the position angle of the ellipse used to define the
outer boundary of the bubbles and shells, and, also, the mean radius of these
ellipses in units of parsec. We also present the total molecular (Section 3.2.1)
and atomic (Section 3.2.2) hydrogen masses and mass surface densities, and
total stellar mass in young stellar associations (derived from the association
catalog of Deger et al. 2020 and Larson et al. 2023; see Section 3.3). Lastly, we
show an estimate of the expansion velocity (Section 3.2).
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Figure 3.2: Regions of interest as defined by the green rectangles, super-
imposed on the COMPTEL ME7 map (filled contours at 1.25, 2.5, 5, and
10◊10≠5 ph cm≠2 s≠1 sr≠1
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Figure 3.3: Measured Doppler-velocities as derived from a spectral fit to indi-
vidual ROIs. (Colourbar missing:) The blue colours indicate blue-shifts with
a maximum velocity (dark blue) of ≠300 km s≠1, red colours indice red-shifts
with a maximum velocity (dark red) of +300 km s≠1.

ROIs and their negatives have been created, convolved with the SPI response,
and fitted to the data set.

Figure 3.3 shows the longitude-latitude-velocity diagram of the 26Al emission

14
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in the Milky Way. The Galaxy’s rotation is clearly seen in the trend from blue-
shifted spectral lines (bluish colours) for negative longitudes towards red-shifted
lines (reddish colours) for positive longitudes. Gray shaded areas indicate non-
detections of the 26Al line. While at positive latitudes, the emission is significant
up to b = 25¶, at negative latitudes (b < ≠15¶) no excess around 1809 keV is
seen in the spectra. This is not surprising as the ScoCen OB association and its
associated superbubbles are located at these coordinates. At longitudes below
-60¶, also no significant emission was found. However, combining the spectra of
these gray shaded areas provide a detection at the 2‡ level.
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Figure 3.4: Longitude-velocity diagram of the galactic plane, restricted to |b| <
5¶ (see text for details).

For the galactic plane |b| < 5¶, the l-v-diagram is shown in Figure 3.4. The
black crosses show the derived peak position of the fitted spectral line for a
certain ROI bin. Gray crosses indicate non-detections of a spectral line (no
meaning). The data points have been fitted with a sine function, determin-
ing the phase of the sine and its amplitude (maximum line-of-sight velocity).
Apparently, the Galaxy shows an asymmetry in its rotation velocity, as the
v = 0 intersect is located about 10¶ o� the centre. The maximum velocity is
XX ±XX km s≠1, in good agreement with the measurements by Kretschmer et
al. (2013). At l ¥ 85¶, the expected co-rotation is visible as the Doppler-velocity
drops to 0.

For latitudes between ±5 and ±15, the derived Doppler-velocity are sys-
tematically larger than for the galactic plane. Figures 3.5 and 3.6 show the
l-v-diagrams for the northern and southern part of this latitude range. Also
at those latitudes, the apparent o�set in the v = 0 intersect is visible. The
maximum velocity as fitted by the sine function is XX ± XX for the northern
and XX ± XX for the southern part.

The e�ect, however, is small and not significant for longitudes larger than
30¶ but in the inner radian, the "high-latitude" ROIs, compared to the galactic
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Figure 3.5: Longitude-velocity diagram of the galactic plane, restricted to 5¶ <
b < 15¶ (see text for details).

Figure 3.6: Longitude-velocity diagram of the galactic plane, restricted to
≠15¶ < b < ≠5¶ (see text for details).

plane ROIs, show a clear trend towards higher Doppler velocities. This may be
again due to the "foreground emission" from the ScoCen association, blowing
its ejecta towards the Sun with a velocity of ¥ ≠140 ± 50 km s≠1 (see below).
For a systematical check, the Doppler-velocity from high-latitudes have been
directly compared to the Doppler-velocites of the galactic plane by averaging the
corresponding ROIs in Figure 3.3. That means all velocities within a �l = 30¶
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Figure 3.5: Longitude-velocity diagram of the galactic plane, restricted to 5¶ <
b < 15¶ (see text for details).

100 50 0 !50 !100
!300

!200

!100

0

100

200

300

100 50 0 !50 !100
Galactic Longitude [deg]

!300

!200

!100

0

100

200

300

R
ad

ia
l V

el
oc

ity
 [k

m
 s
!1

]

Figure 3.6: Longitude-velocity diagram of the galactic plane, restricted to
≠15¶ < b < ≠5¶ (see text for details).

plane ROIs, show a clear trend towards higher Doppler velocities. This may be
again due to the "foreground emission" from the ScoCen association, blowing
its ejecta towards the Sun with a velocity of ¥ ≠140 ± 50 km s≠1 (see below).
For a systematical check, the Doppler-velocity from high-latitudes have been
directly compared to the Doppler-velocites of the galactic plane by averaging the
corresponding ROIs in Figure 3.3. That means all velocities within a �l = 30¶

16

HT;A8;$ HTA<;A8;$@



!"#$%&'()*+#,*-',)..)"%'/"01.+"23'4567'8*)9)%:3';<=;>'?*2'@A@B

$#$#B*&5/)h$"5./#$,&#%&,#09*)5#.%,

8:8

S:T<#/3B8##&0'(+U

AWm&4$3A&3%+]#)(*+,-&+.&$&-*4C"$(#'&1$"$2BA-&#E+"C(*+,&*,&%$'*+$)(*E#&$&S"
" %$%#"B&+D($*,&E*#0-&+,&$-B44#(%*)&)$E*(*#-&,#$%DB



!"#$%&'()*+#,*-',)..)"%'/"01.+"23'4567'8*)9)%:3';<=;>'?*2'@A@B

$#$#B*&5/)h$"5./#$,&#%&,#09*)5#.%,
`K(=86$168,#;+*#0(4+;<0#'+1,4(1,(9/*(4*#0&4(=#7&(b&*1;&(@&#4+b0&
?3)-+'2://)4)*%-'0*2"#:-)"%'-"'-0$4*'%:4#*"2P%-+*2)2'*[*%-2A9

# (6f! +%33&E-+%33-&,r%-I)f-0+--S4"/%K0/%+,&%-$1.#-+"&4"3"5,+.3-&,4@3.$,"#&E-d@$-&$,33-+/@A%U
! &$./$,#5-F"4-s+@//%#$-5.3.D2s-4"A%3-SY.&T%/nY.#-699pUE-#"-d@35%-#"/-&0,/.3-./4&-,#,$,.332
! &$./-F"/4.$,"#-d2-Y""4/%-+/,$%/,"#-"#-&,#53%-+%33&E-%FF,+,%#+2-&%$-$0-(a

" A4$3A&+.&$&-*4C"$(#'&1$"$2B&*,&%$'*+$)(*E#&$&S"&S.#A-#E[%U

8::

V7W"9:?:&0'(+,



Roland DiehlMeV Mission Workshop, IHEP Beijing, 16-17 Sep 2025

à ejecta with excess velocities appear naturally within a spiral galaxy 

Simulations of (inhomogeneous) galactic evolution

3D SPH simulation: analyze velocities of 26Al-enriched matter from star formation activity
Wehmeyer + 2025
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Name Symbol Components/Calculation Usage
Location �!x [x:y:z]
Velocity �!v [vx:vy:vz]
Location of the Solar System (observer) �!x� [0:0:0] Section 3
Velocity of the Solar System (observer) �!v� [+251 Km/s:0:0] Section 3
Location of the galactic center ��!xGC [0:+8.5 Kpc:0] Section 3

Line-of-sight (LOS) velocity vLOS
(vx�251Km/s) x+ vy y+ vz zp

x2+y2+z2
Figs. 2, 3, 4

Rotational velocity component vrot
�vx (y�8.5Kpc)+ vy xp

x2+(y�8.5Kpc)2+z2
p

(v2
x+v2

y+v2
z

vrot/� > 0.9 determines if
Velocity dispersion �

m [�vx (y�8.5Kpc)+ vy x]p
x2+(y�8.5Kpc)2+z2

the particle is a disk particle

Table 1. Overview of the di↵erent locations and velocities used in the text and figures.

Fig. 2. The 26Al distribution in our simulated galaxy. The dots repre-
sent disk gas particles at present-day, color-coded to represent the mass
of 26Al (in log(gram) unit). The red circle at coordinates [0:0:0] de-
notes the location of the observer (Solar System) at R� = 8.5 kpc from
the galactic center. The black dashed lines indicate a viewing angle of
�40  �  �14, corresponding to the viewing angle highlighted by the
black dashed vertical lines in Figure 3. The contour plots represent the
LOS velocity to the observer. The outer (inner) black contour represents
the ±100km/s (±200km/s) threshold. The single particles in the external
regions with velocities higher than ±100km/s originate from an earlier
dwarf galaxy disruption event.

26Al sources would then lead to a much more uniform 26Al dis-
tribution in the galaxy.

3.2.
26

Al-longitude-LOS velocity diagram

Figure 3 shows the 26Al content and line-of-sight (LOS) veloc-
ity of the simulated disk gas particles. We define the LOS ve-
locity as the velocity of a simulated particle relative to the Solar
System following the rotation of the simulated galaxy (counter-
clockwise in the framework of Figure 2).

The simulated particles are compared to the data from the
SPI detector on the INTEGRAL spacecraft, which was designed
to detect the 1809 keV line from the decay of 26Al with an energy
resolution of 3 keV. We plotted the 26Al decay �-ray detection
data by the INTEGRAL/SPI spacecraft (Kretschmer et al. 2013)

as black error bars in Figure 3. Contrary to Kretschmer et al.
(2013), we plot the full distribution of detection angles (Karsten
Kretschmer, personal comm.) to highlight the small deviation
from the main detected trend between �40  �  �14, which
we discuss in more detail below. (NB: This choice results in two
neighboring detections not being statistically independent, be-
cause each detection overlaps the neighboring one by 75%.)

It can be seen that, generally, the particles in the simulation
that feature the highest 26Al mass (brightest colors) overlap with
the Kretschmer et al. (2013) observations in that they also ap-
pear to have the highest LOS velocities (except for the few bright
spots discussed below). Instead, the particles that feature lower
26Al mass do not overlap with the observations, as expected,
since the low 26Al abundances are more di�cult to detect and
generally show lower LOS velocities. The 26Al-rich particles in
the outer regions of the simulated galaxy do not strongly a↵ect
the diagram of Figure 3, as they are located in areas that do not
feature high relative velocity to the observer (see Figure 2). The
26Al-rich areas within the high-velocity contours are instead lo-
cated close-by.

We note that our cosmological initial conditions result in a
galaxy overall rotating faster than the Milky Way (Scannapieco
et al. 2012). Although molecular clouds are not well resolved
with the resolution of our simulation, the cold gas is rotating
faster than the CO observation (e.g., Sofue et al. 2009). We do
not see a significant correlation between gas temperature, rota-
tional velocity, and 26Al content, at any given radius. Our sim-
ulation self-consistently produces the formation of the Galactic
bulge. This greatly a↵ects the shape of the rotational velocity, re-
sulting in a fast increase of the rotational velocity from the center
to a few kpc outwards, before showing a flat rotation curve. The
shape of the observed 26Al-longitude-LOS velocity diagram is
strongly determined by the velocity and 26Al content of the ma-
terial near the bulge (Figure 2), which is self-consistently mod-
elled in our simulation.

Figure 3 also shows a few 26Al-rich spots at low LOS ve-
locities. The origin of these 26Al-rich spots can be identified by
correspondence to the transient 26Al-rich spots seen in Figure 2.
One of such 26Al-rich spots reproduces the observed distinct
deviation in the INTEGRAL/SPI detections at a viewing angle
�40  �  �14. In Figure 2 the corresponding 26Al-rich spot is
that closest to the observer in this viewing angle, at the edge of
the �200 km/s contour. This 26Al-rich spot, which matches the
observed deviation is located at the edge of the �200km/s con-
tour in Figure 2. Inside the contour there are particles that rotate
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Fig. 9.— Cartesian 3D distribution of the newly identified stellar population in Sco-Cen. There are 34 coeval and co-moving clusters
inside the Sco-Cen association. The color of the surfaces containing the different clusters encodes age, from dark blue (2 Myr) to dark
red (21 Myr). All the star-forming regions in the vicinity of Sco-Cen, namely, Ophiuchus, L134/L183, Pipe Nebula, Corona Australis,
Lupus, and Chamaeleon are part of Sco-Cen and are included in this figure. The central part of the association (UCL) is the oldest.
Several systematic age gradients can be seen. Figure from Ratzenböck et al. (2023) based on the methodology of Ratzenböck et al.
(2022). An interactive version of this figure is available here .

if confirmed, would be remarkable because they are near-
perfect circles of young stars centered on the Sun. One
challenge to the double-ring interpretation is how 20-Myr
and 40-Myr old rings with radii on the order of a few hun-
dred parsecs could remain immune to the differential rota-
tion of the Galaxy, which would naturally transform these
rings into ellipses. Also, the 40-Myr ring does not match
the age of the Local Bubble (about 14 Myr, see §4.1.1) by
at least a factor of two, so the Upper Centaurus Lupus and
Lupus Centaurus Crux populations (most likely responsible
for the formation of the Local Bubble; Breitschwerdt et al.
2016; Zucker et al. 2022b) could not have caused the for-
mation of the 40-Myr old ring. The fact that the larger of
the two concentric rings is the youngest also complicates
formation scenarios. Further exploration of the dynamics
of these rings, potentially with Gaia DR3 radial velocities,
should not only provide insight into the plausibility of these
formation scenarios, but should also settle the larger ques-
tion of whether these rings are true physical structures.

Ultimately, there is still much to gain from applying ad-
vanced machine learning tools to Gaia data and extracting
young stellar populations, but also much to learn about their
limitations and the artifacts these tools might create. Still,
particularly in the context of the next Gaia Data Releases,
constructing a high-spatial- resolution age map for the local
Milky Way, as in Figure 9, is within reach.

4.3. Stellar streams and cluster coronae as the link be-
tween embedded systems and the Galactic field

Traditionally, the identification of physically connected
stellar aggregates relied on locating spatial (2D) over-
densities in the galactic field population (Kapteyn 1914).
The Hipparcos catalog (Perryman et al. 1997) offered the
first possibility of kinematic profiling of stellar systems
with a profound impact on our knowledge of co-moving
groups of stars (Piskunov et al. 2006). The Gaia mission
elevated these prospects to a new level by enabling the iden-
tification of co-moving systems in velocity space, thereby
mitigating the principal challenge of separating genuine
members of an association or cluster from the often over-
whelmingly abundant unrelated field stars.

Using mainly kinematic data, Meingast et al. (2019)
were able to identify a massive new type of stellar aggre-
gate in the immediate vicinity of the Sun. The authors
discovered a co-moving population of stars that — despite
being located at a distance of 100 pc and having a total
mass greater than the Pleiades star cluster — eluded discov-
ery due to its sparseness in spatial density. Figure 10 dis-
plays the member selection of the system called Meingast-1
(sometimes referred to as the Pisces-Eridanus stream) by
Ratzenböck et al. (2020) and reveals its nature as a sev-
eral hundred parsec-long elongated streams of stars (Röser
and Schilbach 2020). Building on the original (kinematic)
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Fig. 9.— Cartesian 3D distribution of the newly identified stellar population in Sco-Cen. There are 34 coeval and co-moving clusters
inside the Sco-Cen association. The color of the surfaces containing the different clusters encodes age, from dark blue (2 Myr) to dark
red (21 Myr). All the star-forming regions in the vicinity of Sco-Cen, namely, Ophiuchus, L134/L183, Pipe Nebula, Corona Australis,
Lupus, and Chamaeleon are part of Sco-Cen and are included in this figure. The central part of the association (UCL) is the oldest.
Several systematic age gradients can be seen. Figure from Ratzenböck et al. (2023) based on the methodology of Ratzenböck et al.
(2022). An interactive version of this figure is available here .

if confirmed, would be remarkable because they are near-
perfect circles of young stars centered on the Sun. One
challenge to the double-ring interpretation is how 20-Myr
and 40-Myr old rings with radii on the order of a few hun-
dred parsecs could remain immune to the differential rota-
tion of the Galaxy, which would naturally transform these
rings into ellipses. Also, the 40-Myr ring does not match
the age of the Local Bubble (about 14 Myr, see §4.1.1) by
at least a factor of two, so the Upper Centaurus Lupus and
Lupus Centaurus Crux populations (most likely responsible
for the formation of the Local Bubble; Breitschwerdt et al.
2016; Zucker et al. 2022b) could not have caused the for-
mation of the 40-Myr old ring. The fact that the larger of
the two concentric rings is the youngest also complicates
formation scenarios. Further exploration of the dynamics
of these rings, potentially with Gaia DR3 radial velocities,
should not only provide insight into the plausibility of these
formation scenarios, but should also settle the larger ques-
tion of whether these rings are true physical structures.

Ultimately, there is still much to gain from applying ad-
vanced machine learning tools to Gaia data and extracting
young stellar populations, but also much to learn about their
limitations and the artifacts these tools might create. Still,
particularly in the context of the next Gaia Data Releases,
constructing a high-spatial- resolution age map for the local
Milky Way, as in Figure 9, is within reach.

4.3. Stellar streams and cluster coronae as the link be-
tween embedded systems and the Galactic field

Traditionally, the identification of physically connected
stellar aggregates relied on locating spatial (2D) over-
densities in the galactic field population (Kapteyn 1914).
The Hipparcos catalog (Perryman et al. 1997) offered the
first possibility of kinematic profiling of stellar systems
with a profound impact on our knowledge of co-moving
groups of stars (Piskunov et al. 2006). The Gaia mission
elevated these prospects to a new level by enabling the iden-
tification of co-moving systems in velocity space, thereby
mitigating the principal challenge of separating genuine
members of an association or cluster from the often over-
whelmingly abundant unrelated field stars.

Using mainly kinematic data, Meingast et al. (2019)
were able to identify a massive new type of stellar aggre-
gate in the immediate vicinity of the Sun. The authors
discovered a co-moving population of stars that — despite
being located at a distance of 100 pc and having a total
mass greater than the Pleiades star cluster — eluded discov-
ery due to its sparseness in spatial density. Figure 10 dis-
plays the member selection of the system called Meingast-1
(sometimes referred to as the Pisces-Eridanus stream) by
Ratzenböck et al. (2020) and reveals its nature as a sev-
eral hundred parsec-long elongated streams of stars (Röser
and Schilbach 2020). Building on the original (kinematic)
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Figure 9

Time dependence of emission and mechanical feedback from a simple stellar population (SSP). Top: Ionizing photon
production Q0 (red), the driver of H↵ emission, and bolometric luminosity Lbol (blue) (left) and power output by stellar
winds Pwind (green) and supernovae PSN(purple) (right) versus time. All curves are normalized in amplitude to their
values on the ZAMS (or shortly after the first SN for PSN) to emphasize the time behavior. Solid lines are calculated via
Starburst99 (SB99), while lighter lines use the BPASS models with and without binaries. Bottom: The range of timescales
over which 50% and 90% of the total emission occurs for each quantity with the time for the first SN explosions of
di↵erently massive stars marked, see also Table 6.

processes govern the internal state and evolution of these regions. Contrasting the inferred

evolutionary and physical timescales with the time-averaged rate of star formation per unit

gas, accessed via large-scale average measurements of ⌧dep, also reveals the e�ciency with

which the gas forms stars, with the e�ciency per free-fall time, ✏↵ , being of particular

theoretical interest.

4.1. Inferring star formation activity

At large, & kpc, scales observations average together many individual regions and as a

result a continuous star formation rate (SFR) can be a reasonable approximation. Exten-

sive work has established robust observational approaches to estimate SFR and ⌃SFR on

these scales (see Kennicutt & Evans 2012, Sánchez 2020). At cloud-scales, the idea of an

ensemble-average SFR breaks down as observations isolate individual regions in particular

evolutionary states. It becomes increasingly appropriate to describe recently formed stars

in terms of a single coeval population, often termed a simple stellar population (SSP). In

this case, star formation activity can be characterized via the mass of stars that has been

formed, M?, and the age of the stellar population, ⌧?, measured relative to the zero age

main sequence (ZAMS).

34 Schinnerer & Leroy
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Figure 1

Top: Visible separation of tracers of recent star formation (gold; VLT/MUSE H↵) and cold gas
(blue; ALMA CO(2-1)) at “cloud-scale” resolution, here in NGC 628 from Kreckel et al. (2018).
Bottom: Schematic view of the evolution of a molecular cloud from formation to star cluster. The
cloud begins as an over-density of cold, predominantly molecular gas. A subset of the gas achieves
high column and volume densities. Stars form from this dense material. Newly formed massive
stars rapidly impact their surrounding birth material via radiation and winds, reshaping or even
disrupting the cloud. Over time, the continued energy and momentum input from these young
massive stars disperses the gas cloud. As a result, many core-collapse supernovae explode in
relatively low density, pre-cleared surroundings. In the sketch, gas density increases from blue to
white, attenuation of stellar light decreases from red to yellow, light red colors indicate gas ionized
by massive stars, and the cyan object in the right panel represents a supernova.

4 Schinnerer & Leroy
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NUCLEAR ASTROPHYSICS

60Fe and 244Pu deposited on Earth constrain the
r-process yields of recent nearby supernovae
A. Wallner1,2*, M. B. Froehlich1, M. A. C. Hotchkis3, N. Kinoshita4, M. Paul5, M. Martschini1†,
S. Pavetich1, S. G. Tims1, N. Kivel6, D. Schumann6, M. Honda7‡, H. Matsuzaki8, T. Yamagata8

Half of the chemical elements heavier than iron are produced by the rapid neutron capture process
(r-process). The sites and yields of this process are disputed, with candidates including some types of
supernovae (SNe) and mergers of neutron stars. We search for two isotopic signatures in a sample
of Pacific Ocean crust—iron-60 (60Fe) (half-life, 2.6 million years), which is predominantly produced in
massive stars and ejected in supernova explosions, and plutonium-244 (244Pu) (half-life, 80.6 million
years), which is produced solely in r-process events. We detect two distinct influxes of 60Fe to Earth in
the last 10 million years and accompanying lower quantities of 244Pu. The 244Pu/60Fe influx ratios are
similar for both events. The 244Pu influx is lower than expected if SNe dominate r-process
nucleosynthesis, which implies some contribution from other sources.

A
ll naturally occurring nuclides heavier
than iron are produced in stellar envi-
ronments, almost exclusively by nuclear
processes involving the successive cap-
tures of neutrons to build up heavier

masses. About half of these nuclides are syn-
thesized slowly as a by-product of steady
stellar fusion. The other half, including all
actinide elements, require a very short but
intense flux of neutrons, resulting in a rapid
neutron capture process (r-process). The sites
and yields of the r-process remain a topic of
debate (1–6). It is expected to occur in ex-
plosive stellar environments such as certain
types of supernovae (SNe) or neutron-star
mergers (NSMs), the latter of which has been
supported by observations of the gravitational-
wave event GW170817 (7). The abundance pat-
terns of r-process nuclides can be used to
constrain the production site. Radioactive
isotopes (radionuclides) provide additional
time information resulting from their decay
over time following their synthesis. Such radio-
nuclides should be scattered through the inter-
stellar medium (ISM) and could be deposited
on Earth.
The Solar System (SS) is located inside a

large ISM structure [the Local Superbubble

(LB)] that was shaped by supernova (SN)
explosions during the last ~12 million years
(Myr) (8). Earth has therefore been exposed
to both ejecta from the SNe and swept-up
interstellar material that traversed the SS
during this time period (9, 10). Dust particles
from the ISM pass through the SS (11) and

contain nucleosynthetic products of stellar
events (e.g., stellar winds and SNe) (10, 12, 13).
Earth’s initial abundance of the 60Fe radio-
nuclide [half-life (t1/2) = 2.6 Myr (14, 15)] has
decayed to extinction over the 4.6 billion years
(Gyr) since the SS’s formation. 60Fe, however,
is produced in massive stars and ejected in SN
explosions. Evidence for the deposition of ex-
traterrestrial 60Fe on Earth has been found in
deep-sea geological archives dated to between
1.7 and 3.2 million years ago (Ma) (16–20), at
recent times (21, 22), and possibly also around
7 Ma (19). 60Fe has also been detected in lunar
samples (23), in astronomical observations
of gamma rays associated with its radioactive
decay (24), and in galactic cosmic rays (25).
SN activity in the last ~2 Myr is suggested by
an excess in the local cosmic-ray spectrum
(26). Other radionuclides are also produced
and ejected in such explosions (9, 27–30). If
substantial r-process nuclei are produced in
SNe this would also have enriched the local
ISM with actinides, such as 244Pu. With a half-
life of 80.6 Myr, 244Pu is much longer lived
than 60Fe, so it can be contributed by older
r-process events, not limited to those that
formed the LB. Either as part of the SN direct
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Fig. 1. Influx of interstellar 60Fe and 244Pu.
(A) 60Fe incorporation rates for Crust-3. The data
(red points) have been decay corrected, and each
layer is equivalent to 400 thousand years. The
absolute ages have an uncertainty of ~0.3 to
0.5 Myr (27). (B) 244Pu incorporation rates for the
three layers after subtraction of the anthropogenic
244Pu fraction (27). (C) 244PuISM/

60Fe number
ratio in the crust sample with layers 1 and 2
combined (horizontal solid lines with shaded error
bars). All error bars show 1s Poisson statistics.

Fig. 2. Measured Pu isotope ratios and compari-
son with global fallout values. (A and B)
Variations of the measured 240Pu/239Pu ratio (A)
and the 244Pu/239Pu ratio (B) across the three
layers (solid red lines). The dashed red lines and
gray shading indicate 1s uncertainties. The blue
shaded area and solid line represent the expected
ratios for Pu from nuclear weapons fallout (27).
240Pu/239Pu remains constant across the three
layers, whereas 244Pu/239Pu is enhanced in the
deeper (older) layers. We attribute the excess
above anthropogenic (anthr) levels to extra-
terrestrial 244Pu. Equivalent data for 241Pu/239Pu
are shown in fig. S4.
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Zucker, Alves, Goodman, Meingast, Galli The Solar Neighborhood in the Age of Gaia

Taurus

Cepheus

Orion A

Perseus

Chamaeleon/
Musca

Lupus

Ophiuchus/Pipe
Corona 

Australis

Orion B

Orion !

Perseus

Orion A

Fig. 3.— A top-down view of the solar neighborhood within 400 pc of the Sun. Background grayscale shows the integrated dust
distribution from Leike et al. (2020). Blue “skeletons” show the dense spines of nearby molecular clouds, labeled by name (Zucker et al.
2021). In the zoom-ins, we show detailed views of the cloud topology for the Taurus, Perseus, and Orion A molecular clouds, with
stellar catalogs obtained from both Gaia and VLBI overlaid on the 3D dust distribution, as stated in the legends. 3D interactive versions
of the zoom-in panels are available here for Taurus, here for Perseus, and here for Orion A.

forming regions, and compact radio emission caused by the
gyration of electrons near magnetically active, lower-mass
young stars.

The BeSSeL survey has determined accurate distances
to around 200 high-mass star-forming regions to date, in-
cluding about thirty in the nearest 2 kpc, with typical un-
certainties < 10%. The nearest major star-forming region
with a BeSSeL measurement is associated with the Orion
Nebula Cluster. Similarly, the first release of the VERA as-
trometry catalog has constrained the distances to 99 masers
with similar uncertainties, approximately half of which lie

within 2 kpc. To complement both BeSSeL and VERA,
the GOBELINS survey has targeted low-mass star-forming
regions throughout the Taurus (Galli et al. 2018), Orion
(Kounkel et al. 2017), Perseus (Ortiz-León et al. 2018), Ser-
pens (Ortiz-León et al. 2017b), and Ophiuchus molecular
clouds (Ortiz-León et al. 2017a), with distance uncertain-
ties to individual clumps on the order of ⇡ 1� 2 pc. GOB-
ELINS and BeSSeL data for the Taurus, Perseus, and Orion
regions (Galli et al. 2018; Kounkel et al. 2018; Ortiz-León
et al. 2018; Reid et al. 2019) are shown alongside the Gaia-
visible YSOs in the Figure 3 zoom-in panels and overlaid
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adopted initial mass function, previous studies agree that UCL and 
LCC have produced 14ñ 20 supernovae over their lifetimes6,7,21. However, 
previous work6,7 also claims that UCL and LCC formed outside the 
present­ day boundary of the Local Bubble, only entering its interior 
in the past few megayears, inconsistent with an argument that they are 
the progenitor population. By adopting new Gaia EDR3 estimates of 
the clustersí  3D velocities, better orbit integration and a more accurate 
value for the Suní s peculiar motion, we find that UCL and LCC indeed 
coincide with the centre of the bubble at its birth, lying just interior to 
its inner surface in the present day, thereby resolving this discrepancy. 
We explain the inconsistency between the stellar tracebacks for UCL 
and LCC proposed in this work and those from previous work in more 
detail in the Methods6,7.

Under the assumption that each star­ forming molecular cloud 
formed because of the shellí s expansionó powered by UCL and LCC 
near its centreó we fit for the temporal and radial evolution of the 
Local Bubble by building on recent analytic frameworks22. As described 
in the Methods, our idealized, spherical shell expansion model fits for 
the age of the Local Bubble, the duration between supernova explo­
sions powering its expansion, and the ambient density of the interstel­
lar medium before the first explosion. We find that an age of 

Myr, a time between supernova explosions of Myr and 
an ambient density of .7 cm−3 provides the best­ fit to the dynam­
ical tracebacks. This best­ fit model for the Local Bubbleí s expansion 
is also shown in Fig. 2 (static version) and Supplementary Fig. 2 (inter­
active version).

Taurus ‘Young’,
ρ Ophiuchus ‘Young’,
Chamaeleon and 
Lupus born

NOW

–16 Myr

–15 Myr

–14 Myr

–10 Myr

–6 Myr

–2 Myr

START

UCL born

LCC
born

SNe in
UCL/LCC

make bubble

Taurus ‘Old’ and
Corona Australis
born

Upper Scorpius and
ρ Ophiuchus ‘Old’

born

Fig. 2 | The evolution of the Local Bubble and sequential star formation at 
the surface of its expanding shell. Selected time snapshots (seen from a 
top­ down projection) are shown here. For a full time­ sequence, viewable from 
any angle (not just top­ down), see the online 3D interactive version 
in Supplementary Fig. 2. The central figure shows the present day. Stellar 
cluster tracebacks are shown with the coloured paths. Before the cluster birth, 
the tracebacks are shown as unfilled circles meant to guide the eye, since our 
modelling is insensitive to the dynamics of the gas before its conversion into 

stars. After the cluster birth, the tracebacks are shown with filled circles and 
terminate in a large dot, which marks the clusterí s current position. For time 
snapshots ≤14 Myr ago, we overlay a model for the evolution of the Local Bubble 
(purple sphere), as derived in the Methods. The position of the local standard 
of rest (LSR) corresponds to the centre of each panel. A more detailed overview 
of this evolutionary sequence, including the birth positions of all clusters, is 
provided in Extended Data Table 2. The solar orbit is shown in yellow and 
indicates that the Sun entered the Local Bubble approximately 5 Myr ago.
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Figure 1. Convective (green shaded areas) and chemical (color codes reported in the color bar) internal
history of selected models from the main sequence phase up to the an advanced stage of TP-SAGB phase
(upper and middle left panels) or up to the the onset of the iron core collapse prior to the core collapse
supernova explosion (middle right and lower panels). The dashed line in the upper and middle left panels
marks the onset of the thermally pulsing phase. In the x-axis is reported the logarithm of the time till the
end of the evolution (tfin � t) in units of yr.

breathing pulses is still highly uncertain, they have been suppressed as already mentioned in section
2.
During core He burning, models with mass lower than 9.20 M� perform an extended blue loop in

the HR diagram (Figure 2) that is accompanied by a temporary recession and disappearance of the
convective envelope when the stars cross the blue side of the HR diagram (Figure 1). The H shell
during core He burning is active and advances in mass increasing progressively the size of the He core.
At core He depletion all the models are red giants and their He core mass is increased by ⇠ 50%,
with respect to the one at core H depletion (Figure 3). The CO core at core He depletion increases
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Figure 3. The nuclear level and decay scheme of 26Al (simplified). γ rays are listed as they arise from decay of 26Al, including annihilation of the positrons from β C -decay.

Figure 4. The Na-Mg-Al cycle encompasses production and destruction reactions, and
describes 26Al in stellar environments.

Recently, four direct measurements of 23Na(α, p)26Mg have
been performed (Almaraz-Calderon et al. 2014; Howard et al.
2015; Tomlinson et al. 2015; Avila et al. 2016). The reaction rate
in the key temperature region, around 1.4 GK, was found to be
consistent within 30% with that predicted by the statistical model
(Rauscher & Thielemann 2000, NON-SMOKER). This level of
precision in the 23Na(α, p)26Mg reaction rate should allow useful
comparisons between observed and simulated astrophysical 26Al
production.

The determination of the 26Alt(n, p)26Mg reaction rate actu-
ally requires the independent measurements of two reactions:

Figure 5. Integrated reaction flow for the hydrostatic C/Ne shell burning calculated
with theNUCNET nuclear network code. The thickness of the arrows correspond to the
intensities of the flows; red and black arrows show β interactions and nuclear reac-
tions, respectively. Here 26Al is at its thermal equilibrium. Only a fraction of the flows
of Na, Mg, Al and Si are displayed. The neutron source reactions, such as 12CC 12C and
22Ne(α, n), are not shown.

26Alg(n, p)26Mg and 26Alm(n, p)26Mg. Two direct measurements of
26Alg(n, p)26Mg have been published up to now, using 26Alg targets
(Trautvetter et al. 1986; Koehler et al. 1997). Their results differ
by a factor of 2, calling for more experimental work. The prelim-
inary result of a new measurement of 26Al(n, p)26Mg performed
by the n_TOF collaboration is a promising advance (Tagliente
et al. 2019). Production of a 26Alm target is not feasible due to the
short lifetime of 26Alm. So, indirect measurement methods appear
promising, such as the Trojan Horse Method (Tribble et al. 2014).

On top of the main reactions discussed above, the 12CC 12C
fusion reaction drives C/Ne burning and therefore the produc-
tion of 26Al there. Herein, 12C(12C,α)20Ne and 12C(12C,p)23Ne are
two major reaction channels. Measurements of these have been
performed at energies above Ec.m. D 2.1 MeV, and three different
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different parts of the massive star. While both are produced in the
inner layers of the star, which are only ejected during the supernova
explosion, 26Al is also produced in H-burning in the outer layers of the
star. H-burning material can be ejected earlier due to stellar winds,
which adds to the 26Al yield. For these reasons, the 60Fe/26Al ratio is a
powerful tool for understanding the evolution and explosion of mas-
sive stars: if both isotopes are produced by the same source(s), then
the source distance, location, and number cancel out, giving direct
access to the stellar yield ratio right after the supernova explosion10.
The same arguments could be applied to other ratios of supernova
products, however, what makes the 60Fe/26Al ratio unique is the fact
that it involves isotopes and not elements. Ratios of elements would
have contributions frommultiple stellar processes, while the 60Fe/26Al
ratio provides a direct connection to the evolution of themassive star,
stellar winds, and supernova explosion mechanisms. In fact, because
the contributions of the two isotopes come from different parts of the
star, a robust model that canmatch the 60Fe/26Al ratio indicates a good
description of the stellar environment across a wide range of stellar
material, which would be a significant accomplishment for the field.

The importance of the 60Fe/26Al ratio has been discussed exten-
sively in the literature. For example, parameters such as stellar rotation
and explodability (the ability of the star to undergo explosion) have
been shown to impact the final 60Fe/26Al ratio values10,29. In these stu-
dies, a common theme appears in the discussion of model uncertain-
ties, namely the uncertain nuclear reaction networks that produce/
destroy the two relevant isotopes10,22,24,30,31. The nuclear reaction
uncertainties related to the synthesis of 26Al are less extensive andwere
discussed in detail by Diehl et al.10.

The nuclear reactionnetwork that produces 60Fe is relatively small
(Fig. 1(a) inset). It consists of a series of neutron-capture reactions
starting at the stable isotope 58Fe, which compete with either β decays
or (p,n) reactions, depending on the astrophysical conditions31. In
addition, the 22Ne(α,n)25Mg reaction is the dominant source of neu-
trons in massive stars32. Most reactions are well constrained as dis-
cussed in the recent review by Diehl et al.10. The most impactful and
simultaneously most uncertain reaction in this network is the
59Fe(n,γ)60Fe reaction. This reaction is the dominant 60Fe production
mechanism, and the 60Fe yield was shown to scale linearly with the
reaction cross section30. It is challenging to measure this neutron-

capture directly in the lab due to the short half-life of the target
nucleus 59Fe (44 days)33. Therefore, indirect techniques have beenused
in the past to provide experimental constraints34,35. Each of the pre-
viously used techniques has its own limitations and uncertainties,
however, they both have a common blind spot, namely the low-energy
behavior of the γ-ray strength function (gSF).

The gSF represents the reduced probability of the nucleus to emit
a γ ray of certain energy and multipolarity36. It is one of the most
essential quantities used in calculating neutron-capture reaction cross-
sections of heavy nuclei37. The gSF has been studied formany decades,
both experimentally and theoretically, mostly for stable isotopes.
During the last decade, measurements of the gSF at low energies
revealed a new phenomenon38, the so-called “low-energy enhance-
ment” or “upbend”. The low-energy enhancement was shown to have a
dipole character39, but it is still unclear whether it is of electric (E1) or
magnetic (M1) nature40,41. Theoretical and experimental investigations
show a dependence of the low-energy enhancement on the underlying
nuclear structure41,42, becoming more significant near closed nuclear
shells and gradually being reduced in more deformed nuclei. The
impact of the low-energy enhancement on neutron-capture reactions
was also investigated43, however its effects vary strongly from reaction
to reaction.

Here we present an experimental investigation of the gSF in 60Fe
and its impact on the 59Fe(n,γ)60Fe reaction cross-section. With our
measurement we show that the reaction cross section is significantly
higher than previously thought, which leads to the conclusion of an
enhanced 60Fe production in massive stars. Our result shows that the
discrepancy between models and observations in the 60Fe/26Al ratio
persists despite the stronger nuclear physics constraints.

Results
We performed an experiment to investigate the gSF in 60Fe, especially
at lowenergies using theβ-Oslomethod44,45 (seeMethods section). The
resulting gSF is shown in Fig. 1b (red squares) together with the
extrapolation of the previous 60Fe study34 (solid black line) and two
measurements of the 56Fe isotope for comparison38,39. It can be seen
that similar to 56Fe, our results show the presence of a significant low-
energy enhancement. This, in turn, results in a significant increase of
the 59Fe(n,γ)60Fe reaction Maxwellian Averaged Cross Section (MACS)
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Fig. 1 | Experimental results. aMaxwellian Averaged Cross Section (MACS) of the
59Fe(n,γ)60Fe reaction as a function of neutron energy. The hatched and light-
green bands represent previous results from Uberseder et al.34 and Yan et al.35.
The default MACS used in astrophysical calculations from the non-smoker
reaction code is shown as a dashed blue line. The results of the present work are
represented by the purple band. For comparison purposes, the lower limit of our

results without including the low-energy enhancement in the gSF is shown as
a solid purple line. a inset: reaction network for the production/destruction of
60Fe in a massive star. b γ-ray strength function showing the presence of a low-
energy enhancement in 60Fe, compared to 56Fe from previous works38,39. The
vertical lines crossing each data point represent the uncertainties of the
measurements.
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of 59Co, e.g., 1099 keV (3= 2−) and 1292 keV (3 = 2−), with
allowed transitions. The measurement of the β decay of 59Fe
provides the B(GT) strengths from the ground state of 59Fe
to the two excited states. However, other transitions from the
excited states of 59Fe to the excited states of 59Co are not
accessible for the charge exchange reaction. We choose to
use empirical logf t D 5: 9 based on β-decay statistics with a
selection-rule [22] for other allowed transitions to 59Co excited
states, which are also listed in Table I. The same procedure
was also employed in FFN weak interaction rates [6] while
the results of Ref. [22] are based on a more recent nuclear
database. It is worthwhile to mention that the B(GT) values
listed in Tabel II agree with the empirical logf t D 5: 9 ß 1: 0
(1σ ) [4: 87 × 10−4 < B(GT) < 4: 87 × 10−2] except for the
weak transition 1023 keV → g: s : (9.1 for GXPF1a and 7.9
for GXPF1j) and strong transition 571 keV → 1292 keV (4.6
for GXPF1a and GXPF1j). However, these two transitions
are a minor contribution in 59Fe due to the weakly thermal
population (1023 keV → g: s: ) and small decay phase space
(571 keV → 1292 keV).

B. 59Fe β-decay rate at stellar temperature

The partial half-life of the ith state of 59Fe to 59Co can be
obtained with

1
ti

D
∑

j

10−(logf tij −logf ) ;

1
f tij

D K

λ2
B(GT)ij :

Here, K D 6146 s, λ2 D (1: 2599)2 [21], and f is the phase
space integral. The half-life of 59Fe in the stellar environment
is given by Eq. (2).

The rates obtained from the experimental and empirical
B(GT) values in Table I and shell-model B(GT) values in
Table II are shown in Fig. 3(a). The density of hydrostatic and
explosive burning relevant to 60Fe nucleosynthesis is below
105 g= cm3, at which the rate is insensitive to the density. At
low temperature (T < 0: 5 GK) the g.s. β decay dominates
the rate. Therefore, for He-shell burning, there is no difference
between these sets of rates. With raising temperature, the decay
rate increases rapidly. At T D 1: 2 GK, which is a typical
C-shell burning temperature, our stellar rate is about two
orders of magnitude higher than the ground state decay rate
(1: 80 × 10−7 s−1). The rates based on shell model calculation
with variants of the GXPF1 interaction are closer to the
one derived from experimental data than FFN and LMP
rates, which show one order of magnitude difference. This
indicates the capability of GXPF1a and GXPF1j interactions
in describing GT strengths of A ∼ 60 nuclei.

C. Uncertainties for the 59Fe β-decay rate

The uncertainty of our 59Fe decay rate comes from several
aspects: experimental uncertainties of B(GT) strengths ob-
tained from charge exchange reaction, empirical logf t values
for the unmeasured transitions, cutoff in excited states, and the
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FIG. 3. (a) The stellar β-decay rate of 59Fe as a function of
temperature. The shaded area represents the uncertainty incurred
by the experimental B(GT) values. FFN and LMP rates are plotted
with dotted and dashed lines, respectively. Shell model calculations
based on GXPF1a and GXPF1j interactions are also plotted with
solid and dash-dotted lines. (b) The β-decay rates contributed by
various transitions of 59Fe → 59Co as a function of temperature. The
red line represents the dominant transition 59Fe (472 keV) → 59Co
(g.s.), while the shaded area represents the uncertainty due to the
experimental B(GT) error. The ground state decay and other allowed
transitions are presented with dashed and solid lines, respectively.

dubious states. In this section, we discuss their contributions
to the uncertainty of the 59Fe β-decay rate.

The stellar decay rate of 59Fe is dominated by the transitions
from the 59Fe ground state decay and by the allowed transitions
from 59Fe excited states to the 59Co ground state [e.g.,
59Fe(472 keV) → 59Co(g.s.)] in the range T < 2 GK. The
contributions from different transitions to the 59Fe β-decay
rate are illustrated in Fig. 3(b) as a function of temperature.
One can see that the transition 59Fe(472 keV) → 59Co(g.s.)
dominates the total decay rate in the region 0: 5 < T < 2: 0
GK. Other allowed transitions contribute less than 10%.

To emphasize the importance of the 59Fe(472 keV) →
59Co(g.s.) transition, we also calculated the decay rate which
only takes this transition and ground state decay into account
by setting the logf t of all other transitions to be infinity. The
deviation is less than 4% at T < 2: 0 GK. It indicates that this
transition plays an important role in the stellar β decay. The
large error bar associated with the transition strength results in
about 40% uncertainty in the decay rate at the typical C-shell
burning temperature T D 1: 2 GK.

The uncertainty incurred by the usage of empirical logf t for
the unmeasured transitions has been investigated by varying
the logf t values within a range obtained from observation.
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FIG. 8: (Color online) The Maxwellian averaged cross section for 60Fe(n,�). The present measurement of the cross section
at kT = 25.3meV (red triangle) and an 0.00115/

p
E extrapolation to the astrophysical energy regime are indicated by the

solid red triangle and the dashed red line, respectively. This extrapolation can be used to estimate the DC of the MACS at
kT = 25 keV (black dot) [11]. The astrophysical energy regime from kT = 10 keV - 100 keV (grey box) is clearly dominated
by the resonant capture contribution. Below about 1 keV, the MACS based on the most recent version of the TENDL library
(TENDL-2014 [24], blue line) are a factor of 3 above the current measurement. This indicates that the DC componenent is
clearly overestimated in the library.

reactor at Johannes Gutenberg-Universität Mainz, Ger-
many. The neutron capture cross section of 60Fe at ther-
mal energies and an experimental upper limit for the res-
onance integral could be determined for the first time:

�th(
60Fe) = 0.226 (+0.044

�0.049) b

and

�RI < 0.50 b.

Figure 8 shows a comparison of our data with evaluated
cross sections (TENDL-2014 [24]) and the so far only ex-
perimental value of 5.7±1.4 mb at kT = 25 keV [11, 25].
Under the assumption that the MACS in the meV-regime
is dominated by an s-wave direct capture component, an
extrapolation towards higher energies via 1/

p
E is possi-

ble. Together with the measurement of the total capture
cross section at kT= 25 keV, it is then possible to dis-
entangle the direct and the resonant contribution in the

astrophysically interesting energy regime. It turns out
that the direct capture component is almost negligible,
ranging from less than 10% to less than 1% between
10 keV and 100 keV. The comparison of the experimen-
tal data with the latest release of TENDL indicates that
the resonant component is well described, but the direct
capture component is overestimated.
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Figure 40. Same as Figure 39 based on stellar yield models by
Limongi & Chie� (2018) for non-rotating stellar models (green)
and models including stellar rotation 0 Æ vrot Æ 300 km s≠1 (blue).
(From Pleintinger, 2020)

throughout a star, and therefore also a�ects the nucle-
osynthesis feedback in massive star groups. Its temporal
scope is generally shifted to an earlier onset of wind
phases from rotating stars. Additionally, stellar evolu-
tion is overall prolonged which delays and extends later
evolutionary phases and the respective nucleosynthesis
feedback implications. Di�erent modeling approaches
for rotating massive stars show a consistent enhance-
ment of light elements from C to Al (Choplin & Hirschi,
2020) and increased s-process contributions (Prantzos
et al., 2019; Banerjee et al., 2019). However, in the mass
range of AGB stars, which is particularly relevant for
26Al , this e�ect of rotation appears to be negligible
(den Hartogh et al., 2019). Since the outer H and He
layers of massive stars are mostly convective, irrespec-
tive of rotation, the overall 26Al yield of a stellar group
is not strongly a�ected by this parameter compared to
initial mixing, for example (Bouret et al., 2021). How-
ever, the implications of stellar rotation for 60Fe in the
deeper layers are more striking. Due to an increase of
neutron sources as result of an enlarged C-burning shell,
60Fe ejection in stellar groups can be enhanced by a fac-
tor of 10 because of the contribution from fast-spinning
stars. This emphasizes the 60Fe/26Al ratio as important
tracer of the connection between stellar rotation and
nucleosynthesis feedback. To illustrate the relevance of
this ongoing research, a population synthesis example
including the e�ects of stellar rotation is shown in Figure
40. The model refers to a 104 M§ massive-star group
and is based on evolutionary tracks by Limongi & Chi-
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Figure 41. Simulations of 60Fe/26Al within a giant molecular
cloud (Ku�meier et al., 2016). Shown is a histogram of ratio values
inferred for stars forming at di�erent times and locations in a giant
molecular cloud. (From Ku�meier et al., 2016, by permission).

e� (2018). Particularly within the large uncertainties
in the 60Fe reaction networks, these are generally con-
sistent with other recent models (e.g. Prantzos et al.,
2019; Banerjee et al., 2019; Choplin & Hirschi, 2020)
Rotational velocities 0 Æ vrot Æ 300 km s≠1 are included
following the observed distributions from O- and B-type
stars (Glebocki & Gnacinski, 2005), and assigned accord-
ing to the respective individual spectral classifications
in the stellar-evolution library that underlies the pop-
ulation synthesis. The e�ects from stellar rotation are
clearly visible in the time evolution of the 60Fe/26Al ratio
within the group: While the dominance of the ratio by
26Al lasts for ≥ 18 Myr with only non-rotating stars, this
phase is shortened to only ≥ 10 Myr if rotation is taken
into account. We note, however, that stellar rotation and
its impacts can be implemented in models in di�erent
ways, none of which can be shown to be realistic.

When zooming into more specific regions of the
Galaxy, and considering more or less incomplete mix-
ing, the 60Fe/26Al is predicted to be more variable than
its steady-state value. As already pointed out in Sec-
tion 2.3.2, models for the varieties and evolution of the
60Fe/26Al ratio have been calculated within the gen-
eral galactic interstellar medium (Fujimoto et al., 2018,
2020b) and in giant molecular clouds (Vasileiadis et al.,
2013; Ku�meier et al., 2016). The main result is that a
range of 60Fe/26Al ratios may occur, and the concept of
a galactic average may be misleading. This is relevant to
specific locations in the Galaxy, such as, for example, the
time and place of the formation of the Sun, as discussed
at the end of the next Section 4.3.

4.3 Interpreting observational constraints

4.3.1 The star-forming interstellar medium

60Fe from the interstellar medium had been clearly iden-
tified in terrestrial archives (see Section 3.4). In contrast,
measurements of 26Al in the same deep-sea sediments
did not reveal any significant interstellar medium influx,
owing to a dominant cosmogenic terrestrial production
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Fig. 12: Compilation of observational maps (top: COMPTEL; middle: SPI) compared to our best-
fitting PSYCO simulation, adopted to match the instrument resolution of 3�. The minimum inten-
sity in the maps is set to 5 ⇥ 10�5 ph s�1 cm�2 sr�1 to mimic potentially observable structures.
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Figure 4: Cutaway view of the COSI instrument. Each germanium detector is 8 ⇥ 8 ⇥ 1.5 cm3. The BGO
shield box is 42 ⇥ 46 ⇥ 20 cm3.

enormous improvements. The simple removal of atmospheric attenuation improves sensitivity
by 3-4 times, depending on energy, and being above the atmosphere reduces background. Even
compared to much larger current and previous satellite missions, COSI will provide an order of
magnitude improvement in narrow line sensitivity (see Figure 2).

4. COSI Requirements

Table 1 shows a sample of the requirements for COSI to achieve the science goals outlined
above. A key requirement for COSI is having excellent spectral resolution for making images of line
emission over the entire Galaxy. The spectral resolution is important for being able to make images
in narrow energy bands around the lines of interest to minimize background. In addition, spectral
resolution is used to measure line profiles in order to study the width of the 0.511 MeV line as well
as the 44Ti line, which provides information about SN explosions. The required sensitivities and
angular resolution allow for COSI to distinguish between di�erent physically-motivated Galactic
bulge 0.511 MeV emission models. Also, these requirements provide the first images of Galactic
60Fe, a sensitive search for young 44Ti-emitting SN remnants, and the ability to isolate 26Al emission
from individual massive star clusters. While the large FOV requirement allows for the full Galaxy
to be covered, the main driver for covering >25% of the sky is to detect enough GRBs to achieve
COSI’s polarization and short GRB localization goals.

5. Data Challenge Project

To improve the user-friendliness of the COSI analysis software and to prepare the high-energy
community for analyzing COSI data, the COSI group is carrying out a Data Challenge project.
For this project, the COSI team will publicly release a set of astrophysical source simulations, the
full COSI imaging response, and documentation of our python-based analysis software (COSIpy).
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