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一、Background & Challenges（Why）

 High cost and complexity of advanced process nodes

• Expensive tape-out iterations for advanced nodes

• Requires first-pass success, and  the verification is 

     also highly challenging.

 Limitations of traditional ASICs

• Fixed functionality, weak configurability

• Difficult to integrate on-chip algorithms

Reconf igurable  In te l l igent  SoC for  H igh Energy  Physics
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二、New Design Paradigm (How)

 Introducing RISC-V based SoC architecture for hardware-software co-design

• Programmability: Adapts to multiple applications via software configuration

• Modularity & IP Reuse: Enhances design collaboration and efficiency

• Can be integrated into the chip

Intelligent SoC is the future trend for ASIC development.



TriglaV

Ribex SoC

RISC-V in  H igh Energy  Physics

To address future HEP experiment needs, CERN's RISC-V application focuses on two core directions:

 Building highly reliable monitoring and control systems

 Developing intelligent on-chip data processing

FT AI-chips
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Schematic LATRICSchematic FPMROC

• Supports RV32IM instruction set

• Employs a three-stage pipeline (Fetch, Decode, Execute).

• Capable of running C programs

• Supports JTAG for online program updates via OpenOCD.

• Supports interrupts、FreeRTOS

• Easily portable to any FPGA platform.

At the initial research stage, we selected the beginner-friendly Tiny-Riscv soft core, implementing a dynamically 
configurable DAC module and other algorithms on OTK.

Schematic Tiny-RiscV

RISC-V Appl ied  to  LATRIC
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 Core (Tiny RiscV)

• RV32IM Core

• 3 stage pipeline

• CoreMark/MHz = 2.4

 JTAG Interface

• OpenOCD support

• GDB debugging support

 Peripherals

• 4 KB ROM, 32 KB RAM

• Supports multiple serial 

communication protocols, 

such as I2C, UART, and SPI

• Integrated sensor data 

processing and UDP 

forwarding

• 55 nm process technology

• Frequency 50 MHz

• Size 1020 x 1196 um

• Design verification completed in October; submitted for tape-out.

• Testing is scheduled to begin after the chips return, expected in January 2026

Tiny-RiscV Archi tecture  D iagram
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Input FIFO

output FIFO

I2C Bus

Simulation result

 Selected a mature I2C host from Opencores (https://opencores.org).

 Wrapped the host with an interface layer and mounted it on the bus.

Adding I2C Master  Module



9

I 2C Module  FPGA Ver i f ica t ion

Used the onboard AT24C64 EEPROM memory chip for functional validation.

ILA(Integrated Logic Analyzer) results

UART output results

C Program
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W25Q64 UART output results

ILA(Integrated Logic Analyzer) results

Opt imiz ing  & Test ing  SPI  Master  Module

 Replaced the original SPI module with a more mature SPI Master, and added an interface wrapper

 Successfully verified module functionality on FPGA using the W25Q64 SPI Flash memory chip
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Receives serial input data, processes it, and transmits it to the host PC via UDP protocol

ADC Serial Input Data

Parallel Data

ADC Received Data

FIFO Output Data
C Program Input Data
C Program Feedback Data

Operating Mode Switch

System State Switch

On-board Validation Data reading

C program feedback data

C program input data

UDP input data
GMII enable signal
GMII data

Adding ADC-Ethernet  Module
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Opt imiz ing  Boot  Method

Tiny-RiscV (original using Block RAM as 32KB ROM)

 Boot only via JTAG, Lacks self-start capability, poor reliability and convenience.

 Large ROM area overhead

New Solution: Use SPI-based SD Card as external storage

 ROM contains bootloader (reduced from 32KB to 4KB)

 On power-up, the bootloader loads the program from the SD card

 RAM 8192x32 
569.26*307.045 um

ROM 512x32  
75.845*300.46

Output from SD card test



 Current RAM size: 16KB (14KB available for programs, top 2KB reserved for bootloader variables).
 Added UART output for debugging.

Linker Script Startup Assembly File Boot program

BOOT Loader  Des ign
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1、Fetch Module: Controlled by 
internal signals rst_n, flush_i, stall. No 
direct inputs from external debug 
modules.

2、JTAG Module Input: In jtag_dm (Debug Module), based on RISC-V Debug 
Spec. Modified behavior when writing to dpc (Debug Program Counter) CSR.

When JTAG attempts to 
write to DPC, the current 
hardware's response is not 
to update the CPU's PC, 
but rather to assert a reset 
request signal

3、Reused existing flush mechanism 
(which flushes pipeline and restarts fetch 
from new address). JTAG module 
"borrows" this mechanism to update PC.

Post-modification: Normal startup via GDB is successful

Hardware  Code Modi f ica t ions  for  Boot loader



15

C programs compiled using lds linker script and start_s script, configured for the bootloader.

Debug output messages from successful ROM + SD Card boot shown

Method 1：
ROM + SD Card

Method 2：
GDB Debug Startup

C Program Modi f ica t ions  & FPGA Val idat ion
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Post-SimulationPre-Simulation FPGA Validation

RAM Modi f ica t ion

Modified RAM architecture to implement byte-select functionality

 Changed 32-bit RAM to 4 combined 8-bit RAMs.

 Added a Verilog model for SD card simulation for pre- and post-layout verification.



Dig i ta l  IC  Des ign Process
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• SPI Post-simulation is normal (The MISO signal shows 'X' (unknown state) because the SD program only uses a 
portion of the 32KB space; the remaining unused sections exhibit 'X')

• Added the AT24C32 simulation model. Post-simulation output is normal
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Per iphera l  Post -S imulat ion

• Timer & ADC-Eithernet: the simulation results are normal
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 Used official RISC-V test suite,All instructions passed the tests, with some results shown below.

Batch Testing Process：

1、Modified compile/link files to generate .bin files compatible with current SoC.

2、Split .bin files for different instructions into 4 sub-files for the RAMs.

3、Batch loaded and ran programs.

4、Verified data by checking specific memory addresses defined in source code.

Core  Post -S imulat ion
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Agenda 

 Migrate to PULP platform's Pulpissimo SoC (Already running on FPGA, passed partial program tests)

• Freely switchable cores: RI5CY and IBEX

• Autonomous I/O Subsystem (uDMA)

• New Memory Subsystem

• Support for Hardware Processing Engines 

• New simple interrupt controller

• Rich peripherals

• Multi-level internal/external bus configuration

 Radiation Hardening Design

• ECC(Error Correction Code) 

• LockStep + ECC

• Full TMR (Triple Modular Redundancy)
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Cite by CERN AMAC ASIC



后续规划

TETRISC SOC by IHP
https://doi.org/10.1016/j.microrel.2023.115173

 Near-term Goal：Design test board, await chip return. Implement monitoring functions (e.g., temperature, 
voltage) similar to AMAC/TETRISC. Integrate with LATRIC for dynamic configuration (e.g., DAC)

AMAC by ATLAS
https://doi.org/10.1088/1748-0221/20/08/P08003

 Long-term Goal：Leverage RISC-V's openness and customizability to build an intelligent edge data 

processing platform specifically for High-Energy Physics (HEP) experiments

 Vision: Equip every ASIC designed for HEP with an "Intelligent Brain"
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