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Introduction

The CEPC tracker system includes several detectors: the Vertex Detector, Inner Silicon Tracker, Time Projection
Chamber (TPC), and Outer Silicon Tracker. My presentation will focus on the CEPC Inner Silicon Tracker (ITK) and

Outer Silicon Tracker (OTK).

The ITK employs advanced CMOS sensor technology to achieve precise position measurements for accurate

particle trajectory determination.

In addition to position measurement, the OTK integrates the AC-LGAD semiconductor detector for precision time

measurement of charged particles, significantly enhancing particle identificat
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The CEPC overall track momentum resolution requirement: ~0.1% for momenta below 100 GeV/c. 5




Baseline Configuration of Sensor for CEPC ITK

Monolithic HV-CMOQOS pixel sensor:

Large depletion depth and large signal.

Good timing resolution (a few ns) to tag 23 ns bunches.

Radiation hard.
Low materials.
Cost effectiveness.

Key parameters of HV-CMOS pixel sensor for CEPC:

Process node: 55 nm
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Chip size: 2cm X 2cm m .

Sensor thickness: 150 um | A
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Latest HV-CMOS COFFEE3 chip

(submitted for tap-out in Jan32025)



Latest HV-CMOS Pixel Sensor COFFEE3 (1)

Passive ,,  COFFEE3 sensor received

at the end of May ﬁLL: A new module for clock synchronization,
» | providing up to 320 MHz output from a 40 MHz
input (higher output limited by the test setup).
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Latest HV-CMOS Pixel Sensor COFFEE3 (2)
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ITK Design Based on HV-CMOS Pixel Sensor

HV-CMOS sensor prototype (COFFEE3)
O The designed inner tracker comprises three :

barrel layers and four endcap layers, with a
total active area of 20 m? and 47,024

o S 1 I

sensors in total.

i
Array: 48 row 12 column

: ) 0 Array: 32 row 12 column
\ Pixel: 40 um><7145um 7 Pixei,: 40 um X 100 um

DLL LVDS driver/receiver

Optical converter 2nd aggregation board HV-CMOS sensor specification for ITK
Data link

Sector FPC Sensor size 2cm X 2cm
Sensor thickness 150 um
Array size 512 x 128
Pixel size 34 um X 150 um
Spatial resolution 8 um X 40 um
Timing resolution 3-5ns
Power 200 mW/cm?
Process node 55 nm




LGAD Sensor Development at IHEP

The LGAD (Low Gain Avalanche Detector) sensor developed by IHEP achieves both
precise position and time measurements under high radiation levels.

THEP(2019) THEP (2020 9) THEP (2021.6)

In May 2023, CERN selected IHEP in the HGTD sensor tendering process:
First time a domestic silicon sensor was chosen by CERN for an LHC experiment.




AC-LGAD for CEPC OTK with Precision Timing

Key parameters of AC-LGAD microstrip sensor for OTK:

J Sensor size:

. Strip number: 512 or 384
*  Sensor thickness: 300 um

. Pitch size: ~100 um

e  Spatial resolution: 10 um

*  Time resolution: 50 ps

. Power consumption: 300 mW/cm?2

LGAD (Low-Gain Avalanche Detector)
Segmented gain layer
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* The read-out electrode is connected to -
the N++ layer.

(3-4.5) cm X (3-5) cm

AC-LGAD (AC-coupled LGAD)
Bulk gain layer (less dead area)
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A thin dielectric layer (SisN4 or SiO,) separates

the metal AC pads from the N+ layer.
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I AC-LGAD Performance: Time and Spatial Resolution
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New Developed LGAD Readout ASIC (LATRIC)

The first LATRIC prototype, LATRIC-VO0, submitted for tape-out in April, was delivered to IHEP in Aug:
o The ASIC integrates a pre-amplifer, a discriminator, a TDC, and a serializer for data output.
o Tests find that the LSB is 29.8 ps, meeting the 30 ps design goal. The measured TDC power consumption is 0.1 mA (1.2 V)
@ 0.5 MTPS (Mega-Trigger Per Second), 0.3 mA @ 1 MTPS, and 0.5 mA @ 2 MTPS, agreeing with the design.

The next 8-channel LATRIC-V1 was submitted for tape-out in October.
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OTK Design Based on LGAD Strip Sensor

4 cm
AC-LGAD

2 cm
AC-LGAD

/Barrel

Data Link Optical module
(2" aggregation board)

Module (4 sensors)

AC-LGAD prototype (latest submitted) O One barrel layer and one endcap layer (~85 m?).

O The latest LGAD sensor was submitted for tape-
out in March and waiting for the return.

LGAD sensor specification for OTK

Sensor size

(3-4.5) cm X (3-5) cm

Strip pitch ~100 um

Spatial resolution 10 um
Timing resolution 50 ps
Power 300 mW/cm?

1/16 Sector
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Group C Sectiorx

Power and FPC cal

Module (2 sensors)

FPC cable
Optical fiber module

Data Link

.




I Design Including Powe

r and Readout Electronics

Data Aggregator (FEDA) I- — — — .I S
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See details in Xiongbo Yan’s talk
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O Inthe readout design, each sensor can tolerate up to
86.67 Mbps, corresponding to a maximum hit rate of
4.1x10° Hz/cm?— about 42 times higher than the
estimated peak background hit rates (9.9% 103 Hz/cm?)
under the most challenging high-luminosity Z-pole
operation mode.

The FEDA, FEDI, OAT, and PAL chips are under development by the CEPC team.

l CLK, Control

1.39Gbps
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FEDA
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11.09Gbps
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14 sensors
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I Design Including Cooling and Mechanics (1)

FPC
Sensors —— — »
Carbon Fleece ——
Carbon Fiber Plate —
Cooling Pipes ———»
Graphite Foil ——
Carbon Fleece ———
Truss Frame

Rib Carbon fiber honeycomb
Cooling loop

Front carbon fiber facesheet
(with sensor modules)

Back carbon fiber facesheet
(with sensor modules)

See details in Yujie Li’s talk

G: Static Structural
Total Deformation

E};]Fi)t?:n;l'n(:tal Deformation ITK Ba rrel Stave

0.0855
0.0760
0.0665
0.0570
0.0475
0.0380
0.0285
0.0190
0.0095
0 Min

NV i

>N <<

Maximum sag of first ITK barrel stave is 85 um.

Functional unit Component Material

Thickness Xo Radiation Length

[bm]  [em] [% Xo]
Sensor Module ~ FPC metal layers Aluminium 100 8.896 0.112
FPC Insulating layers  Polyimide 150 28.41 0.053
Sensor Silicon 150 9.369 0.160
Glue 100 44.37 0.023
Other electronics 0.050
Cooling Plate Carbon fleece layers ~ Carbon fleece 40 106.80 0.004
Carbon fiber plate Carbon fiber 150 26.08 0.057
Cooling tube wall Polyimide 641 28.41 0.006
Cooling fluid Water 35.76 0.028
Graphite foil Graphite 30 26.56 0.011
Glue Cyanate ester resin 100 44.37 0.023
Truss Frame Carbon rowing 0.080
Power Bus FPC 0.070
Total 0.677

13



I Design Including Cooling and Mechanics (2)

Static Temperature

/ 40 coil layer cooling loops 300 mW/cm? heat flux

14.55
OTK endcap 1/16 sector 1877
12.99
Carbon Fiber closeouts
\/\ 1222
11.44
Cooling Plate

\ 10.66

9.89

9.11

\c‘»? 2!
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g 45
7.56
tube 5 tube 4 tube 3 tube 2 tube 1 6.78 -
[C]

ST
QO The OTK endcap 1/16 sector uses 5-loop water cooling pipes with a pipe inner
diameter of 2.3 mm, a flow velocity of 2 m/s, and an inlet temperature of 5°C.

\ The sensor temperature is <15°C and sensor temperature gradient is <4°C. /

Power FPC

Sensors

Although water cooling has been adopted as the baseline due to its overall system
simplicity, we have recently initiated R&D on CO, cooling.

Technical Institute of Physics and Chemistry, CAS
(New CO, cooling collaborator)

See details in Yujie Li’s talk »




Performance

Momentum resolution in the barrel region:
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R&D Plan Following the Ref-TDR

v

HV-CMOS pixels: 2024 Q4 2025 Q2 2025Q4 2026 Q3 2027 Q2 2027 Q4
COFFEE2 full MPW submission Test & spec  Quarter chip Module Full-size full-
characterization  for key module finalization  submission to prototype function chip

verification validate full-
COFFEES3 column readout
AC-LGAD strips+ASIC:
2024 Q4 2025 Q2 2025 Q4 2026 Q2 2026 Q4 2027 Q2 2027 Q4
>
e N
OTKLGAD OTKLGAD 1st Sensor OTKLGAD 2nd Test with ASIC OTKLGAD 3rd Sensor
Sensor:| 1t design || submission Test || submission Test beam submission Test
L (4 cm long) (optimization) radiation test (large array) )
e p
ASIC: LATRIC ASIC ASIC LATRIC ASIC ASIC Test | LATRIC ASIC ASIC Test
) 1st submission || Test 2nd submission 3rd submission
%ﬁ@—&eh&nnel—%@—\/—l—é#eh&nne%%@-\@—/
Module: Module built and test Module built and test g:i)ltto:xzetest
(large size)

Development of the mechanical and cooling systems is progressing in parallel,
with the goal of delivering a prototype detector by the end of 2027.
16
B e



Next HV-CMOS Sensor R&D

The latest developed prototype sensor, COFFEE3, integrates two readout architectures:
> A readout architecture using only NMOS within the pixel, supported by a triple-well process.
> Adigital CMOS (NMOS + PMOS) readout architecture within the pixel, which requires a quadruple-well process with an additional
deep P-well.
COFFEE3 has preliminarily validated the design of both analog and digital components, including:
> Pre-amplifier, discriminator, in-pixel TDC, PLL, serializer, etc
The next stage will mainly address process-related issues:
> The currently used low-resistivity wafer (~10 Q-cm) has a shallow depletion depth (~10 um), resulting in a low S/N ratio (the current
MIP signal is ~1120 e7).
> The triple-well process currently in use cannot fuIIy support complete in-pixel CMOS circuitry (both PMOS and NMOS): signal

crosstalk. EEEEER
| L g P-stop PMOS NMOS PMOS

[~ Dpwell H Dpwell
f Dnwell H Dnwell
! H
|
| i AN z_ls
{ 1 1 Charge !
! H collection node
| 3 i
L e 1 1 i
i E Amray: 32 row 12 | Top view of single pixel | m Deep P-well
" PIXEL i "‘: L m P-well
SESEREE M= Pixel: 40 pm X100 um

PERIPHERY ‘:‘ N-well

m Deep N-well

See details in Yang Zhou's talk

* In-pixel coarse-fine TDC

DLL LVDS driver/receiver
Cooperation with a new foundry on the use of high-resistivity wafers (>1000 Q-cm) and the implementation of a quadruple-well

process. A new tape-out is planned for the end of 2025. 17
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Next LGAD Sensor R&D

The LGAD microstrip sensors are toward larger sizes, aiming for ultimate position and
time resolution, as well as lower power consumption. The latest sensor tape-out was

LGAD layout submitted in March

submitted in March, and the sensors will return soon: 4
. cm
e Strip lengths: 1cm,2cm,and 4 cm AC-LGAD
e Strip pitch sizes: 100 um, 200 pm, and 500 um
e Electrode widths: 25 pm, 50 um, and 100 pm
* Optimized EPI thickness to reduce sensor capacitance (correlated with power
consumption) 2¢m
* Process optimization (n+ layer dose) for better spatial resolution AC-LGAD =
Dlelectrlc e ——
1 “mla er \ 1lcm AC-LGAD
P-stop LGAD layout for tape-out with trench design
Thickness: 50um T

(to be submitted)

The next trenched-structure LGAD developed with SIMIT&SITRI is an essential step toward
the ultimate LGAD design, as the capacitance has been greatly reduced to achieve the
target power consumption. The sensor layout is already close to its final design and planed

to tape-out recently. Trench — etal
R Sy

Dielectric

P- C=¢"¢ *Alld
oo 0" & A

Thickness: 50um

Introducing isolated structure See details in Mei Zhao's talk




I Next LGAD Readout ASIC (LATRIC-V1) R&D

The design of the new 8-channel LATRIC-V1 chip has been completed and was submitted for fabrication in mid-
October.

See details in Xiongbo Yan’s talk .



LGAD and LATRIC Combined Test

The combined test of the LGAD and LATRIC ASIC is currently on going:

* The first test board, integrating two LATRIC (VO) chips and one LGAD sensor, has been fully designed and fabricated.
 The DAQ firmware supporting high-speed data readout of LATRIC is ready.
* Laboratory setups for laser and B-source measurements, used to evaluate time and position resolutions, have been

completed.

 The complete beam test is schedule for mid-2026 .
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Two-Phase CO, Cooling and Mechanical Module Development

We aim to develop the first two-phase CO, cooling system prototype by mid-2026, in collaboration with the
Technical Institute of Physics and Chemistry (TIPC), CAS. This prototype is designed to be compact and portable,
capable of handling a nominal heat dissipation power of 2 kW (up to 4 kW), with a CO; inlet temperature
adjustable between —40 °C and 20 °C, and a temperature control accuracy of <0.5 °C. Key components includes:
* Two-stage cascaded cooling (Freon—CO, or Methanol-CO,) |
* Accumulator (hydraulic type selected)

*  Pump (gear pump selected)

* Pressure regulating valve

a high-quality, lightweight carbon-fiber mechanical structures
integrated with cooling. This effort aims to establish a complete in-
house carbon fiber production chain at IHEP, covering the entire
process from design to manufacturing. It will support the R&D
activities and the delivery of realistic detector mock-ups.

See details in Yujie Li’s talk
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Our Research Team

Currently active: 29 institutes, 50 staff, and 50+ postdocs & students

Shanghai Institute of Microsystem and Information Technology, CAS Technical Institute of Physics and Chemistry, CAS
(New semiconductor collaborator, together with foundry SITRI) / (New CO, cooling collaborator)
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Summary

The complete design of the CEPC Silicon Tracker and the latest R&D progress
have been presented.

Our next major focus will be on R&D, aiming key technology achievements
and prototype detector development. Ongoing efforts in sensor technology,

readout electronics, mechanical prototypes, and cooling systems are
steadily advancing toward this goal.

These advancements are crucial to meet the stringent performance

requirements of the CEPC Silicon Tracker and ensuring the overall success of
the CEPC project.
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Development of a System on Chip (SoC)

ASIC development is costly, offers limited configurability, and difficult to implement on-chip algorithm integration. System-
on-Chip (SoC) architectures—including CPU, memory, bus, and peripherals—represent the future trend of ASIC
development. RISC-V—based ASICs offer unique advantages in flexibility and rapid iteration, enabling better support for the
diverse requirements of HEP experiments, as well as configurable control and complex on-chip algorithms. The first RISC-V
chip developed was submitted for tape-out in October, with testing planned next. The next R&D phase will focus on
radiation-hardening, full integration with the LATRIC ASIC, and further applications in system-level control, front-end on-
chip computing, and Al integration for HEP experiments.

» Core (Tiny RiscV)

* RV32IM Core

* 3 stage pipeline

* CoreMark/MHz =2.4
» JTAG Interface

* OpenOCD support

* GDB debugging support
» Peripherals

* 4 KBROM, 32 KB RAM

* Supports multiple serial communication protocols, such

as 12C, UART, and SPI

* Integrated sensor data processing and UDP forwarding

CLK

R —

RST
— >

TCK

CORE (Tiny)

IF - Instruction Fetch

ID - Instruction Decode EX - Execute

CTRL

t

EX

DIV

T™MS

TDI

JTAG_module

TDO

ID ID-EX J
L CLINT

REGS

Write Back

||

RIB(Risc-V Internal Bus) |

i )

!

; ! ' :

ROM

RAM Timer

UART

ADC-to-
GPIO 12C SPI Ethernet
Streamer

55 nm process technology

Frequency 50 MHz

Size 1020x 1196 um  See details in Cui Yuxin’s talk
Supply Voltage 1.2 V

Characterization will be performed in Q1 2026 27



