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supercomputer GCenterin Ghina

& National Supercomputer center

© NSCC-TJ, NSCC-SH, NSCC-SD, NSCC-CS, ...
& Local Supercomputer center

© SSC, ...
& Domain computer center

©  CAS, CMA(China Metrological Administration), ...
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HPGC Developing Planin China

@& NSFC

Basic algorithms and computable modeling for high
performance scientific computing
e Network based research environment

Many-core parallel programming

@ 863 Program(High Science and Tech.)

High productivity computer and Grid service
environment, HPC Software R&D

(S

e Multi-core/many-core programming support
& 973 Program(Basic Research and Application)

e Parallel algorithms for large scale scientific computing

e Virtual computing environment



HPGC Developing Planin China

863 key projects on HPC and Grid: 2002-2010

< [Phase ik U6 compuier & GORe SOMmHNEe” \

) 4-year project, May 2002 to Dec. 2005
) 100 million Yuan funding from the MOST
o More than 2X associated funding from local government,

application organizations, and industry

Major outcomes: China National Grid (CNGrid) /

PR asellgHighnroductivityClomputeann(Gri o
SErUICeJENuIronmenty

€  Period: 2006-2010 (extended to 2012), TH-1A ...
€ 940 million Yuan from the MOST and more than 1B Yuan

matching money from other sources /




HPGC Developing Planin China

863 key projects on HPC.:

2011-2015

Sliinercomputel

» Heterogeneous architecture

* Programmability is really a
issue

» 100PF by the end of 2015

Soitware!

* Fusion simulation

« Simulation for aircraft design
* New medic discovery

* Digital media

« Structural mechanics for large machinery
+ Electro-magnetic environment simulation

prHoyramming

[ramewonk

» Convenient parallel
program development

» Compiler optimization
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SRS nonsoredihy)

@  Chinese government: MOST, MOF.......

©@  Local government: Tianjin Binhai New Area

Saruhliclinformatonpnirastrcture;

@ To accelerate the economy, science innovation and industry
of China

©  To provide high performance computing service to whole

China and even to all over the world

o nenipiatiormiiogsiciencelresearchiand
education
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TH-1A system Configuration

Items Configuration

Processo 14336 Intel CPUs + 7168 nVIDIA

rs GPUs + 2048FT CPUs -
500
CERTIFICATE
Memory 262 TB
NUDT TH MPP, X5670 2.93Ghz 6C, NVIDIA GPU, FI-1000 8C
National Supercomputing Center in Tianfin, China
Is ranked
Intercon Proprietary high-speed | —— ﬁtf —
. . [ among the world’s TOP500 upercomput
nect interconnecting network Wit 2.7 Plop/e iy
On the TOP500 List published at SC10 i
Storage 4PB (Lustre File System)

D
e
7

s

eley Lat

120 Compute / service Cabinets

Cabinets

14 Storage Cabinets

6 Communication Cabinets

RENES



OQuerview 0f NSGG-TI]

Roadmap of Supercomputer in China

TH-1A
YH-5 4.7Pflops,2010,

YH-4 30 Tflops,2007
; YH-3 1Tflops,2000
vHa YH-2 10Gflops,1997
- 1Gflops,1990
100Mflops,1983
HPC TOP500 #t 501 20 40 1
2
x p 1997 2000 2007 2010
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TH-1A System

Cabinet
(4 x rack)

‘ PDP Interconnection networl

pute node o [ SV
(4CPU+ZGpu) MDS | *++| MD$ | 088 | | 0SS |+~ | 05 | |

Quad cpu blae On-line storage

Chips FT—OO
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~ Compute sub-system sub-system
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Visualization

Programming
environment

Compiler system

Aueiqy) bugndwod aousiag

Parallel Operating System

SecL \ SSOL S mMmanage =1
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& China Supercomputing development Strategy: Cooperating
Development and Inng

Joint
Innovation

International
Center

Collaboration

Union &
Association

Sub-
Center
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& Support High Tech. and Industry— Joint Lab, Union,
Innovation center

- NAOC
TH Engineering Design
. HPC Dev. & Appl.
Innovation - 5
Modern Ports Adm.
center ——

RIS
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& Support Basic Science Research— Sub-center at University

Peking
University

Nankai : Tianjin
University |} University

China Sci.
& Tech.
University
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NATIONAL CENTRE FOR
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University @
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~Z Fraunhofer % OAK RIDGENATIONAL LLABORATORY
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Application of NSCC-TJ

& User Number of Research Group and Company
more than 410

Aero and Space
Craft Design

Environment Science mgiag

Metrology & Climate



Application of NSCC-TJ

Supported Projects by NSCC-TJ

NSEC 863, 973 Other Key Projects Funded by International or
Program Central Government Local Projects
>400 item >45 item >20 item >10 item

m Basic science research (Physics,

Profile of user number oo €19

® Bio-medicalresearch
2% 1%

\

= New material, new energy research

®m Computingfluid dynamics

® Engineering design, simulation and
analysis

® Environmentscience

“ Weatherand climate forecasting

™ Petroleum exploration

Animation




Apnlication of NSCC-T)

B Magnetic confinement fusion research

— International ITER Project: China, EU, USA, Japan, Korea, Russian
and India;
— Application Scale: GTC program running on up to 50,000 cores;

— Proprietary Programming (CPU+GPU Version ).

GTC Weak Scaling

| —e— GTCon jaguarpf
|| —e— GTC on tianhe-1A
10 - ideal

Particle Timestep/sec

10° 10° 10° 10
Number of Cores

curve



Application of NSCC-TJ

B Petroleum seismic data processing

Program: single/double-way wave Prestack depth migration (RTM),
proprietary

85860 cores( whole TH-1A)

2600 Km? , 2.2TB data; 10000Km? , 100TB data

New programming : (CPU+GPU) version has good scalability and reaches 4x
speedup based-on TH-1A

1O based on memory , one 10 routine (rearrange data and sum) reaches 3X
speedup on TH-1A ( reduce form four day to one day on 2000 nodes)

Surface:2600 Km? depth:5Km



Application of NSCC-TJ

B | arge-scale Simulation of the Global SWEs
— CPU: Using 82,944 cores;Parallel efficiency: 60%
— CPU+GPU: Towards Peta-scale global SWE simulation, 809TFlops in

double precision in 3750 nodes

— Real topography of the Earth, zonal flow

- Day 15, 10,240*10,240*6 mesh (1km res)

CPU-only (1-core) CPU-only (12-core) CPU-GPU

lops

CPU-GPU tuned

32.8% of
peak!

658 Tflops 809 Tflops

103 C T T A S

©  CPU-only, single-core : - a]
- e CPU-only, 12-core .
8,21 ©» crugpu | I e |
£ = CPU-GPU, tuned 8
Y ; ‘ .
o ]
g 10' T ———————————, ®O.
£ " :
5 .
] :
S0’ B e O
s
[=]
o
B0 g
< 3
2 :
10 :
10' 10° 10°

Number of nodes




Application of NSCC-TJ

B Global Climate Change

» User: Institute of Atmospheric Physics,
Chinese Academy of Sciences.

» LICOM pattern: 2D MPI & OpenMP
programming.

» Up to 10,000 Cores, complete an
numerical simulation based-on 50 years
statistics.

» Take 600 hours, 9x speedup performance.

» Capable of completing the high-resolution
Ocean Circulation Pattern numerical
simulation with massive data.

sssss

T T T T T t
o 120°E 120° o«

SSHA standard divation: simulation (cm)




Application of NSCC-TJ

B Genomics research
— User: BGI (Academe), Etc. Chinese BGI

cooperates with Denmark to set up the Academe

in Denmark.

— Human Genetics, Animals and Plants,
Microorganism

— Cooperation with Bill-Gates Fund : The thousand

year plate of UN, human foodstuff and health
— Genic data base : 1PB

At

GIANT PANDA

GENOME

“Next generation’ technologies
crack Jingjing’s DNA sequence

90

80 T

70
Z %
-
7 40
Z 3

20 -

10 -

¢ 1CPU (96 CPU 384 1200 2400 1GPU | BGPU (32 GPU |96 GPU 200

CPU CPU CcPU GPU

E Amber 006 303 398 346 1.80 299 824 8.39 849
ENAMD 007 588 | 2128 | 5263 | 7143 0.73 5.26 14329 | 21.28 | 25.00
EGromacs| 0177 | 16.26 | 49.28 | 8485




Application of NSCC-TJ

B New medicine design

— Institute of Material Medical, Shanghai, China
— Simulation on TH-1A with close coordination of the experiment results
 Confirmation of a new drug interaction sites;

* Directly through the drug design, without any chemical modification,
obtained lead compounds for drug treatment of epilepsy which has a
good activity ability in animal




Application of NSCC-TJ

>
>

>

>

7168 (including

m PKUFFT Application in CFD

PKUFFT published at ACM ICS 2010 is the fastest algorithm for GPU clusters

PARRAY published at ACM PPoPP 2012 is generalized to many application areas as the
advanced technology of for GPU cluster

Resilience Technology has already supported the communication of “TH-1A”, including
the GPU clusters

The scale of the Directly Simulating Turbulent Flows, 143333 3D, surpassed the 40963 3D
data, which could lead the research of aerospace, shipbuilding, climate simulation and so
on

The largest scale
2048 40963 of turbulent flows
at that time

4096 81923

The largest scale,
flow parameter
1433632 approximately
equal the real
turbulent flows

GPU)



Application of NSCC-TJ

B Heat recovery coke oven

— chemical engineering institute, Tianjin University
— 3D numerical simulation based-on TH-1A,

— Large-scale, complex procedure of simulation, non-
steady state

3D numerical simulation view
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© Multilevel heterogeneous

programming model and
software

# Hardware structure

» Node-node, symmetry form
» Node inside, hybrid from

# Programing model

> Node-node, MPI

» Node inside, share memery
»  Pure CPU-thread

x  CPU-thread(attempering
GPU)

GPU

Accelerator

=

=

s

S

Thrend
Blocks

b | b

CPU
Host
Cores

ol |l e

- s = Eg:
Cll

PO

Pl

P2

NO

N1

N2

P7168

&

&

N7168

&

Interconnect Network

Research antd development of NSCC-TJ

CUDA
Threads

OpenMP
Threads

MP1
Processes

TH-1A
Nerwork

RIS



Research antd development of NSCC-TJ

©  Hiberarchy Model of Supercomputing
Application Environment

# Hiberarchy parallel initialization

» Host nodes: arrangement

initialization tasks
» Sub-nodes: finished part of

initialization

# Hiberarchy parallel computing

» Computing resource dynamic

Wweyshs-qns sisoubelp

allocation
> Runnina node fault tolerance

DUB JOJIUOJY

Com

ute sub-syste

m

CcPU

GPU

CPU
+

GPU

CPU
+

GPU

CPU
+

GPU

Memory

Memory

Memory

Memory

Hiberarchy I/0 management

» Local memory:
temporary 1/0

» Excursion strategy:
high-load, no-block

Service
sub-system

Operation Operation
node node

Communication sub-system

U

o

U
Storage sub-system




Research antd development of NSCC-TJ

@ ) GTC-GPU Weak Scaling on Tianhe-1A ] Si m u I ati O n

s

/ ning model

// ///‘ PU +1GPU il Iocallty
Y / //4/ 2€PUs +1GPU ise teXtu re CaChe hit
5%

LiH

Billion electrons pushed per second

GPU

Licad in nna lrarnal
GTC-GPU Weak Scaling Speedup on Tianhe-1A

node number

S JNT lv lvvluuvl LA~ | AT ¥

» Parallel algorithms for C =
v"Hierarchical scan solt T‘\\
v Concurrent execution & , "=

15

Speedup

PPPPPPPPPPPPPPP

This work has been selected as top 10 application software

On Titan and accepted to presentation by ISC13.

500 1000 1500 2000 2500 3000 3500

node number




Research antd development of NSCC-TJ

& Fusion Tech. of Big Data and HPC, CC

Cloud

Computiny

Data Collection Data Service

Research and
Application

High
Performance
Storage

Supercomputer
and HPC



Research antd development of NSCC-TJ

@ Big-data Technology R&D

» Collection and service:
Model of big data collection and service based on cloud computing;
» Analysis and process:
1), Develop HPC software of big data analysis and process
2), Model the performance of executing HPC application on cloud
platform
3), Research high cost-performance model of data analysis and process
4), Research a statistic model that is scalable for distributed big-data set
» Storage:
Building a Scalable Storage based on hardware technology and CC
@ Big-data Application
» Genome, geophysics, Climate, Intelligent City, ...;
» Global systems science



Research antd development of NSCC-TJ

nternet @ 5
User & >

1 Gigabit Ethernet
10 Gigabit Ethernet

8GB SAN FC

3rd—]Jevel storage
(Memory based
Storage : 1P)D

Cluster

2rd—level storage
(Lustre : 10P)

1rdi-level storage
(500P)>
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Future Plan of NSGC-TJ

& Strategy to extend High-end Information Tech.
Application(HITA) in China and even the world

» User and Collaborator: University, Academe and Industry
» NSCC-TJ : HITAservice and technical R&D

* Provide HPC, CC, Big-data service for users

» Research and develop HPC, CC, Big-data technology and
construct application platform

 Training: improve application ability of users and educate
more high-end IT talents

 Collaboration: strengthen international cooperation and
lead the HITA development



Future Plan of NSGC-TJ

& Area of International Collaboration

» Focus on the important science research area, based on Tianhe-

1A and other HPC resource to strength the application
cooperation, such as Life science, Energy Development, Climate
Change, Physics and so on;

HPC technology R&D:

1), Design and optimize programming model for heterogenic
supercomputers;

2), Research the challenges of large-scale scientific computing: 1/0 wall,
Fault-tolerant, Energy efficiency, etc

3), Model the performance of executing HPC application on cloud
platform

Big data research and application: Fusion technology of Big data

d C, CC
anar NSGE
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Meng Xiang-Feli
Leader of HPC Application from NSCC-TJ

mengxf@nscc-tj.gov.cn



