
Ivan Kisel, Uni-Frankfurt, FIAS, GSI ACAT-2013, Beijing, 17.05.2013

V. Akishina, I. Kisel, I. Kulakov and M. Zyzak
Uni-Frankfurt, FIAS, GSI

FLES: First Level Event Selection
Package for the CBM Experiment



Ivan Kisel, Uni-Frankfurt, FIAS, GSI ACAT-2013, Beijing, 17.05.2013      /18 

Reconstruction Challenge in CBM

* Fixed-target heavy-ion experiment
* 107 Au+Au collisions/sec
* ~ 1000 charged particles/collision
* Non-homogeneous magnetic field
* Double-sided strip detectors 
   (85% fake space-points)

Track reconstruction in STS/MVD 
and displaced vertex search 
required in the first trigger level
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4xXX cores XXXX cores

1+8 cores>50 cores

Intel/AMD CPU ATI/NVIDIA GPU

Intel Xeon Phi IBM Cell

Future systems are heterogeneous

• Optimized for low-latency access to cached data sets
• Control logic for out-of-order and speculative execution

• Optimized for data-parallel, throughput computation
• More transistors dedicated to computation

• General purpose RISC processor (PowerPC)
• 8 co-processors (SPE, Synergistic Processor Elements)
• 128-bit wide SIMD units

• Many Integrated Cores architecture announced at ISC10 (June 2010)
• Based on the x86 architecture
• Many-cores + 4-way multithreaded + 512-bit wide vector unit
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Many-Core CPU/GPU Architectures
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CPU/GPU Programming Frameworks

Choice of CPU/GPU/Programming is a practical question

• Intel ArBB (Array Building Blocks) 
• Extension to the C language
• Intel CPU/GPU specific
• SIMD exploitation for automatic parallelism

• NVIDIA CUDA (Compute Unified Device Architecture)
• Defines hardware platform
• Generic programming
• Extension to the C language
• Explicit memory management
• Programming on thread level 

• OpenCL (Open Computing Language)
• Open standard for generic programming
• Extension to the C language
• Supposed to work on any hardware
• Usage of specific hardware capabilities by extensions

• Vector classes (Vc)
• Overload of C operators with SIMD/SIMT instructions
• Uniform approach to all CPU/GPU families
• Uni-Frankfurt/FIAS/GSI

11 September 2012, GSI Ivan Kisel, Uni-Frankfurt, FIAS, GSI

Many-core HPC

? OpenCL ?

Gaming
 STI: Cell

! GP CPU
 Intel: KNF

CPU
 Intel: XX-cores

! 

FPGA
 Xilinx: Virtex

?

CPU/GPU
 AMD: Fusion

GP GPU
 Nvidia: Tesla
! 

! 

! 
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Stages of Event Reconstruction

• Hough Transformation
• Elastic Neural Net

D0

K-

π+

• Kalman Filter

• Cellular Automaton
• Track Following

25 March 2011, DPG, Münster Ivan Kisel, GSI 7/36

Kalman Filter (KF) based Track Fit

π

(r, C)

// Track Fitter

• Kalman Filter
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2
// Track Finder

1

// Ring Finder (Particle ID)
3

// Short-Lived Particles Finder
4
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Kalman Filter based Track Fit
Track fit: Estimation of the track parameters at one or more hits along the track – Kalman Filter (KF)

r = { x, y, z, px, py, pz } 

Position, direction and momentumState vector

Nowadays the Kalman Filter is used in almost all HEP experiments

Kalman Filter: 
1. Start with an arbitrary initialization.
2. Add one hit after another. 
3. Improve the state vector. 
4. Get the optimal parameters after the last hit.

KF Block-diagram 

KF as a recursive least squares method
6
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Detector layersHits

π
(r, C)

r  – Track parameters
C – Covariance matrix

Initialization

Prediction

Correction

Precision
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Conventional KF DP vs. SP

Strong many-core scalability of the Kalman filter library

Conventional KF RK4 vs. Analytical

Square-Root KF UD KF

with H. Pabst (Intel)
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CBM Kalman Filter Track Fit Library

Kalman Filter Methods

Kalman Filter Tools:
• KF Track Fitter
• KF Track Smoother
• Deterministic Annealing Filter

Kalman Filter Approaches:
• Conventional DP KF
• Conventional SP KF
• Square-Root SP KF
• UD-Filter SP
• Gaussian Sum Filter

Track Propagation:
• Runge-Kutta
• Analytic Formula

Implementations

Vectorization (SIMD):
• Header Files
• Vector Classes Vc
• Array Building Blocks ArBB
• OpenCL

Parallelization (many-cores):
• Open MP
• ITBB
• ArBB
• OpenCL

Precision:
• single
• double
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Cellular Automaton as Track Finder
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0. Hits

1. Segments

1 2 3 4
2. Counters

3. Track Candidates

4. Tracks

Detector layers

Hits

4. Tracks (CBM)

0. Hits (CBM)

1000 Hits

1000 Tracks

Cellular Automaton:
1. Build short track segments.
2. Connect according to the track model,
    estimate a possible position on a track.
3. Tree structures appear,
    collect segments into track candidates.
4. Select the best track candidates.

Useful for complicated event topologies with large combinatorics and for parallel hardware

        Cellular Automaton:
• local w.r.t. data
• intrinsically parallel
• extremely simple
• very fast

Perfect for many-core CPU/GPU !
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CBM CA Track Finder: Efficiency

770 TracksTop view Front view

Efficient and stable event reconstruction

9

polynomial function of fifth order at each detector station.
During the fit of a track the field behavior between the
stations is approximated with a parabola taking field values at
the three closest measurements along the track. To stabilize
the fit, an initial approximation of the track parameters is
done by the least square estimator assuming a one-component
magnetic field. The first measurement is processed in a special
way, which increases the numerical stability of the method
in single precision: the equations were simplified analytically
using a special form of the initial covariance matrix. The
track propagation in the non-homogeneous magnetic field is
done by an analytic formula, which is based on the Taylor
expansion [6]. The analytic formula allows to obtain the same
track fit quality as the standard fourth order Runge-Kutta
method, while being 40% faster. Operator overloading has
been used to keep flexibility of the algorithm with respect
to different CPU/GPU architectures. All these changes have
increased the processing speed of the SIMD KF track fit
algorithm down to 1 µs per track. This is an improvement
by a factor 10000 with respect to the original scalar version
of the algorithm [3].

V. PERFORMANCE OF THE TRACK RECONSTRUCTION

Fig. 5. Efficiency of the track reconstruction for minimum bias Au-Au
collisions at 25 AGeV.

Efficiency of the track reconstruction for minimum bias Au-
Au UrQMD collisions at 25 AGeV is presented on Fig. 5. In
addition the track reconstruction efficiencies for different sets
of tracks and ratios of clones (double found) and ghost (wrong)
tracks are shown in Table I. The tests have been performed
on a server with Intel Xeon E7-4860 CPUs.

The majority of signal tracks (decay products of D-mesons,
charmonium, light vector mesons) are particles with momen-
tum higher than 1 GeV/c originating from the region very
close to the collision point. Their reconstruction efficiency is,
therefore, similar to the efficiency of high-momentum primary
tracks that is equal to 97.1%. The high-momentum secondary
particles, e.g. in decays of K

0
s

and ⇤ particles and cascade
decays of ⌅ and ⌦, are created far from the primary vertex,
therefore their reconstruction efficiency is lower — 81.2%.
Significant multiple scattering of low-momentum tracks in the

material of the detector system and large curvature of their
trajectories lead to lower reconstruction efficiencies of 90.4%
for primary tracks and of 51.1% for secondary low-momentum
tracks. The total efficiency for all tracks is 88.5% with a large
fraction of soft secondary tracks. The levels of clones (double
found tracks) and of ghost (wrong) tracks are 0.2% and 0.7%
respectively. The reconstruction efficiency for central events is
also given in the Table in order to show the stable behavior
of the CA track finder with respect to the track multiplicity.

TABLE I
TRACK RECONSTRUCTION EFFICIENCY FOR MINIMUM BIAS AND CENTRAL

EVENTS

Efficiency, %
mbias central

Primary high-p tracks 97.1 96.2
Primary low-p tracks 90.4 90.7
Secondary high-p tracks 81.2 81.4
Secondary low-p tracks 51.1 50.6
All tracks 88.5 88.3
Clone level 0.2 0.2
Ghost level 0.7 1.5
Reconstructed tracks/event 120 591
Time/event/core 8.2 ms 57 ms

The CBM experiment is an experiment with a forward
geometry along Z-axis and, therefore, has a typical set of
tracks parameters: x and y track coordinates at a reference
z-plane, t

x

= tan ✓
x

and t

y

= tan ✓
y

are the track slopes in
the XZ- and Y Z-planes, q/p is an inverse particle momentum,
signed according to the charge of a particle.

Residuals of the track parameters are determined as a
difference between the reconstructed parameters and their
true Monte-Carlo values. The normalized residuals (pulls) are
determined as the residuals normalized by the estimated errors
of the track parameters. In the ideal case these normalized
residuals (pulls) should be unbiased and Gaussian distributed
with width of 1.0. Thus the pull distributions provide a
measure of the track fit quality.

The residuals and the pulls for all track parameters are
calculated at the first hit of each track. The distributions for
the x, t

x

and q/p parameters together with their Gaussian fits
are shown on Fig. 6 (the results for y and t

y

are similar).
All distributions are not biased with pulls widths close to
1.0 indicating correctness of the fitting procedure. The slight
deviations from 1.0 are caused by several assumptions made in
the fitting procedure, mainly in the part of the detector material
treatment. The q/p pull is the widest being the most sensitive
to these simplifications.

The high track finding efficiency and the track fit quality
are crucial, especially for reconstruction of the short-lived
particles, which are of the particular interest for the CBM
experiment. The reconstruction efficiency of short-lived parti-
cles depends quadratically on the daughter track reconstruc-
tion efficiency in case of two-particle decays. The situation
becomes more sensitive for decays with three daughters and
for decay chains. The level of a combinatorial background
for short-lived particles depends strongly on the track fit

true
fake
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CA Track Finder: Towards 4D Reconstruction

A group of minimum bias events is treated as a single event (no time information is used)

The beam in the CBM will have no bunch structure, 
but continuous. Reconstruction of time slices rather 
then events will be needed. Measurements in this 
case will be 4D (x, y, z, t).

Packed groups of events:

• a number of minimum bias events is gathered 
into a group, which is then treated by the track 
finder as one event

• no time measurement is taken into account

t
Time Slice

Events

Events

t
Time Slice
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Track Finding at Low Track Multiplicity

A minimum bias event: average reconstructed track multiplicity 109

Top view

Au+Au mbias events at 25 AGeV, 8 STS, 0 x 7,5 strip angles

Front view

Side view 3D view
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Track Finding at Medium Track Multiplicity

A central event: average reconstructed track multiplicity 572

Top view

Au+Au mbias events at 25 AGeV, 8 STS, 0 x 7,5 strip angles

Front view

Side view 3D view
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Track Finding at High Track Multiplicity

A group with 100 minimum bias events: average reconstructed track multiplicity 10340

Top view

Au+Au mbias events at 25 AGeV, 8 STS, 0 x 7,5 strip angles

Front view

Side view 3D view
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CA Track Finder: Efficiency and Time vs. Track Multiplicity

Stable reconstruction efficiency and time as a second order polynomial up to 100 minimum bias events in a group



• Mother and daughter particles have the same 
state vector and are treated in the same way

• Geometry independent

• Kalman filter based

x, y, z, px, py, pz, E, m, L, cτ
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KFParticle: Reconstruction of Vertices and Decayed Particles

KFParticle provides uncomplicated approach to physics analysis (used in CBM, ALICE and STAR)

AliKFVertex PrimVtx( ESDPrimVtx );  // Set primary vertex
                                                           // Set daughters
AliKFParticle K( ESDp1, -321 ), pi( ESDp2, 211 );      

AliKFParticle  D0( K, pi );                   // Construct mother

PrimVtx += D0;                                  // Improve the primary vertex 

D0.SetProductionVertex( PrimVtx ); // D0 is fully fitted

K.SetProductionVertex( D0 );           // K is fully fitted

pi.SetProductionVertex( D0 );          // pi is fully fitted

r = { x, y, z, px, py, pz, E } 

Position, direction, 
momentum and energyState vector

D0

K-

π+

15
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KF Particle Finder for Physics Analysis and Selection
Tracks: e±, µ±, π±, K±, p±

secondary and primary

Strange particles:
      K0

s → π+ π-

           Λ  → p π-
           Λ → π+ p-

Multi-strange resonances:
      Ξ*0  → Ξ- π+ 
           Ξ*0  → Ξ+ π-

           Ω*-  → Ξ- π+ K- 
           Ω*+  → Ξ+ π- K+ 

Gamma:
γ  → e- e+

Strange resonances:
K*0  → K+ π-

K*0  → π+ K-

Λ*  → p K-

Λ*  → p- K+

Light vector mesons:
ρ  → e- e+

ρ  → µ- µ+

ω  → e- e+

ω  → µ- µ+

φ → e- e+

φ → µ- µ+

φ  → K- K+

Charmonium:
J/Ψ  → e- e+

J/Ψ  → µ- µ+

Multi-strange hyperons:
       Ξ-  → Λ π-
             Ξ+ → Λ π+
             Ω-  → Λ K-
             Ω+ → Λ K+

Strange and multi-strange 
resonances:

        Σ*+  → Λ π+
                Σ*+  → Λ π-
                Σ*-  → Λ π-
                Σ*-  → Λ π+
               K*-  → K0

s π-

               K*+ → K0
s π+

               Ξ*-  → Λ K-
               Ξ*+  → Λ K+

Open-charm 
resonances:

   D*0  → D+ π-
     D*0  → D- π+
     D*+  → D0 π+ 
     D*-  → D0 π-

Open-charm:
    D0 → π+ K-
        D0 → π+ π+ π- K-
        D0  → π- K+
        D0 → π- π- π+ K+
        D+ → π+ π+ K-
        D- → π- π- K+
        Ds

+ → π+ K+ K-

        Ds
- → π- K+ K-

        Λc  → π+ K- p

16

( mbias: 1.4 ms; central: 10.5 ms )/event/core
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CBM Standalone First Level Event Selection (FLES) Package

The first version of the FLES package is vectorized, parallelized, portable and scalable

CA Track Finder

KF Track Fitter

KF Particle Finder

Particle Selection

Quality Check

FLES

HitsGeometry

Efficiencies

Output

Histograms

MC
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Given n threads each filled with 1000 events, 
run them on specified n cores, thread/core.
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Summary and Plans
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• A first version of the FLES package for CBM has been developed 
 

• Add other sub-detectors (with less combinatorics)
• Include time information (4D time-slices)
• Investigate scalability on a farm


