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BES III  
(Beijing Spectrometer)  

Linac 

Storage ring  

BEPC II  

(Beijing Electron - positron collider)  

2004: started BEPCII upgrade, 
BESIII construction  

2008: test run  

2009 - now: BESIII physics run  

Design luminosity  
1 ×  1033/cm 2/s @ y(3770)  



Physics of Ŷ-charm region  
Charmonium physics:    
   - Spectroscopy  
   - transitions and decays  
Light hadron physics:   
   - meson & baryon spectroscopy   
   - glueball & hybrid   
   - two-photon physics  
   - e.m. form factors of nucleon  
Open Charm physics:   
   - (semi)leptonic  + hadronic  decays 
   - decay constant, form factors  
   - CKM matrix: Vcd, Vcs   
   - D0-D0bar mixing and CP violation  
   - rare/forbidden decays  
Tau physics:   
   - tau decays near threshold  
   - tau mass scan  
éand many more.  
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Zc(3900)  

in Y(4260) decays  
BESIII arxiv:1303.5949  

Worldõs largest samples 



Hadron spectrum  

Å Hadron spectroscopy is a key tool to investigate QCD 
 
- testing QCD in the confinement regime   
- providing insights into the fundamental degrees of freedom  

Not established yet 

4 

Continuous  efforts in 
experiment and theory  



Where are the QCD exotics  

BES provides some ideal hunting grounds  

ȥǿG > ȥǿH > ȥǿM ? 
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ògluon-richó 

molecules 

tetraquarks  

t hreshold effects  

hybrids  

hadrocharmonium Produce Yõs directly 
e+e- @4260/4360/é 

Power of high statistics  



Tasks:  
Å Map out the resonances  
Å Systematic determination 

of resonance properties :  
spin- parity,  
resonance parameters,  
production properties,  
decay properties, é 
É resonances tend to be 

broad and plentiful , 
leading to intricate 
interference patterns, or 
buried under a 
background in the same 
and in other waves.  

Event-wise ML fit to all observables 
simultaneously  

Tools: PWA  
V Decompose to partial wave 

amplitudes  
V Make full use of data  
V Handle the interference  
V Extract resonance properties with 

high sensitivity and accuracy  

Partial wave analysis  
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Event-wise efficiency  correction  
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òHolographyó 
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How to run it faster  
-- in the era of O(10 9) data sets  
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Computing bottlenecks in BES analysis  

Algorithmic  
Analysis  

Reduction̔event selection, 
record useful information  

Processing DST 
Bottle neck ̔I/O ̆ CPU 

Interactive  
Analysis  

Final selection, plotting, 
òstudiesó 

Processing Ntuple /Tree  
Bottle neck ̔I/O  

Statistical  
Analysis  

Extract physics  Fit  (e.g. PWA, é) 
Bottle neck ̔CPU 
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Computing bottlenecks in BES analysis  

Algorithmic  
Analysis  

Reduction̔event selection, 
record useful information  

Processing DST 
Bottle neck ̔I/O ̆ CPU 

Interactive  
Analysis  

Final selection, plotting, 
òstudiesó 

Processing Ntuple /Tree  
Bottle neck ̔I/O  

Statistical  
Analysis  

Extract physics  Fit  (e.g. PWA, é) 
Bottle neck ̔CPU 

1, TAG-based preselection  
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Phys. Rev. Lett. 110, 021601 (2013) 
άǘƘŜ ǇŀǊǘƛŀƭ ǿƛŘǘƘ ƻŦ Wκ˕ radiatively 
decaying into the pure gauge scalar glueball is 
predicted to be 0.35(8) keVέ Χ 

PDG2012 



How to access the 0.1% events of interests 

efficiently  
Å Typically, in an exclusive analysis @BES  

ï events of interest are O(1/1000) in a data set  

ï Event size is O(100) kB for a hadronic  event  

Å Column-wise accessing 
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A_1 B_1 Χ X_1 

A_2 B_2 Χ X_2 

Χ Χ Χ Χ 

A_n B_n Χ X_n Read every entire row  

Access every 
element of 
column_A 

Selectively 
access column_B 
according A_i  Selectively 

access column é 
Selectively access 
column_X 

row-wise accessing 

column-wise accessing 

Column ~ Attribute of events  

Row ~ Event 

Bes Offline Software System 
(Gaudi) has a large overhead 



How to access the 0.1% events of interests 

efficiently  

ÅTAG: meta -data (thumbnail) of an event  
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A small and flat event data model for pre-selection 

run#, rec#, run type, EventFilter result, Multiplicity of tracks/photons/e/˃ / κ̄YκǇΣ Χ 

VEvery event has a TAG (very small, 1/400 of a 
reconstructed event -- DST)  

VMake cuts on TAG without opening DST  
VOnly access the selected DST events  



Development 

ÅBEAN:  a light weighted ROOT -based analysis 
framework designed for the BES3 AN alysis (by 
Dubuna group, BES3).  

ÅHadoop: ( http:// hadoop.apache.org ) distributed 
computing + distributed storage  with high 
performance, low cost   

 (CPU directly access data on the local disks)  
ïSelective accessing requires better disk performance  
ïA test -bed is set up in IHEPõs computing center 
ï 7 nodes, with 8 cores and 3T hard disk for each 
ïòReady-for -useó (no re-development)  

ÅWe successfully run BOSS and BEAN jobs on the 
test -bed. 
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http://hadoop.apache.org/
http://hadoop.apache.org/


Implementation  

ÅTagCreator :  
ïcreate TAG from DST  

ïLike a normal analysis, loop all the events, 
get the information for pre -selection of all 
the events  

ÅTagCuts: interface to userõs pre-
selection cuts  
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//In the begin  
m_tagcuts ->SetNGoodGamRange(2,10); 
é 
selector -> SetPreselection (m_tagcuts ); 
//In the event loop  
m_tagCuts ->IsAccepted (m_TTag) 
é 



Implementation  

Å Approach A:  
ï individual TAG files (ROOT tree) Ąanalysis TAG files Ąan index of selected eventsĄaccess DST 

according to the index  

 

Non-trivial for Hadoop 

ï high performance I/O for the tiny TAGs  

ï indexing the small tags  

ï locating the file/event on HDFS  

 

 

Å Approach B: (our current choice)  

ï Append TAG as a branch of the òEventó tree in DST files. 

ï Get the TAG for each event first to make a pre -selection  

ï If pass, get the DST event  
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Performance  

Tool Timing result 

BOSS 89.3 s 

BEAN 26.0 s 

BEAN TAG-based pre-selection 2.2 s 
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¸ BEAN analysis is much faster than BOSS.  
¸ TAG-based pre -selection can improve the performance by O(10).  
¸ I/O performance can be improved by tuning the settings and by 

pre-skimming the data files.  

A typical case: event selection of J/ ȍĄK+ K- Ù0 

K+, K-, N>=2 photon candidates,  
 (~1/1000 of the total events)  
Kinematic fit of tracks and photons to the J/ ȍ with mass constraint of Ù0 

Loop a DST Data file (127223 events) 



Computing bottlenecks in BES analysis  

Algorithmic  
Analysis  

Reduction̔event selection, 
record useful information  

Processing DST 
Bottle neck ̔I/O ̆ CPU 

Interactive  
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Final selection, plotting, 
òstudiesó 
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2. GPUPWA 

1, TAG-based preselection  
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Likelihood calculation  
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Data parallelism: do the calculation for every event simultaneously  



GPUPWA 
N. Berger, B.J. Liu and J.K. Wang, J.Phys.Conf.Ser ., 219, 042031  

http:// gpupwa.sourceforge.net  
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Data parallelism in event -wise likelihood PWA fit  


