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abstract

upper limit and exclusion

(what | understand before)

discovery and their significance

(what we talked about last week ,a little confused)
| won't talk about any RooStat code here

we can skip some basic knowledge about probability
and hypothesis test here



upper limit
« upper limit means p(mu<mu_up)=0.95
« consider a poisson ditribution:b=4.5,n_obs=10,
what is the upper limit of s?

 we scan the value of mu and when the area on
the right of the red line is 0.05,we can get the
upper Ilmlt _ A RooPlot of "n"




a simple method-PLR fit

Expand In L (6) about its maximum:
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so when -InA(n)=2,upper limit can be obtained 4



general method
Null hypo:mu=0,alternate hypo:mu=1

probability of x given 0:f(x|0)

L(11,0
test statistic: ¢,=-2Ln (fl’A) If mu*hat>0

L(p,0)
parameters with one hat mean the best fit,

mu Is a variable and parameters with two
hat is the best fit for a certain given mu




upper limit

* Qops IS Calculated from data,qeypect IS the
median of background-only hypothesis

* | put Xiaohu's slides here......



Test statistic = exclusion or upper limit

« Calculate the test statistic of S+B hypo based on its p-value

 The signal model is regarded as excluded at a confidence level of
l-alpha = 95% if one finds

Ps4+b < &

f(q)

Q. 1 — a=95%
0.15

confidence level CL =1 — «

0.1
NOTE: in another word, the signal rate s

under which the 5% p_, reaches, can be
regarded as a upper limit S oo’ for which
signal is not excluded.
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So the interval [O,sup] covers s with a
probability of at least 95%
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Test statistic —» discovery

. Calculate the test statistic of B hypo based on its p-value: p_

« Convert p-value into standard deviation (XX sigma)
« 3 sigma - evidence; 5 sigma — discovery
« The background-only model is regarded as rejected if 5 sigma

Single top Wt channel evidence
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discovery

If significance is 5 sigma or p-value <2.9e-7,a
new particle is discovered---it is to say we have
probability of 1-p to reject null hypo.

AN

L(0,6)

L(4,0)

if mu®hat>0

test statistic:q, =-2Ln

also parameters with one hat are the best fit and
paramters with two hat is the best fit with mu=0

SO q, is only decided by dataset x and f(x|u,0)



if | am right...

q,u‘ _ L(data|u, é#)
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* where is the line s+b in lower right plot
from?
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* anyway, we can calculate p-value as usual

Po = [ f(q,10)dg,

9 obs

pexp ect _[f(QO |O)dQO

Qexp ect
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significance
Z=0"(1-p),D(x) = jGaussiaﬁy,O,l)dy

In large sample limit,qy,~"half chi-2 distribution"(from

Cowan's lecture)
DA 11 1
f(q0]0) = ;0(‘1“) L ¢

y4 2 V2T \//(17

—qo/2

CDFofqy,  F(q0) = ‘1’(\/’%> p-value  p;=1- F(g]0)
So Z can be calculate 7 = o~1(1 - py) = V4o

the following three pages are copied from Cowan's

lecture.
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s/\b for expected discovery significance

For large s + b, n — x ~ Gaussian(u,0) , u=s+ b, o= V(s + b).

For observed value x_, ., p-value of s =0 1s Prob(x >x_, | s =0),:

obs’ obs

Lobs — b)
pp=1—
P0 ( \/B

Significance for rejecting s = 0 1s therefore

Lobs — b
Vb

Expected (median) significance assuming signal rate s 1s

Zo =011 —po) =

S

median[Zg|s + b] = =
Vb

G. Cowan iISTEP 2014, Beijing / Statistics for Particle Physics / Lecture 3 30



Better approximation for significance

Poisson likelihood for parameter s 1s

I(s) = &+ 'b)"e—(s+b) For now
o no nuisance
To test for discovery use profile likelithood ratio: R
—21In A(0) §>0, A
qo — A(S) - L(S,AO(AS))
0 §<0. L(5,0)

So the likelihood ratio statistic for testing s = 0 1s

L0 .
qgo = —2In LE@; = (n hl'[—)2 + b — n) for n > b. 0 otherwise

G. Cowan iISTEP 2014, Beijing / Statistics for Particle Physics / Lecture 3 31



Approximate Poisson significance (continued)

For sufficiently large s + b, (use Wilks’ theorem),

Z=\/2<nlnﬁ+b—n) for n > band Z = 0 otherwise.

b

To find median[Z]s], let n — s + b (1.e., the Asimov data set):

Za :\/2 ((s+b)ln<l+%) —s)

This reduces to s/Nb for s << b.

G. Cowan iISTEP 2014, Beijing / Statistics for Particle Physics / Lecture 3
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Zp = \/2 ((s+b)ln (1+
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back up
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Test statistic for discovery
Try to reject background-only (u = 0) hypothesis using

—21n A(0) >0
qo =
0 <0

Here data 1n critical region (high ¢g,) only when estimated
signal strength @ 1s positive.

Could also want two-sided critical region, e.g., if presence of
signal process could lead to suppression (and/or enhancement)
in number of events.

Note that even if physical models have u > 0, we allow @
to be negative. In large sample limit its distribution becomes
Gaussian, and this will allow us to write down simple

expressions for distributions of our test statistics.
G. Cowan iSTEP 2014, Beijing / Statistics for Particle Physics / Lecture 3 22
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p-value for discovery

Large g, means increasing incompatibility between the data
and hypothesis, therefore p-value for an observed g, 18

N
m=/ £(40]0) dgo
qd0,0bs
\

will get formula for this later

f(a |0)
j % cos From p-value get
equivalent significance,
p-value
/ Z=0711-p)
9
G. Cowan iISTEP 2014, Beijing / Statistics for Particle Physics / Lecture 3 23
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Expected (or median) significance / sensitivity

When planning the experiment, we want to quantify how sensitive
we are to a potential discovery, e.g., by given median significance
assuming some nonzero strength parameter u .

med|[q Iu’]
f(q ) o -

/ / o

%

So for p-value, need f(¢q,|0), for sensitivity, will need f{g,|u'),

G. Cowan ISTEP 2014, Beijing / Statistics for Particle Physics / Lecture 3 24
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