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abstract
• upper limit and exclusion
    (what I understand before)
• discovery and their significance
    (what we talked about last week ,a little confused)
• I won't talk about any RooStat code here
• we can skip some basic knowledge about probability 

and hypothesis test here
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upper limit
• upper limit means p(mu<mu_up)=0.95
• consider a poisson ditribution:b=4.5,n_obs=10,
what is the upper limit of s?
• we scan the value of mu and when the area on 

the right of the red line is 0.05,we can get the 
upper limit.



4

a simple method-PLR fit

• so when -lnλ(μ)=2,upper limit can be obtained
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general method
• Null hypo:mu=0,alternate hypo:mu=1
• probability of x given θ:f(x|θ)

• test statistic:                            if mu^hat>0

• parameters with one hat mean the best fit,
• mu is a variable and parameters with two 

hat is the best fit for a certain given mu 
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upper limit
• qobs is calculated from data,qexpect is the 

median of background-only hypothesis

• I  put Xiaohu's slides here......
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discovery
• if significance is 5 sigma or p-value <2.9e-7,a 

new particle is discovered---it is to say we have 
probability of 1-p to reject null hypo.

• test statistic:                          if mu^hat>0

• also parameters with one hat are the best fit and 
paramters with two hat is the best fit with mu=0

• so q0  is only decided by dataset x and f(x|μ,θ)
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if I am right...

• where is the line s+b in lower right plot 
from? 
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• anyway，we can calculate p-value as usual
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significance
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In large sample limit,q0~"half chi-2 distribution"(from 
Cowan's lecture)

CDF of q0                                p-value

So Z can be calculated :

the following three pages are copied from Cowan's 
lecture.
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• if 
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back up



18



19



20


