The ATLAS DataFlow System:
Present Implementation, Performance
and Future Evolution
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% This talk is focused on the Read Out System of the
ATLAS DataFlow.

< Itis not intended to be a complete and exhaustive
overview of the DataFlow and its performance.
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At full LHC Luminosity, the ATLAS detector can produce about
1.6 MB/event *40 MHz = 64 PB/s
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< Hardware based




The Rol

— The Level 1 Trigger elements (jet,
electromagnetic, muon candidate, etc.)
determine Regions of Interest (Rols) that seed
further trigger decisions

— Atypically Rol sizeis 0.1 Anp x 0.1 A¢
(larger for jets)
Based on coarse, fast information

— Identify Regions based on local areas of activity
at L1 and pass on to HLT
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The Level 2 Trigger

160 GB/s
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The

The ReadOut System (ROS) PC

Configures and controls the Robins

forwards them to the Robins

monitoring systems

Houses 1 to 5 Robin cards (typically 4 cards)

Reads data from the Robins and provides it to the
Second-Level Trigger and to the Event Builder

Receives clear requests for event fragments and

Interfaces to the operational and physics

Xilinx Virtex IT

opgegeagiee -

3 *64MB
SDRAM Data
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The 'Robm PCI card

Receives event fragments from sub-detector
spec1f1c front-end electromcs (RODs) via3
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Readout Performance

LAR Notice: small event size (800kB)
il ~2GB/s ROS — L2

Testing 10°! trigger menu with
simulated data uploaded into the
I NON

Request Rate per ROS PC (Hz)

ROS is designed to handle L2 request rates up to ~ 21 kHz per
Robin ( from 2-3 ROBst)

— In recent tests some “Hot” ROS PCs hit 30 kHz
—  The request rate depends on L2 threshold and algorithms

t Each Robin has 3 ROBs
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ROS PC Performance
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ROS Performance

ATLAS upgrade phases. ROS performance improvements
—TPhase 0 (until 2013) —Higher L2 request rate.
L~ 10%*cm 257! modified thresholds of the L2 trigger

additional bandwidth-demanding triggers.

e Inner detector full scan for b-physics
e C(Calorimeter full scan for missing ET

—Phase 1 (2013 2017) —Higher data rates due to increased
2 —1 1um1n081
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'ROS future scenarios




Improve PC

Current ROS hardware was procured in 2005 /2006.

Measurement using current generation hardware showing a gain in performance.

70,0 3 KHz EB 100 kHz L1 rate
3 ROLs per L2 request TCP/IP only

52,5

35,0

L2 request rate (kHz)
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Current ROS

In the current configuration

—Data from the detector are
collected in the Robin

PCI buses

—Both data requests and clears
are routed via the NIC and
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Switch-based ROS

In the switch-based ROS

— Data from the detector are
collected in the Robin

PCI buses

— (Clears are routed via the NIC
and the PCI bus

sts from and data to L.2

- Detector Data

— Reque
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Switch-based ROS

— A L2/EB + ROS slice has been set-up

— The production software has been
modified to adapt to the new € n
architecture

PCI buses
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Conclusions

The Dataflow system is being operated in running condition stably since
last year

Based on today’s understanding of the ATLAS TDAQ (HLT rejection factor
and algorithms) as well as the planned upgrades of ATLAS and LHC the
current ROS architecture fulfills the requirements of phase 0 & 1 of ATLAS

On the other hand enhancing ROS requests rate would also allow to run
more demanding algorithm for interesting Physics (B-Physics, Et-miss, ..)
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