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The Standard Model Motivation

Figure 2.1: The Standard Model

2.1 Introduction to the Standard Model

The Standard Model is a particle physics theory that was developed throughout the

latter half of the 20th century. It is a unified description of all the interactions of the

known fundamental particles (except gravity). The structure of the SM is shown in

Figure. 2.1 [1]. It contains three generations of quarks (purple), three generations

of leptons (green), four gauge bosons (red) and the newly discovered Higgs boson.

The fundamental particles in the table are mathematically represented by the states

of quantized fields. The SM is a quantum field theory which obeys the SUp3q ˆ
SUp2qL ˆ Up1q gauge symmetry. Electromagnetism mediated by photons is a gauge

theory under U(1) transformations. In this case the gauge transformations are local

complex phase transformations of the fields of charged particles, and gauge invari-

ance necessitates the introduction of a massless vector (spin-1) particle (the photon),

whose exchange mediates the electromagnetic interactions.

Guided by the gauge theory of electrodynamics, attempts were made to construct
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Where each symbol is defined as following:

• Wµ is the three-component SUp2qL gauge field.

• Wµ⌫ is the field tensor made by Wµ, defined as BµW⌫ ´B⌫Wµ `ig

2

1

2

pWµW⌫ ´
WµW⌫q

• Bµ is the boson field corresponding to the Up1q symmetry.

• L, L̄, R,R̄ represent the left/right handed isospin doublets and their hermitian

conjugates.

• YW is the weak hyper charge generated by the Up1q group.

• � is the Higgs field.

The non-abelian nature of the SUp2q group , i.e. the feature that the term WµW⌫ ´
WµW⌫ does not vanish, gives terms involving three gauge boson vectors or four

gauge boson vectors from ´1

4

Wµ⌫ ¨ Wµ⌫ .
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This paper presents a measurement of the WþW" production cross section in pp collisions atffiffiffi
s

p ¼ 7 TeV. The leptonic decay channels are analyzed using data corresponding to an integrated

luminosity of 4:6 fb"1 collected with the ATLAS detector at the Large Hadron Collider. The WþW"

production cross section !ðpp ! WþW" þ XÞ is measured to be 51:9& 2:0ðstatÞ & 3:9ðsystÞ &
2:0ðlumiÞ pb, compatible with the Standard Model prediction of 44:7þ2:1

"1:9 pb. A measurement of the

normalized fiducial cross section as a function of the leading lepton transverse momentum is also

presented. The reconstructed transverse momentum distribution of the leading lepton is used to extract

limits on anomalous WWZ and WW" couplings.

DOI: 10.1103/PhysRevD.87.112001 PACS numbers: 14.70.Fm, 12.60.Cn, 13.85.Fb, 13.38.Be

I. INTRODUCTION

Measurements of vector boson pair production at parti-
cle colliders provide important tests of the electroweak
sector of the Standard Model (SM). Deviations of the
production cross section or of kinematic distributions
from their SM predictions could arise from anomalous
triple gauge boson interactions [1] or from new particles
decaying into vector bosons [2]. Vector boson pair produc-
tion at the Large Hadron Collider (LHC) [3] also represents
an important source of background to Higgs boson pro-
duction [4] and to searches for physics beyond the SM.

This paper describes a measurement of the WþW"

(hereafter WW) inclusive and differential production cross
sections and limits on anomalous WWZ and WW" triple
gauge couplings (TGCs) in purely leptonic decay channels
WW ! ‘#‘0#0 with ‘, ‘0 ¼ e, $. WW ! %#‘# and
WW ! %#%# processes with % leptons decaying into elec-
trons or muons with additional neutrinos are also included.
Three final states are considered based on the lepton flavor,
namely, ee, $$, and e$. Leading-order (LO) Feynman
diagrams forWW production at the LHC include s-channel
production with either a Z boson or a virtual photon as the
mediating particle or u- and t-channel quark exchange. The
s- and t-channel diagrams are shown in Fig. 1. Gluon-
gluon fusion processes involving box diagrams contribute
about 3% to the total cross section. The SM cross section
for WW production in pp collisions at

ffiffiffi
s

p ¼ 7 TeV is
predicted at next-to-leading order (NLO) to be
44:7þ2:1

"1:9 pb. The calculation of the total cross section is
performed using MCFM [5] with the CT10 [6] parton

distribution functions (PDFs). An uncertainty of þ4:8%
"4:2% is

evaluated based on the variation of renormalization ($R)
and factorization ($F) scales by a factor of two (þ3:6%

"2:5% )
and CT10 PDF uncertainties derived from the eigenvector
error sets as described in Ref. [7] (þ3:1%

"3:4% ) added in quad-
rature. The contribution from SM Higgs production [4]
with the Higgs boson decaying into a pair of W bosons
(H ! WW) depends on the mass of the Higgs boson (mH).
FormH ¼ 126 GeV, the SMWW production cross section
would be increased by 3%. Contributions from vector
boson fusion (VBF) and double parton scattering (DPS)
[8] processes are found to be less than 0.1%. The processes
involving the SM Higgs boson, VBF and DPS are not
included neither in the WW cross-section predictions, nor
in deriving the corrected measured cross sections. Events
containing two W bosons from top-quark pair production
and single top-quark production are explicitly excluded
from the signal definition, and are treated as background
contributions.
The s-channel diagram contains the WWZ and WW"

couplings. The SM predicts that these couplings are
gWWZ ¼ "e cot&W and gWW" ¼ "e, where e is related
to the fine-structure constant 'ð¼ e2=4(Þ and &W is the

FIG. 1 (color online). SM LO Feynman diagrams for WW
production through the q !q initial state at the LHC for (a) the
s channel and (b) the t-channel. The s-channel diagram contains
the WWZ and WW" TGC vertices.

*Full author list given at the end of the article.

Published by the American Physical Society under the terms of
the Creative Commons Attribution 3.0 License. Further distri-
bution of this work must maintain attribution to the author(s) and
the published article’s title, journal citation, and DOI.
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not	
  in	
  the	
  plot:	
  
same	
  sign	
  WW



MotivationProbing TGC/QGC at the LHC

Conclusion	
  
We	
  need	
  to	
  perform	
  QGC	
  analyses	
  (triboson	
  and	
  VBS)	
  at	
  the	
  LHC	
  	
  
to	
  better	
  understand	
  dim-­‐8	
  operators	
  !

•From	
  previous	
  slides:	
  TGCs	
  are	
  well-­‐understood	
  experimentally.	
  QGCs	
  rarely	
  studied.	
  
•EFT	
  point	
  of	
  view:	
  exchange	
  of	
  heavy	
  bosons	
  (X)	
  -­‐>	
  tree	
  level	
  contribution	
  through	
  dim-­‐8	
  operators	
  
	
  	
  -­‐>	
  one	
  loop	
  level	
  through	
  dim-­‐6	
  operators.

Measurement ofWþW" production in pp collisions at
ffiffiffi
s

p ¼ 7 TeV with the ATLAS detector
and limits on anomalousWWZ andWW! couplings

G. Aad et al.*
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This paper presents a measurement of the WþW" production cross section in pp collisions atffiffiffi
s

p ¼ 7 TeV. The leptonic decay channels are analyzed using data corresponding to an integrated

luminosity of 4:6 fb"1 collected with the ATLAS detector at the Large Hadron Collider. The WþW"

production cross section !ðpp ! WþW" þ XÞ is measured to be 51:9& 2:0ðstatÞ & 3:9ðsystÞ &
2:0ðlumiÞ pb, compatible with the Standard Model prediction of 44:7þ2:1

"1:9 pb. A measurement of the

normalized fiducial cross section as a function of the leading lepton transverse momentum is also

presented. The reconstructed transverse momentum distribution of the leading lepton is used to extract

limits on anomalous WWZ and WW" couplings.

DOI: 10.1103/PhysRevD.87.112001 PACS numbers: 14.70.Fm, 12.60.Cn, 13.85.Fb, 13.38.Be

I. INTRODUCTION

Measurements of vector boson pair production at parti-
cle colliders provide important tests of the electroweak
sector of the Standard Model (SM). Deviations of the
production cross section or of kinematic distributions
from their SM predictions could arise from anomalous
triple gauge boson interactions [1] or from new particles
decaying into vector bosons [2]. Vector boson pair produc-
tion at the Large Hadron Collider (LHC) [3] also represents
an important source of background to Higgs boson pro-
duction [4] and to searches for physics beyond the SM.

This paper describes a measurement of the WþW"

(hereafter WW) inclusive and differential production cross
sections and limits on anomalous WWZ and WW" triple
gauge couplings (TGCs) in purely leptonic decay channels
WW ! ‘#‘0#0 with ‘, ‘0 ¼ e, $. WW ! %#‘# and
WW ! %#%# processes with % leptons decaying into elec-
trons or muons with additional neutrinos are also included.
Three final states are considered based on the lepton flavor,
namely, ee, $$, and e$. Leading-order (LO) Feynman
diagrams forWW production at the LHC include s-channel
production with either a Z boson or a virtual photon as the
mediating particle or u- and t-channel quark exchange. The
s- and t-channel diagrams are shown in Fig. 1. Gluon-
gluon fusion processes involving box diagrams contribute
about 3% to the total cross section. The SM cross section
for WW production in pp collisions at

ffiffiffi
s

p ¼ 7 TeV is
predicted at next-to-leading order (NLO) to be
44:7þ2:1

"1:9 pb. The calculation of the total cross section is
performed using MCFM [5] with the CT10 [6] parton

distribution functions (PDFs). An uncertainty of þ4:8%
"4:2% is

evaluated based on the variation of renormalization ($R)
and factorization ($F) scales by a factor of two (þ3:6%

"2:5% )
and CT10 PDF uncertainties derived from the eigenvector
error sets as described in Ref. [7] (þ3:1%

"3:4% ) added in quad-
rature. The contribution from SM Higgs production [4]
with the Higgs boson decaying into a pair of W bosons
(H ! WW) depends on the mass of the Higgs boson (mH).
FormH ¼ 126 GeV, the SMWW production cross section
would be increased by 3%. Contributions from vector
boson fusion (VBF) and double parton scattering (DPS)
[8] processes are found to be less than 0.1%. The processes
involving the SM Higgs boson, VBF and DPS are not
included neither in the WW cross-section predictions, nor
in deriving the corrected measured cross sections. Events
containing two W bosons from top-quark pair production
and single top-quark production are explicitly excluded
from the signal definition, and are treated as background
contributions.
The s-channel diagram contains the WWZ and WW"

couplings. The SM predicts that these couplings are
gWWZ ¼ "e cot&W and gWW" ¼ "e, where e is related
to the fine-structure constant 'ð¼ e2=4(Þ and &W is the

FIG. 1 (color online). SM LO Feynman diagrams for WW
production through the q !q initial state at the LHC for (a) the
s channel and (b) the t-channel. The s-channel diagram contains
the WWZ and WW" TGC vertices.

*Full author list given at the end of the article.
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Figure 4: Left: Invariant mass distribution of the photon pair for pp � W+�� + X �
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and the cuts of Eqs. (3.3, 3.4). Right: K-factor as defined in Eq. (3.6).

size of the di↵erent parts of the NLO calculation. As for the relative size of the NLO
terms, the real emission contributions dominate and are even larger than the LO terms plus
virtual terms proportional to the Born amplitude. Non-trivial virtual contributions, namely
the interference of the Born amplitude with virtual-box and virtual-pentagon contributions,
represent less than 1% of the total result and their scale dependence is basically flat.

3.3 Di�erential cross sections

Our numerical results show that the NLO corrections have a strong dependence on the phase
space region under investigation. As a consequence, a simple rescaling of the LO results
with a constant K-factor is not allowed. As practical examples, we plot several di↵erential
distributions at LO and NLO together with the associated K-factor, defined as

K =
d�NLO/dx

d�LO/dx
, (3.6)

where x denotes the considered observable. We usually show only one of the W+�� and
W ��� distributions in the following since they share similar behaviors. Also, we include in
all figures the results with an additional jet veto cut, requiring pTj < 50 GeV.

In Fig. 4, we show the di↵erential cross section as a function of the invariant mass of the
photon pair, M�� for W+�� production. The corresponding K-factors lie between 2.5 and
3.5 in most of the phase space region.

In Fig. 5 (6), we show the transverse momentum distribution of the harder(softer) photon
pT�,max(pT�,min) in W+�� production. The K-factor is almost constant in the case of the
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Figure 2.6: K factor as a function of the invariant mass of the di-photon system.
Vetoed calculation veto events with an additional hadronic jet with Pt ° 50GeV [2]

the ´

1
4
Wµ⌫ ¨ Wµ⌫ Lagrangian term. The W�� process is directly sensitive to the

WW�� vertex of the SM which may be enhanced (receive anomalous contributions)

from new physics beyond the SM. These anomalous quartic gauge couplings (aQGCs)

enhance the W�� production cross-section and alter the kinematics of the final state

system. The measured results from these two channels can also be used to extract

limits on corresponding anomalous coupling parameters as a probe for new physics

beyond the SM.

The residual e↵ects of new physics may be described using an e↵ective lagrangian

approach, in which terms equivalent to aQGCs may parametrize the low energy

e↵ects of the unknown new physics at yet un-probed energy scales. The e↵ective

Lagrangian is generally expressed as:

L “ LSM `

f6

⇤2
O6 `

f8

⇤4
O8 ` Op

1

⇤10
q (2.2)
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Why Wγγ? Motivation

• WWγγ	
  contributes	
  to	
  this	
  final	
  state.	
  
• Large	
  rate	
  compared	
  to	
  other	
  VVV	
  processes.	
  
—>	
  Promising	
  first	
  observation	
  of	
  VVV	
  production!	
  
•Important	
  background	
  to	
  searches.	
  

•e.g.WH(γγ),	
  SUSY	
  searches	
  with	
  diphoton+MET.	
  
•Large	
  K-­‐factor.

VBFNLO

QGC
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WW�� vertex of the SM which may be enhanced (receive anomalous contributions)

from new physics beyond the SM. These anomalous quartic gauge couplings (aQGCs)

enhance the W�� production cross-section and alter the kinematics of the final state

system. The measured results from these two channels can also be used to extract

limits on corresponding anomalous coupling parameters as a probe for new physics

beyond the SM.

The residual e↵ects of new physics may be described using an e↵ective lagrangian

approach, in which terms equivalent to aQGCs may parametrize the low energy

e↵ects of the unknown new physics at yet un-probed energy scales. The e↵ective
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Why Wγγ? Motivation

3

Figure 2.5: Main contributions to the W�� final state. In general, the final state
photons can come from: the final state radiation, the initial state radiation, the
fragmentation of an initial state quark or gluon, a TGC vertex or a QGC vertex. [1]

is WWZ� and WW��. The advantage of a VBS final state is that the scattered

final-state quarks carry significant transverse momentum and are detected as very

forward/backward jets in the detector which can be used as a handle to suppress

QCD backgrounds.

‚ aQGC contributions to W�� production and W� VBS.

In the SM, the form and strength of the self-interactions of the boson fields are spec-

ified by the SUp2q ˆ Up1q gauge invariant form of the electroweak sector, through

17

Isolating	
  	
  
QGC-­‐only	
  
contribution	
  is	
  
not	
  possible	
  
due	
  to	
  
interferences	
  	
  

ISR+ISR

FSR+FSR

ISR+FSR

I(F)SR+TGC

TGC+TGC

QGCVBFNLO

Destructive	
  
interference	
  
at	
  LO

• WWγγ	
  contributes	
  to	
  this	
  final	
  state.	
  
• Large	
  rate	
  compared	
  to	
  other	
  VVV	
  processes.	
  
—>	
  Promising	
  first	
  observation	
  of	
  VVV	
  production!	
  
•Important	
  background	
  to	
  searches.	
  

•e.g.WH(γγ),	
  SUSY	
  searches	
  with	
  diphoton+MET.	
  
•Large	
  K-­‐factor.
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The ATLAS detector ATLAS

Figure 3.4: The ATLAS detector

The ID is composed of three sub-detectors immersed in a solenoidal magnetic field

of 2 T parallel to the beam axis. A schematic drawing of the ID is presented in

Figure 3.5. The sub-detectors are arranged as cylindrical layers in the central re-

gion (barrels), and disk or wheel like structures in the forward and backward regions

(end-caps). Moving from the center to outside of the barrel detector, there are three

layers of silicon pixel sensors (PIX), four layers of silicon strip detectors (SCT) and

a straw tube tracker (TRT). The PIX and SCT are based on silicon semiconductor

technology while the TRT is a gaseous detector. In total the ID extends 6.2 m in

length, 2.1 m in diameter and covers a pseudo-rapidity range of |⌘| † 2.5. After

alignment of the ID components, a transverse impact parameter resolution of 22 µm

and a relative transverse momentum resolution �p
T

{pT “ 4.83 ˆ 10´4GeV ´1
ˆ pT

31



Particle detection with The ATLAS detector ATLASThe ATLAS detector concept 



The ATLAS EM calorimeter ATLAS
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Figure 3.7: The Electromagnetic calorimeter in the ATLAS detector

clusters are wide at this point and the cell size can be doubled in the ⌘ direction with-

out loss of resolution. The EM calorimeters cover the pseudo-rapidity range |⌘| † 3.2.

The Tile calorimeters and the LAr Hadronic end-cap calorimeter are designed to

measure the energy of hadrons. A range of |⌘| † 1.7 is covered by the Tile calorimeter

that is separated into a barrel and two extended barrel cylinders. In the end-caps,

1.5 † |⌘| † 3.2, a copper and liquid argon detector with parallel plates, similar to

the electro-magnetic calorimeter, is employed due to its better radiation tolerance.

The LAr forward calorimeters provide both electromagnetic and hadronic energy

measurements and extend the pseudo-rapidity coverage to |⌘|= 4.9. The energy

36
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Wγγ Analysis Overview wγγ

•Analysis	
  goal:	
  Fiducial	
  Cross	
  Section	
  Measurements	
  +	
  aQGC	
  limits.	
  

• Signature	
  :	
  1	
  lepton+	
  MET	
  +	
  2	
  isolated	
  photons.	
  	
  
• Inclusive	
  (>=	
  0	
  jets)	
  and	
  Exclusive	
  (==0	
  jet	
  )	
  measurements.	
  



Wγγ Event selection wγγ

transverse momenta of the electron and two photons system (ptot
T

).
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Figure 1.1: Invariant mass of electron and leading photon (a), electron and sub-
leading photon (b), electron and two photons (c), and total vector sum of transverse
momentum of electron and two photons (d).

Cut on this discriminating variable has been optimized in order to obtain the

maximum background rejection with the lowest possible signal loss. To this

purpose, the S{

?

S ` B – where S and B represent the expected signal and
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Require	
  	
  
Pt(lγγ)	
  >	
  30GeV

• Specialized	
  triggers	
  (three	
  objects)	
  extend	
  
lepton	
  Pt	
  range	
  (25	
  GeV—>20	
  GeV).	
  

• Kinematic	
  cuts.	
  
• 1	
  lepton	
  with	
  pt	
  >	
  20	
  GeV.	
  
• 	
  MET	
  >	
  25	
  GeV.	
  
• 	
  Transverse	
  mass	
  of	
  W	
  >	
  40	
  GeV.	
  
• 	
  Two	
  isolated	
  photons	
  with	
  Pt	
  >	
  20	
  GeV.	
  
• 	
  Jet	
  Pt	
  >	
  30	
  GeV.	
  

• Zγ	
  background	
  suppression	
  in	
  the	
  electron	
  
channel.	
  (electron	
  faking	
  a	
  photon)—
M(lγ),M(lγγ)	
  and	
  Pt(lγγ).	
  
• Pt(lγγ)	
  shows	
  the	
  balance	
  of	
  the	
  system	
  
of	
  selected	
  objects.

Pt(lγγ)	
  



W(eν)γγ event in ATLAS wγγ

5.3 W�� Signal Extraction

5.3.1 Candidate events

With the requirements described in the previous section applied, 47(15) pp Ñ W pe⌫q��

candidates were found with the inclusive (exclusive) selection. Exclusive events are

defined to be those with no central (|⌘| † 4.4) jets with ET ° 30 GeV. An event

display of one of the selected candidates is shown in Figure 5.3.1.

Figure 5.3: An event display of selected W pe⌫q�� candidate. Photons are yellow,
electrons are green and their electromagnetic showers are in red in the plot. Missing
transverse energy is shown as red line. The left plot is a x-y plane cross section
view, the upright plot is a log plot in ⌘-� space with the pT shown in z coordinate.
The lower right is a plot of the cross section view across the center of the detector,
parallel to the beam line (⌘ ´ z plane).
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Wγγ Background components

Processes Fake	
  signature Baseline	
  Method

Wγ+jets,W+jets,	
  
Zγ+jets(missing	
  one	
  lep	
  in	
  reco) jet	
  faking	
  γ

• 2D	
  isola^on	
  template	
  fit	
  
(Data-­‐Driven)	
  

QCD	
  (γ+jets,γγ+jets) jet	
  faking	
  lepton • 2D	
  sideband	
  (ABCD	
  method)	
  
(Data-­‐Driven)

Zγ+jets lep	
  faking	
  γ
• Highly	
  suppressed	
  by	
  

Pt(lγγ),M(lγγ),M(lγ)cuts	
  
• Es^mated	
  from	
  sherpa	
  MC

Wγγ
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clusters are wide at this point and the cell size can be doubled in the ⌘ direction with-

out loss of resolution. The EM calorimeters cover the pseudo-rapidity range |⌘| † 3.2.

The Tile calorimeters and the LAr Hadronic end-cap calorimeter are designed to

measure the energy of hadrons. A range of |⌘| † 1.7 is covered by the Tile calorimeter

that is separated into a barrel and two extended barrel cylinders. In the end-caps,

1.5 † |⌘| † 3.2, a copper and liquid argon detector with parallel plates, similar to

the electro-magnetic calorimeter, is employed due to its better radiation tolerance.

The LAr forward calorimeters provide both electromagnetic and hadronic energy

measurements and extend the pseudo-rapidity coverage to |⌘|= 4.9. The energy
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3 categories: γj,jγ,jj (sorted by 
Pt). 

Idea :  
isolation templates for real γ 
from MC and for jets from 
control regions in data.

2D template fit for jet->γ Wγγ

Once the fit is performed, by multiplying the obtained yields and the inte-

gral of the di↵erent PDFs in the region where both photons are isolated, one

can extract the number of events of each category of events in the signal region.

The photon isolation PDFs F
�,1

and F

�,2

are determined by using W�� Monte

Carlo. The events of the signal sample passing all the analysis selection except

the E

iso

T

requirement are considered in the fit. The E

iso

T

distribution is found

to be well described by a Crystal-Ball line-shape [11], as shown in Figure ??

for the inclusive case (markers correspond to the W�� MC events).
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Figure 1.3: The E iso

T

distribution for the leading (left) and subleading (right) pho-
ton from simulated W�� events selected using the inclusive selection and the photon
isolation PDFs F

�,1

and F

�,2

The jet isolation PDFs F
j,1

and F

j,2

are determined from data control regions,

enriched with events where a jet fakes a photon. In these regions, a definition

of a background event, a NON-TIGHT (˜T) is required as introduced in ??.

The E

iso

T

distributions that describe �j and j� events are modeled by a single

Novosibirsk function in the electron channel. The E

iso

T

distributions for both

samples are shown in Figure ?? together with the corresponding isolation PDF
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and their parameters as determined from the fit to the data for the inclusive

selection. The same is shown for the exclusive selection in Figure ??.

inclusive selection
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(b)

Figure 1.4: The jet E iso

T

distribution for the leading (left) and subleading (right)
photon candidate extracted from the data using the inclusive selection in the muon
(a,b) and electron (c,d) channels and the resulting jet isolation PDFs F

b,1

and F

b,2

.

Finally, the two-dimensional jj PDF is derived from data using the ˜

T

˜

T sample,

i.e. both photon candidates are required to be NON-TIGHT. This control region

contains 9 events. Given the limited statistics available, the two-dimensional

E

iso

T

distribution is smoothed using an adaptive kernel estimate technique im-

plemented in the RooFit framework [12]. The two-dimensional E iso

T

distribution

and the resulting smoothed PDF are shown in Figure ??. E↵ects of small leak-

age of signal events into the control regions are estimated by MC predictions.

The results of the final two-dimensional fit for the inclusive case are shown

in Table ??. The event yields after extrapolating to the signal region are

provided as well. Projections of the resulting two-dimensional E iso

T

distributions

on the transverse isolation energies of the two photon candidates are show in

Figure ??.

The uncertainties on the fit parameters are calculated using MINOS. MINOS is

part of the MINUIT software package [13] and estimates the uncertainties for pa-
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(b)

Figure 1.5: The two-dimensional E iso

T

distribution for the jj-PDF selected using the
inclusive selection. Left: iso distribution in the ˜

T

˜

T sample. Right: Corresponding
smoothed PDF F

jj

.

Electron Channel (incl.)

category yield yield in signal region

�� 41 ˘ 10 34 ˘ 8
�j 20 ˘ 8 8 ˘ 3
j� 21 ˘ 8 6 ˘ 2
jj 5 ˘ 9 1 ˘ 2

Table 1.1: Results of the 2D fit method using the inclusive selection. For each
category the result of the fit and the event yield is given. The uncertainties are
statistical only. Details on how the statistical uncertainties are obtained can be
found in Section ??.

rameter x by finding the points in the parameter space at which the likelihood

changes by 0.5. In each iteration the parameter x is kept fixed and all other

parameters are minizimed before the likelihood is evalualte. The results from

MINOS are validated with running pseudo-experiments. The pseudo-experiment

procedure allows to study the biases due to limited statistics, and to verify the

implementation of the fit procedure.

As a first step, pseudo-data is generated according to the nominal parameteri-

zation of the isolation distributions, provided in Equation ??, with the param-

eters set to the values obtained from the fit on data, and fluctuated according
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2D function: 
W*F (total)= 
Wγγ*Fγ1Fγ2+Wγj*Fγ1Fj2+
Wjγ*Fj1Fγ2+Wjj*Fjj 

W’s : normalizations 
determined with a maximum 
likelihood fit.

2D template fit for jet->γ Wγγ

Once the fit is performed, by multiplying the obtained yields and the inte-

gral of the di↵erent PDFs in the region where both photons are isolated, one

can extract the number of events of each category of events in the signal region.

The photon isolation PDFs F
�,1

and F

�,2

are determined by using W�� Monte

Carlo. The events of the signal sample passing all the analysis selection except

the E

iso

T

requirement are considered in the fit. The E

iso

T

distribution is found

to be well described by a Crystal-Ball line-shape [11], as shown in Figure ??

for the inclusive case (markers correspond to the W�� MC events).
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(b)

Figure 1.3: The E iso

T

distribution for the leading (left) and subleading (right) pho-
ton from simulated W�� events selected using the inclusive selection and the photon
isolation PDFs F

�,1

and F

�,2

The jet isolation PDFs F
j,1

and F

j,2

are determined from data control regions,

enriched with events where a jet fakes a photon. In these regions, a definition

of a background event, a NON-TIGHT (˜T) is required as introduced in ??.

The E

iso

T

distributions that describe �j and j� events are modeled by a single

Novosibirsk function in the electron channel. The E

iso

T

distributions for both

samples are shown in Figure ?? together with the corresponding isolation PDF
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and their parameters as determined from the fit to the data for the inclusive

selection. The same is shown for the exclusive selection in Figure ??.

inclusive selection
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(b)

Figure 1.4: The jet E iso

T

distribution for the leading (left) and subleading (right)
photon candidate extracted from the data using the inclusive selection in the muon
(a,b) and electron (c,d) channels and the resulting jet isolation PDFs F

b,1

and F

b,2

.

Finally, the two-dimensional jj PDF is derived from data using the ˜

T

˜

T sample,

i.e. both photon candidates are required to be NON-TIGHT. This control region

contains 9 events. Given the limited statistics available, the two-dimensional

E

iso

T

distribution is smoothed using an adaptive kernel estimate technique im-

plemented in the RooFit framework [12]. The two-dimensional E iso

T

distribution

and the resulting smoothed PDF are shown in Figure ??. E↵ects of small leak-

age of signal events into the control regions are estimated by MC predictions.

The results of the final two-dimensional fit for the inclusive case are shown

in Table ??. The event yields after extrapolating to the signal region are

provided as well. Projections of the resulting two-dimensional E iso

T

distributions

on the transverse isolation energies of the two photon candidates are show in

Figure ??.

The uncertainties on the fit parameters are calculated using MINOS. MINOS is

part of the MINUIT software package [13] and estimates the uncertainties for pa-
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(b)

Figure 1.5: The two-dimensional E iso

T

distribution for the jj-PDF selected using the
inclusive selection. Left: iso distribution in the ˜

T

˜

T sample. Right: Corresponding
smoothed PDF F

jj

.

Electron Channel (incl.)

category yield yield in signal region

�� 41 ˘ 10 34 ˘ 8
�j 20 ˘ 8 8 ˘ 3
j� 21 ˘ 8 6 ˘ 2
jj 5 ˘ 9 1 ˘ 2

Table 1.1: Results of the 2D fit method using the inclusive selection. For each
category the result of the fit and the event yield is given. The uncertainties are
statistical only. Details on how the statistical uncertainties are obtained can be
found in Section ??.

rameter x by finding the points in the parameter space at which the likelihood

changes by 0.5. In each iteration the parameter x is kept fixed and all other

parameters are minizimed before the likelihood is evalualte. The results from

MINOS are validated with running pseudo-experiments. The pseudo-experiment

procedure allows to study the biases due to limited statistics, and to verify the

implementation of the fit procedure.

As a first step, pseudo-data is generated according to the nominal parameteri-

zation of the isolation distributions, provided in Equation ??, with the param-

eters set to the values obtained from the fit on data, and fluctuated according
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Figure 1.6: Projection of the two-dimensional isolation distributions on the trans-
verse isolation energy of the leading (left) and subleading (right) photon candidate.
The black line shows the result of the fit and the colored lines show the di↵erent
components.

to a Poisson probability density function.

Each of these pseudo-datasets is fitted with the same procedure and the event

yields with their corresponding uncertainties are extracted. In addition the

pull p
N

for each event yield N is computed. It is defined as:

p

N

“

N

pe

´ N

g

�

pe

(1.5)

where N
g

is the value used in the generation of pseudo-experiment and N

pe

˘�

pe

is the fit result obtained. The pulls are expected to be distributed as a standard

Gaussian with mean value equal to zero and width equal to one, provided that

the uncertainty �

pe

is correctly estimated. Any deviation from the standard

Gaussian pull distribution is taken as an additional uncertainty. If the mean

of the pull distribution is shifted from zero, the resulting uncertainty �

bias

is

calculated as

�

bias

“ µ

pull

ˆ �

fit

, (1.6)

where µ

pull

is the mean of the pull distribution and �

fit

is the uncertainty of

the fit as given by MINOS. If the width of the pull distribution is di↵erent from
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Results !

2D template fit for jet->γ Wγγ

Once the fit is performed, by multiplying the obtained yields and the inte-

gral of the di↵erent PDFs in the region where both photons are isolated, one

can extract the number of events of each category of events in the signal region.

The photon isolation PDFs F
�,1

and F

�,2

are determined by using W�� Monte

Carlo. The events of the signal sample passing all the analysis selection except

the E

iso

T

requirement are considered in the fit. The E

iso

T

distribution is found

to be well described by a Crystal-Ball line-shape [11], as shown in Figure ??

for the inclusive case (markers correspond to the W�� MC events).
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Figure 1.3: The E iso

T

distribution for the leading (left) and subleading (right) pho-
ton from simulated W�� events selected using the inclusive selection and the photon
isolation PDFs F

�,1

and F

�,2

The jet isolation PDFs F
j,1

and F

j,2

are determined from data control regions,

enriched with events where a jet fakes a photon. In these regions, a definition

of a background event, a NON-TIGHT (˜T) is required as introduced in ??.

The E

iso

T

distributions that describe �j and j� events are modeled by a single

Novosibirsk function in the electron channel. The E

iso

T

distributions for both

samples are shown in Figure ?? together with the corresponding isolation PDF

15

and their parameters as determined from the fit to the data for the inclusive

selection. The same is shown for the exclusive selection in Figure ??.

inclusive selection
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(b)

Figure 1.4: The jet E iso

T

distribution for the leading (left) and subleading (right)
photon candidate extracted from the data using the inclusive selection in the muon
(a,b) and electron (c,d) channels and the resulting jet isolation PDFs F

b,1

and F

b,2

.

Finally, the two-dimensional jj PDF is derived from data using the ˜

T

˜

T sample,

i.e. both photon candidates are required to be NON-TIGHT. This control region

contains 9 events. Given the limited statistics available, the two-dimensional

E

iso

T

distribution is smoothed using an adaptive kernel estimate technique im-

plemented in the RooFit framework [12]. The two-dimensional E iso

T

distribution

and the resulting smoothed PDF are shown in Figure ??. E↵ects of small leak-

age of signal events into the control regions are estimated by MC predictions.

The results of the final two-dimensional fit for the inclusive case are shown

in Table ??. The event yields after extrapolating to the signal region are

provided as well. Projections of the resulting two-dimensional E iso

T

distributions

on the transverse isolation energies of the two photon candidates are show in

Figure ??.

The uncertainties on the fit parameters are calculated using MINOS. MINOS is

part of the MINUIT software package [13] and estimates the uncertainties for pa-
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(b)

Figure 1.5: The two-dimensional E iso

T

distribution for the jj-PDF selected using the
inclusive selection. Left: iso distribution in the ˜

T

˜

T sample. Right: Corresponding
smoothed PDF F

jj

.

Electron Channel (incl.)

category yield yield in signal region

�� 41 ˘ 10 34 ˘ 8
�j 20 ˘ 8 8 ˘ 3
j� 21 ˘ 8 6 ˘ 2
jj 5 ˘ 9 1 ˘ 2

Table 1.1: Results of the 2D fit method using the inclusive selection. For each
category the result of the fit and the event yield is given. The uncertainties are
statistical only. Details on how the statistical uncertainties are obtained can be
found in Section ??.

rameter x by finding the points in the parameter space at which the likelihood

changes by 0.5. In each iteration the parameter x is kept fixed and all other

parameters are minizimed before the likelihood is evalualte. The results from

MINOS are validated with running pseudo-experiments. The pseudo-experiment

procedure allows to study the biases due to limited statistics, and to verify the

implementation of the fit procedure.

As a first step, pseudo-data is generated according to the nominal parameteri-

zation of the isolation distributions, provided in Equation ??, with the param-

eters set to the values obtained from the fit on data, and fluctuated according
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Figure 1.6: Projection of the two-dimensional isolation distributions on the trans-
verse isolation energy of the leading (left) and subleading (right) photon candidate.
The black line shows the result of the fit and the colored lines show the di↵erent
components.

to a Poisson probability density function.

Each of these pseudo-datasets is fitted with the same procedure and the event

yields with their corresponding uncertainties are extracted. In addition the

pull p
N

for each event yield N is computed. It is defined as:

p

N

“

N

pe

´ N

g

�

pe

(1.5)

where N
g

is the value used in the generation of pseudo-experiment and N

pe

˘�

pe

is the fit result obtained. The pulls are expected to be distributed as a standard

Gaussian with mean value equal to zero and width equal to one, provided that

the uncertainty �

pe

is correctly estimated. Any deviation from the standard

Gaussian pull distribution is taken as an additional uncertainty. If the mean

of the pull distribution is shifted from zero, the resulting uncertainty �

bias

is

calculated as

�

bias

“ µ

pull

ˆ �

fit

, (1.6)

where µ

pull

is the mean of the pull distribution and �

fit

is the uncertainty of

the fit as given by MINOS. If the width of the pull distribution is di↵erent from
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4 Wγγ Signal Extraction386

4.1 Candidate events387

After the Wγγ analysis selection described in the previous Section is applied, 47 and 110 events are388

found in the inclusive channel, in the electron and muon channel respectively. Instead, in the exclusive389

channel, 15 and 53 events are selected from the full dataset in the electron and muon channels respec-390

tively. The large difference in yields between the two channels is mainly due to the different selection,391

which includes tighter cuts for reducing Drell-Yan background from electron–photon misidentification392

in the electron channel.393

4.2 Background estimation394

4.2.1 QCD fake photon395

The most significant background arises from events containing one real charged lepton and missing trans-396

verse energy accompanied by one real and one misidentified photon, or in rarer cases two misidentified397

photons. This is referred to as the fake photon background and is estimated from data, since quarks398

and gluons fragmentation is badly described by MC simulation. The baseline method used in both the399

electron and muon channels uses fits to the two-dimensional distribution of the photon isolation, as used400

in the di-photon cross-section measurement [22]. The method, its validation and detailed results can be401

found in Appendix C.402

In the electron channel in the exclusive case the limited statistics in the control regions does not allow403

the use of the two dimensional photon isolation fit. In that case the number of overall fake photon events404

expected in the inclusive channel is extrapolated according to the N jet distribution taken from fake lepton405

dominated control regions. In addition to the systematic uncertainties arising from the inclusive channel406

event count, a systematic related to the N jet variable shape used in the extrapolation is also taken into407

account. Details on the extrapolation method are provided in Appendix C.408

The results are summarised in Tables 3 and 4, the pair is ordered by decreasing pT , e.g. γ–jet means409

that the leading photon is a real foton, whereas the sub-leading is a fake coming from a jet.410

Electron channel Muon channel

γ-jet 8 ± 3 (stat.) ± 3 (syst.) 16 ± 6 (stat.) ± 5 (syst.)

jet-γ 6 ± 3 (stat.) ± 4 (syst.) 9 ± 4 (stat.) ± 4 (syst.)

jet-jet 1 ± 2 (stat.) ± 1 (syst.) 5 ± 2 (stat.) ± 1 (syst.)

total fake γ 15 ± 5 (stat.) ± 5 (syst.) 30 ± 8 (stat.) ± 7 (syst.)

Table 3: Expected number of events in the inclusive channel with one real and one fake photon, two fake pho-

tons, and for the total fake photons background. The pairs are ordered by decreasing pT . These were extracted
using the two-dimensional photon isolation fit, and are provided with the corresponding statistical and systematic

uncertainties.

In the muon channel, a cross-check using a two-dimensional sideband method, described in Ap-411

pendix I, has been implemented for muons with pT above 25 GeV using the inclusive selection. In the412

electron channel, a cross-check method in the inclusive channel based on a jet-photon fake rate mea-413

surement is reported in Appendix D. Overall, the cross-check methods are compatible with the baseline414

method and no additional uncertainty is assigned.415
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ABCD method

ABCD method for jet->lepton Wγγ

Inclusive channel Exclusive channel

�-jet 8 ˘ 3 (stat.) ˘ 3 (syst.) 4 ˘ 2 (stat.) ˘ 2 (syst.)
jet-� 6 ˘ 3 (stat.) ˘ 4 (syst.) 2 ˘ 1 (stat.) ˘ 1 (syst.)
jet-jet 1 ˘ 2 (stat.) ˘ 1 (syst.) 0.3 ˘ 0.7 (stat.) ˘ 0.3 (syst.)

total fake � 15 ˘ 5 (stat.) ˘ 5 (syst.) 6 ˘ 2 (stat.) ˘ 2 (syst.)

Table 1.2: Expected number of events in the inclusive channel with one real and one fake

photon, two fake photons, and for the total fake photons background. The pairs are ordered

by decreasing p
T

. These were extracted using the two-dimensional photon isolation fit, and

are provided with the corresponding statistical and systematic uncertainties.

N

A

“

N

B

˚N
C

N

D

. The definition of the ABCD regions used in this case is shown in

??. The control regions (B,C,D) are defined by inverting the lepton isolation

and/or E

miss

T

and M

T

requirements. Figure ?? shows a sketch representing

brief definitions of signal and control regions.

Small corrections due to the leakage of signal events into control regions and

contributions from other backgrounds are estimated by MC and subtracted

from the yields in data.

Figure 1.10: A sketch presentation of the signal region (A) and three control regions
(B, C and D) used the ABCD method.

The background is small, accounting for 1.5˘ 0.6 (stat.)˘ 1.0 (syst.) events in

the inclusive case and 0.2 ˘ 0.2 (stat.) ˘ 0.2 (syst.) in the exclusive case.
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Electron channel Muon channel Electron channel Muon channel
Njets ≥ 0 Njets = 0

Data (Ndata) 47 110 15 53

Fake photon background 15± 5(stat.) ± 5(syst.) 30± 8(stat.) ± 7(syst.) 6± 2(stat.) ± 2(syst.) 14± 5(stat.) ± 5(syst.)
Fake lepton background 1.5± 0.6(stat.) ± 1.0(syst.) 11± 4(stat.) ± 5(syst.) 0.2± 0.2(stat.) ± 0.2(syst.) 6± 3(stat.) ± 3(syst.)

Zγ(γ) 11.2± 1.1(stat.) 3.9± 0.2(stat.) 2.4± 0.5(stat.) 2.8± 0.2(stat.)
Other backgrounds 2.2± 0.6(stat.) 6.7± 2.0(stat.) 0.3± 0.1(stat.) 1.1± 0.3(stat.)
Backgrounds (Nbkg) 29.9± 5.2(stat.) ± 5.1(syst.) 51.6± 9.2(stat.) ± 8.6(syst.) 8.9± 2.1(stat.) ± 2.0(syst.) 23.9± 5.8(stat.) ± 5.8(syst.)

Nsig = Ndata −Nbkg 17.1± 8.6(stat.) ± 5.1(syst.) 58.4± 13.9(stat.) ± 8.6(syst.) 6.1± 4.4(stat.) ± 2.0(syst.) 29.1± 9.3(stat.) ± 5.8(syst.)

TABLE I: Number of candidate events in data passing the full selection in each channel for the inclusive (left) and exclusive
(right) cases. The background composition and extracted signal are also shown. The fake photon or lepton backgrounds are
estimated using data driven techniques, whereas the other are extracted from MC.
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FIG. 1: Diphoton invariant mass distribution in the electron (left) and muon (right) channels. The hashed areas show the total
systematic and statistical uncertainty on the background estimate.

Definition of the fiducial region

pℓT > 20GeV, pνT > 25GeV, |ηℓ| < 2.5
mT > 40GeV

Eγ
T > 20GeV, |ηγ | < 2.37, iso. fraction ϵph < 0.5

pjetT > 30GeV, |ηjet| < 4.4
∆R(ℓ,γ) > 0.7, ∆R(γ,γ) > 0.4, ∆R(ℓ/γ, jet) > 0.3

TABLE II: Definition of the fiducial region for which the cross section is evaluated; pνT is the transverse momentum of the
neutrino originating from the W decay; ϵph is the photon isolation fraction.

σfid [fb] σMCFM [fb]

inclusive (Njet ≥ 0)
pp → µνγγ 7.1 +1.3

−1.2 (stat.) +1.6
−1.5 (syst.) ±0.2 (lumi.) 2.90± 0.16

pp → eνγγ 4.3 +1.8
−1.6 (stat.) +2.0

−1.8 (syst.) ±0.2 (lumi.) 2.90± 0.16
pp → ℓνγγ 6.1 +1.1

−1.0 (stat.) +1.3
−1.2 (syst.) ±0.2 (lumi.) 2.90± 0.16

exclusive (Njet = 0)
pp → µνγγ 3.5± 0.9 (stat.) +1.2

−1.1 (syst.) ±0.1 (lumi.) 1.88± 0.20
pp → eνγγ 1.9 +1.4

−1.1 (stat.) ±1.2 (syst.) ±0.1 (lumi.) 1.88± 0.20
pp → ℓνγγ 2.9 +0.8

−0.7 (stat.) +1.1
−1.0 (syst.) ±0.1 (lumi.) 1.88± 0.20

TABLE III: Measurement of the pp → lνγγ inclusive and exclusive fiducial cross sections.
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Electron channel Muon channel Electron channel Muon channel
Njets ≥ 0 Njets = 0

Data (Ndata) 47 110 15 53

Fake photon background 15± 5(stat.) ± 5(syst.) 30± 8(stat.) ± 7(syst.) 6± 2(stat.) ± 2(syst.) 14± 5(stat.) ± 5(syst.)
Fake lepton background 1.5± 0.6(stat.) ± 1.0(syst.) 11± 4(stat.) ± 5(syst.) 0.2± 0.2(stat.) ± 0.2(syst.) 6± 3(stat.) ± 3(syst.)

Zγ(γ) 11.2± 1.1(stat.) 3.9± 0.2(stat.) 2.4± 0.5(stat.) 2.8± 0.2(stat.)
Other backgrounds 2.2± 0.6(stat.) 6.7± 2.0(stat.) 0.3± 0.1(stat.) 1.1± 0.3(stat.)
Backgrounds (Nbkg) 29.9± 5.2(stat.) ± 5.1(syst.) 51.6± 9.2(stat.) ± 8.6(syst.) 8.9± 2.1(stat.) ± 2.0(syst.) 23.9± 5.8(stat.) ± 5.8(syst.)

Nsig = Ndata −Nbkg 17.1± 8.6(stat.) ± 5.1(syst.) 58.4± 13.9(stat.) ± 8.6(syst.) 6.1± 4.4(stat.) ± 2.0(syst.) 29.1± 9.3(stat.) ± 5.8(syst.)

TABLE I: Number of candidate events in data passing the full selection in each channel for the inclusive (left) and exclusive
(right) cases. The background composition and extracted signal are also shown. The fake photon or lepton backgrounds are
estimated using data driven techniques, whereas the other are extracted from MC.
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FIG. 1: Diphoton invariant mass distribution in the electron (left) and muon (right) channels. The hashed areas show the total
systematic and statistical uncertainty on the background estimate.

Definition of the fiducial region

pℓT > 20GeV, pνT > 25GeV, |ηℓ| < 2.5
mT > 40GeV

Eγ
T > 20GeV, |ηγ | < 2.37, iso. fraction ϵph < 0.5

pjetT > 30GeV, |ηjet| < 4.4
∆R(ℓ,γ) > 0.7, ∆R(γ,γ) > 0.4, ∆R(ℓ/γ, jet) > 0.3

TABLE II: Definition of the fiducial region for which the cross section is evaluated; pνT is the transverse momentum of the
neutrino originating from the W decay; ϵph is the photon isolation fraction.

σfid [fb] σMCFM [fb]

inclusive (Njet ≥ 0)
pp → µνγγ 7.1 +1.3

−1.2 (stat.) +1.6
−1.5 (syst.) ±0.2 (lumi.) 2.90± 0.16

pp → eνγγ 4.3 +1.8
−1.6 (stat.) +2.0

−1.8 (syst.) ±0.2 (lumi.) 2.90± 0.16
pp → ℓνγγ 6.1 +1.1

−1.0 (stat.) +1.3
−1.2 (syst.) ±0.2 (lumi.) 2.90± 0.16

exclusive (Njet = 0)
pp → µνγγ 3.5± 0.9 (stat.) +1.2

−1.1 (syst.) ±0.1 (lumi.) 1.88± 0.20
pp → eνγγ 1.9 +1.4

−1.1 (stat.) ±1.2 (syst.) ±0.1 (lumi.) 1.88± 0.20
pp → ℓνγγ 2.9 +0.8

−0.7 (stat.) +1.1
−1.0 (syst.) ±0.1 (lumi.) 1.88± 0.20

TABLE III: Measurement of the pp → lνγγ inclusive and exclusive fiducial cross sections.

Inclusive Exclusive
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Electron channel Muon channel Electron channel Muon channel
Njets ≥ 0 Njets = 0

Data (Ndata) 47 110 15 53

Fake photon background 15± 5(stat.) ± 5(syst.) 30± 8(stat.) ± 7(syst.) 6± 2(stat.) ± 2(syst.) 14± 5(stat.)± 5(syst.)
Fake lepton background 1.5± 0.6(stat.) ± 1.0(syst.) 11± 4(stat.) ± 5(syst.) 0.2± 0.2(stat.) ± 0.2(syst.) 6± 3(stat.) ± 3(syst.)

Zγ(γ) 11.2 ± 1.1(stat.) 3.9± 0.2(stat.) 2.4± 0.5(stat.) 2.8± 0.2(stat.)
W (→ τν)γγ 0.4± 0.1(stat.) 1.0± 0.1(stat.) 0.13± 0.04(stat.) 0.4± 0.1(stat.)

tt̄ 1.2± 0.5(stat.) 4.0± 1.9(stat.) ≤ 0.2 ≤ 0.2
W+W− 0.3± 0.1(stat.) 0.2± 0.2(stat.) 0.1± 0.1(stat.) 0.1± 0.1(stat.)
WZ 0.2± 0.1(stat.) 1.4± 0.4(stat.) 0.1± 0.1(stat.) 0.6± 0.3(stat.)
ZZ 0.1± 0.1(stat.) 0.1± 0.1(stat.) ≤ 0.02 0.02 ± 0.01(stat.)

Backgrounds (Nbkg) 29.9 ± 5.2(stat.) ± 5.1(syst.) 52± 9(stat.) ± 8(syst.) 8.9± 2.1(stat.) ± 2.0(syst.) 24± 6(stat.)± 6(syst.)

Nsig = Ndata −Nbkg 17.1 ± 8.6(stat.) ± 5.1(syst.) 58± 14(stat.) ± 8(syst.) 6.1± 4.4(stat.) ± 2.0(syst.) 29± 9(stat.)± 6(syst.)

TABLE I: Number of candidate events in data passing the full selection in each channel for the inclusive (left) and exclusive
(right) cases. The background composition and extracted signal are also shown.
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FIG. 1: Diphoton invariant mass distribution in the electron (left) and muon (right) channels. The hashed areas show the total
uncertainty on the background estimate.

Definition of the fiducial region

pℓT > 20GeV, pνT > 25GeV, |ηℓ| < 2.5
mT > 40GeV

Eγ
T > 20GeV, |ηγ | < 2.37, iso. fraction ϵph < 0.5

pjetT > 30GeV, |ηjet| < 4.4
∆R(ℓ,γ) > 0.7, ∆R(γ,γ) > 0.4, ∆R(ℓ/γ, jet) > 0.3

TABLE II: Definition of the fiducial region for which the cross-section is evaluated; pνT is the transverse momentum of the
neutrino coming from the W decay.
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Zγ(γ) 11.2 ± 1.1(stat.) 3.9± 0.2(stat.) 2.4± 0.5(stat.) 2.8± 0.2(stat.)
W (→ τν)γγ 0.4± 0.1(stat.) 1.0± 0.1(stat.) 0.13± 0.04(stat.) 0.4± 0.1(stat.)

tt̄ 1.2± 0.5(stat.) 4.0± 1.9(stat.) ≤ 0.2 ≤ 0.2
W+W− 0.3± 0.1(stat.) 0.2± 0.2(stat.) 0.1± 0.1(stat.) 0.1± 0.1(stat.)
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ZZ 0.1± 0.1(stat.) 0.1± 0.1(stat.) ≤ 0.02 0.02 ± 0.01(stat.)

Backgrounds (Nbkg) 29.9 ± 5.2(stat.) ± 5.1(syst.) 52± 9(stat.) ± 8(syst.) 8.9± 2.1(stat.) ± 2.0(syst.) 24± 6(stat.)± 6(syst.)
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TABLE I: Number of candidate events in data passing the full selection in each channel for the inclusive (left) and exclusive
(right) cases. The background composition and extracted signal are also shown.
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Definition of the fiducial region

pℓT > 20GeV, pνT > 25GeV, |ηℓ| < 2.5
mT > 40GeV

Eγ
T > 20GeV, |ηγ | < 2.37, iso. fraction ϵph < 0.5

pjetT > 30GeV, |ηjet| < 4.4
∆R(ℓ,γ) > 0.7, ∆R(γ,γ) > 0.4, ∆R(ℓ/γ, jet) > 0.3

TABLE II: Definition of the fiducial region for which the cross-section is evaluated; pνT is the transverse momentum of the
neutrino coming from the W decay.
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INTRODUCTION EVENT SELECTION AND SIGNAL YIELD CROSS SECTION AND aQGC LIMIT SETTING SUMMARY AND PLANS

CROSS SECTION CALCULATION
The W�� fiducial production cross-section can be defined as

�
ext fid
W�� =

Nobs
l⌫�� � Nbkg

l⌫��R Ldt ⇥ ✏W��!l⌫��
, ✏ = A ⇥ C =

Nfid, truth

Ntrue, ext fid
⇥ Nreco

Nfid, truth
. (1)

Table : Correction factor for
muon channel

Inclusive Selection
✏ (41.64 ± 0.71 (stat.))
A (89.23 ± 0.31 (stat.)) %
C (46.66 ± 0.78 (stat.)) %

Exclusive Selection
✏ (40.62 ± 1.05 (stat.)) %
A (89.72 ± 0.44 (stat.)) %
C (45.28 ± 1.15 (stat.)) %

Cuts pp ! `⌫��
Lepton p`T > 20 GeV

p⌫T > 25 GeV
|⌘`| < 2.5

W-Boson mT > 40 GeV
Photon E�

T > 20 GeV
|⌘� | < 2.37

�R(`, �) > 0.7
�R(�, �) > 0.4

iso. fraction ✏
p
h < 0.5

Jets pjet
T > 30 GeV
|⌘jet| < 4.4

�R(`, jet) > 0.3
�R(�, jet) > 0.3

Exclusive selection: Njet = 0
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Extended Fiducial Region
Cuts pp Ñ `⌫��

Lepton p

`

T

° 20GeV
p

⌫

T

° 25GeV
|⌘

`

| † 2.5
W-Boson m

T

° 40GeV
Photon E

�

T

° 20GeV
|⌘

�

| † 2.37

�Rp`, �q ° 0.7
�Rp�, �q ° 0.4
iso. fraction ✏

p

h

† 0.5
Jets p

jet

T

° 30GeV
|⌘

jet

| † 4.4
�Rp`, jetq ° 0.3
�Rp�, jetq ° 0.3
Exclusive selection: N

jet

“ 0

Table 2.1: Definition of the fiducial region where the cross-section is evaluated. p

⌫

T

is the transverse momentum of the neutrino coming from the W decay. The jet veto
is only applied in the exclusive selection.

2.1.2 Correction Factor

Correction Factor Computation

The event selection correction factor, ✏ “ AˆC, is obtained from Monte Carlo

signal samples. SHERPA is used as the baseline sample and ALPGEN sample

is used as a cross-check. ✏ is defined as the ratio of the number of reconstructed

events passing the analysis selection as defined in Section 1.2 to the number of

events passing the requirements of the fiducial region (defined in Table 2.1) on

particle level:

✏ “

N

reco

N

truth, fid

. (2.2)

The correction factor can be found in Tables ?? and 2.2. ✏ can be written as

detector related acceptance e↵ects A times reconstruction e�ciency component
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Comparison to theoretical predictions

✓VBFNLO	
  (NLO)	
  :	
  2.88	
  fb	
  (inclusive)	
  
✓K	
  factor:	
  σNLO/σLO	
  ~3.	
  
✓Exclusive	
  measurement	
  agrees	
  with	
  the	
  SM	
  NLO	
  predictions	
  within	
  the	
  uncertainties.
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Electron channel Muon channel Electron channel Muon channel
Njets ≥ 0 Njets = 0

Data (Ndata) 47 110 15 53

Fake photon background 15± 5(stat.) ± 5(syst.) 30± 8(stat.) ± 7(syst.) 6± 2(stat.) ± 2(syst.) 14± 5(stat.) ± 5(syst.)
Fake lepton background 1.5± 0.6(stat.) ± 1.0(syst.) 11± 4(stat.) ± 5(syst.) 0.2± 0.2(stat.) ± 0.2(syst.) 6± 3(stat.) ± 3(syst.)

Zγ(γ) 11.2± 1.1(stat.) 3.9± 0.2(stat.) 2.4± 0.5(stat.) 2.8± 0.2(stat.)
Other backgrounds 2.2± 0.6(stat.) 6.7± 2.0(stat.) 0.3± 0.1(stat.) 1.1± 0.3(stat.)
Backgrounds (Nbkg) 29.9± 5.2(stat.) ± 5.1(syst.) 51.6± 9.2(stat.) ± 8.6(syst.) 8.9± 2.1(stat.) ± 2.0(syst.) 23.9± 5.8(stat.) ± 5.8(syst.)

Nsig = Ndata −Nbkg 17.1± 8.6(stat.) ± 5.1(syst.) 58.4± 13.9(stat.) ± 8.6(syst.) 6.1± 4.4(stat.) ± 2.0(syst.) 29.1± 9.3(stat.) ± 5.8(syst.)

TABLE I: Number of candidate events in data passing the full selection in each channel for the inclusive (left) and exclusive
(right) cases. The background composition and extracted signal are also shown. The fake photon or lepton backgrounds are
estimated using data driven techniques, whereas the other are extracted from MC.
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FIG. 1: Diphoton invariant mass distribution in the electron (left) and muon (right) channels. The hashed areas show the total
systematic and statistical uncertainty on the background estimate.

Definition of the fiducial region

pℓT > 20GeV, pνT > 25GeV, |ηℓ| < 2.5
mT > 40GeV

Eγ
T > 20GeV, |ηγ | < 2.37, iso. fraction ϵph < 0.5

pjetT > 30GeV, |ηjet| < 4.4
∆R(ℓ,γ) > 0.7, ∆R(γ,γ) > 0.4, ∆R(ℓ/γ, jet) > 0.3

TABLE II: Definition of the fiducial region for which the cross section is evaluated; pνT is the transverse momentum of the
neutrino originating from the W decay; ϵph is the photon isolation fraction.

σfid [fb] σMCFM [fb]

inclusive (Njet ≥ 0)
pp → µνγγ 7.1 +1.3

−1.2 (stat.) +1.6
−1.5 (syst.) ±0.2 (lumi.) 2.90± 0.16

pp → eνγγ 4.3 +1.8
−1.6 (stat.) +2.0

−1.8 (syst.) ±0.2 (lumi.) 2.90± 0.16
pp → ℓνγγ 6.1 +1.1

−1.0 (stat.) +1.3
−1.2 (syst.) ±0.2 (lumi.) 2.90± 0.16

exclusive (Njet = 0)
pp → µνγγ 3.5± 0.9 (stat.) +1.2

−1.1 (syst.) ±0.1 (lumi.) 1.88± 0.20
pp → eνγγ 1.9 +1.4

−1.1 (stat.) ±1.2 (syst.) ±0.1 (lumi.) 1.88± 0.20
pp → ℓνγγ 2.9 +0.8

−0.7 (stat.) +1.1
−1.0 (syst.) ±0.1 (lumi.) 1.88± 0.20

TABLE III: Measurement of the pp → lνγγ inclusive and exclusive fiducial cross sections.

σ~3.7

σ~2.2
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Figure 20: Cross-section and parabolic fit as a function of the coupling for the three operators FM2, FM3
and FT0. The parameters and goodness of the fit are given in the graphs.
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Figure 21: Comparison of the 95 % exclusion limits on fM2, fM3 and fT0 obtained from di↵erent mea-
surements.
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8.2 Statistical Method875

The exclusive cross-section measurement is used to assign limits on the coefficients fM2, fM3 and fT0. An876

additional cut on the diphoton invariant mass mγγ > 300 GeV is imposed. It was optimised as explained877

in Section K to maximize the sensitivity to anomalous quartic gauge couplings. The VBFNLO [35, 36, 37]878

generator is used to generate cross-section for different aQGC scenarios.879

Since the aQGC terms are added linearly, the cross-section as a function of the aQGC parameters880

fM2, fM3 and fT,0, denoted generally as f , is expressed by a quadratic form:881

σpp→lνγγ+X( f ) = p2 f 2 + p1 f + p0. (31)

The coefficients pi can be found from a fit of cross-sections predicted by VBFNLO at different values of882

f . The p0 coefficient represents the SM contribution. The following equation:883

ME = |A0 +
∑

fMi
× Ai|2 (32)

shows the Matrix Element which is the square of linearly added terms derived from the aQGC lagrangian884

terms. The number of expected events can then be written as:885

N( f ) = A ×C ×
∫

Ldt × (p2 f 2 + p1 f + p0) (33)

assuming that the correction factor A×C is independent of the aQGCs. A study to show that this is a valid886

estimation is described in Appendix H. In addition, this assumption is treated as a source of systematic887

uncertainty on the final limits as described below.888

A frequentist approach based on a profile likelihood fit is used to derive the 95% Confidence Level889

(CL) limits on the aQGC parameters, following the indications of the ATLAS Statistical forum [38]. The890

TGCLim package [39] is used for the limit setting procedure. We summarize here the main steps of the891

procedure. The likelihood function is given by a Poisson distribution, which provides the probability for892

a certain number of expected events – Ni
exp = Ni

bkgr+Ni
sig – to give an observation of Ndata. The numbers893

of expected events depend on a number of nuisance parameters, θ, corresponding to the systematic894

uncertainties affecting the measurement, and their covariant matrix, Ci j = ⟨θiθ j⟩. The likelihood function895

can hence be written as follows:896

L(µ, θ) =
m

∏

i=1

Poisson(Ni
data,ψ

i(µ, θ)) ×
1

(2π)2
e−

1
2 (θ·C−1·θ) (34)

ψi(µ, θ) = Ni
sig(µ)(1 + θi) + Ni

bkg(1 + θi+m) (35)

The index i runs over the bins used in the limit setting (in our case, we have two bins corresponding897

to each final states, eνγγ and µνγγ). The index m is the number of bins. The nuisance parameters898

θ = θ1, θ2, ..., θ2m are fractional errors and allowed to float around zero with a Gaussian constraint in the899

fit. This constraint is expressed by the Gaussian term multiplying the Poissonian function in Equation 34.900

The meaning of nuisance parameters θi is that they relate the observed and true number of events of signal901

and background.902

Ni
sig,true = Ni

sig · (1 + θi) (36)

Ni
bkg,true = Ni

bkg · (1 + θi+m) (37)

In order to take into account the contribution of individual source of uncertainty to total fractional error θ,903

a nuisance parameter, ξk, which follows the unit Gaussian distribution, is introduced for each individual904

source of uncertainty, k:905

ψi(µ, θ) = Ni
sig(µ)

⎧

⎪

⎪

⎨

⎪

⎪

⎩

1 +
∑

k

σikξk

⎫

⎪

⎪

⎬

⎪

⎪

⎭

+ Nbkg

⎧

⎪

⎪

⎨

⎪

⎪

⎩

1 +
∑

k

σ(i+m)kξk

⎫

⎪

⎪

⎬

⎪

⎪

⎭

, (38)

SM
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each individual source of uncertainty, k:837

 i(µ, ✓) = Ni
sig(µ)

8>><
>>:1 +

X

k

�ik⇠k

9>>=
>>; + Nbkg

8>><
>>:1 +

X

k

�(i+m)k⇠k

9>>=
>>; , (38)

The uncertainties on Ni
sig and Ni

bkg due to the k-th source are �ik and �(i+m)k respectively. Compar-838

ing this definition of nuisance parameters to that of ✓, the covariant matrix of ✓ can be computed839

as:840

Ci j =
X

k

�ik� jk (39)

Therefore, the likelihood function can be constructed from covariant matrix as defined in Equa-841

tion ??.842

The p-value of a test value µtest, p(µtest), is defined as the ratio number of pseudo experiments with843

less likely results than actual to total number of pseudo experiments carried. The upper 95% CL844

limit is the value of µtest which has the p(µtest) less than 5%. For each pseudo experiment, we845

generate number of data Ni
ps following the Poisson distribution with the mean of Ni

sig(µtest)+Ni
bkg.846

The estimation of Ni
sig and Ni

bkgr of each pseudo experiment is done by shifting the nuisance pa-847

rameter to non-zero value of ✓0 following the Gaussian distribution. The likelihood function of the848

pseudo experiment, {Ni
ps, ✓0}, is:849

L(Ni
ps, ✓0;µ, ✓) =

mY

i=1

Poisson(Ni
ps, 

i(µ, ✓)) ⇥ 1
(2⇡)m e�

1
2 ((✓�✓0)·C�1·(✓�✓0)), (40)

The profile likelihood ratio is:850

�(Ni
ps, ✓0;µtest) =

L(Nps, ✓0;µtest,
ˆ̂✓)

L(Nps, ✓0; µ̂, ✓̂)
. (41)

Here, the values µ and ✓ which maximizes the likelihood are denoted by µ̂ and ✓̂, respectively and851

ˆ̂✓ denotes the value of ✓ that maximizes the likelihood for a fixed value of µ = µtest. The pseudo852

experiment is considered less likely than actual if its profile likelihood ratio is smaller than that of853

actual data:854

�(Ni
ps, ✓0;µtest) < �(Ni

data, 0;µtest) (42)

The TGCLim package uses 10000 pseudo experiments, corresponding to a statistical uncertainty855

of ±0.2% on a p-value of 5%.856

8.3 Unitarity constraint857

The e↵ective Lagrangian terms generating the aQGCs spoil the gauge structure of the model,858

which can lead to unitarity violation at relatively low energies. To preserve unitarity up to higher859

energy scales, the conventional procedure is to modify the bare coupling parameters with an energy860

dependent form factor. A typical choice is the generalised dipole form factor, which in this case861

would be applied as862

f !
0
BBBB@1 +

s
⇤2

FF

1
CCCCA
�n

⇥ f . (43)

In the above formula, s is the energy scale of the process which equivalents to the invariant mass863

of W�� system. For values of s above the form factor scale, ⇤FF, this has the e↵ect of pushing the864
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Figure 20: Cross-section and parabolic fit as a function of the coupling for the three operators FM2, FM3
and FT0. The parameters and goodness of the fit are given in the graphs.
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Figure 21: Comparison of the 95 % exclusion limits on fM2, fM3 and fT0 obtained from di↵erent mea-
surements.
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with a significance of ~3.7 (2.2) σ for the Inclusive (exclusive) case.
First observation of tri-boson production in the Wγγ final state

for selected dim-8 operators.
aQGC limits provided

To be submitted to PRL shortly

Summary of 8 TeV Wγγ analysis Wγγ
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The ATLAS detector ATLAS

Figure 3.4: The ATLAS detector

The ID is composed of three sub-detectors immersed in a solenoidal magnetic field

of 2 T parallel to the beam axis. A schematic drawing of the ID is presented in

Figure 3.5. The sub-detectors are arranged as cylindrical layers in the central re-

gion (barrels), and disk or wheel like structures in the forward and backward regions

(end-caps). Moving from the center to outside of the barrel detector, there are three

layers of silicon pixel sensors (PIX), four layers of silicon strip detectors (SCT) and

a straw tube tracker (TRT). The PIX and SCT are based on silicon semiconductor

technology while the TRT is a gaseous detector. In total the ID extends 6.2 m in

length, 2.1 m in diameter and covers a pseudo-rapidity range of |⌘| † 2.5. After

alignment of the ID components, a transverse impact parameter resolution of 22 µm

and a relative transverse momentum resolution �p
T

{pT “ 4.83 ˆ 10´4GeV ´1
ˆ pT

31

ATLAS CMS 
Magnetic field 2 T solenoid  

+ toroid:  0.5 T (barrel), 1 T (endcap) 
4 T solenoid + return yoke 

Tracker Silicon pixels and strips  
+ transition radiation tracker 
�/pT  �  5 �10-4 pT  +  0.01  

Silicon  pixels and strips 
(full silicon tracker)  
�/pT  � 1.5 � 10-4 pT  + 0.005 

EM calorimeter Liquid argon + Pb absorbers  
�/E � 10%/�E + 0.007 

PbWO4 crystals 
�/E � 3%/�E + 0.003 

Hadronic 
calorimeter 

Fe + scintillator / Cu+LAr (10�) 
�/E � 50%/�E + 0.03 GeV 

Brass + scintillator (7 � + catcher) 
�/E � 100%/�E + 0.05 GeV 

Muon �/pT � 2% @ 50GeV to 10% @ 1TeV 
(Inner Tracker + muon system) 

�/pT � 1% @ 50GeV to 10% @ 1TeV 
(Inner Tracker + muon system) 

Trigger L1 + HLT (L2+EF) L1 + HLT (L2 + L3) 

ATLAS	
  and	
  CMS	
  are	
  both	
  general-­‐purpose	
  detectors	
  located	
  at	
  the	
  LHC



✓Combined EF triggers extend 
lepton Pt range, improved the 
significance.

✓Zγ background suppression in the 
electron channel. (electron faking a 
photon)

Wγγ Analysis strategy and Event selection wγγ
INTRODUCTION EVENT SELECTION AND SIGNAL YIELD CROSS SECTION AND aQGC LIMIT SETTING SUMMARY AND PLANS

W�� EVENT SELECTION

Inclusive W�� candidates.
I Standard Event level selection.(NPV cut, GRL)
I Triggers: EF 3g15vh loose (el), EF mu18 2g10 medium (muon).

I Required objects:
I At least one tight++ electron or tight muon with Pt > 20 GeV.
I Second lepton veto with Pt > 10 GeV.
I MET > 25 GeV.
I At least two isolated tight photons with Pt > 20 GeV.
I Overlap removal: dR(l; �) > 0.7 and dR(�; �) > 0.4.

I Transverse mass of the W boson > 40GeV.
I Ml� , Ml�� away from Z mass peak, Pt(l��) > 30 GeV for electron channel to

suppress Z� background.

Jet cuts used to categorize inclusive and exclusive (njet=0)
measurements.

I Pt > 30 GeV, |⌘| < 4.4, JVF.

4/15

transverse momenta of the electron and two photons system (ptot
T

).

Ev
en
ts

0

5

10

15

20

25

30

35

40 Electron Data 2012
γγ)νW(e

γZ
)γ)+j(+νW(e

Other

ATLAS Internal
-1L = 20.3 fb∫ = 8 TeV s

 [GeV]
1

γe,M
0 20 40 60 80 100 120 140

M
C

D
AT

A

0
0.5

1
1.5

2

(a)

Ev
en
ts

0

5

10

15

20

25

30

35

40 Electron Data 2012
γγ)νW(e

γZ
)γ)+j(+νW(e

Other

ATLAS Internal

-1L = 20.3 fb∫ = 8 TeV s

 [GeV]
2

γe,M
0 20 40 60 80 100 120 140

M
C

D
AT

A

0
0.5

1
1.5

2

(b)

Ev
en
ts

0

5

10

15

20

25

30 Electron Data 2012
γγ)νW(e

γZ
)γ)+j(+νW(e

Other

ATLAS Internal
-1L = 20.3 fb∫ = 8 TeV s

 [GeV]γγeM
0 50 100 150 200 250 300

M
C

D
AT

A

0
0.5

1
1.5

2

(c)

Ev
en
ts

0

5

10

15

20

25

30 Electron Data 2012
γγ)νW(e

γZ
)γ)+j(+νW(e

Other

ATLAS Internal
-1L = 20.3 fb∫ = 8 TeV s

2γ1, γT,el,
 p∑

0 20 40 60 80 100 120 140 160 180 200

M
C

D
AT

A

0
0.5

1
1.5

2

(d)

Figure 1.1: Invariant mass of electron and leading photon (a), electron and sub-
leading photon (b), electron and two photons (c), and total vector sum of transverse
momentum of electron and two photons (d).

Cut on this discriminating variable has been optimized in order to obtain the

maximum background rejection with the lowest possible signal loss. To this

purpose, the S{

?

S ` B – where S and B represent the expected signal and
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Figure 1.15: Miss transverse energy (left) and W transverse mass distribu-
tion(right) in the electron channel obtained by using the inclusive selection. The
W�j`Wj�`Wjj-label denotes the fake photon background component and the fake
lepton component is labelled “�� ` jet”.
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Figure 1.16: Number of jets distribution for the electron (left) and muon (right)
channels obtained by using the inclusive selection. The W�j ` Wj� ` Wjj-label
denotes the fake photon background component and the fake lepton component is
labelled “�� ` jet”.
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Before After

Analysis strategy: Inclusive and Exclusive Measurements + 
aQGC limits.
 
Signature : 1 lepton+ MET + 2 isolated photons. 

Pt(lγγ)	
  

njets
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Figure 59: The efficiency of the single photon trigger “g10 medium” (left) and “g15 loose” (right) as a

function of photon pT(up) and number of primary vertices (down) with respect to tight isolated photons.

Vertical bars represent statistical uncertainties.

• Link	
  to	
  supporting	
  note.	
  
• Electron	
  channel	
  background	
  studies:	
  
https://indico.cern.ch/event/219384/contribution/5/material/slides/0.pdf	
  

• Pt	
  acceptance	
  	
  
studies:	
  
to	
  summarize,	
  reduced	
  the	
  jet—>photon	
  	
  
background	
  by	
  50%,	
  smaller	
  systematic	
  	
  
uncertainties.	
  

https://indico.cern.ch/event/231136/contribution/3/material/slides/0.pdf	
  

https://indico.cern.ch/event/231136/contribution/3/material/slides/0.pdf


Category Description Name Loose Tight
Acceptance |⌘| < 2.37, 1.37 < |⌘| < 1.52 excluded – X X
Hadronic leakage Ratio of ET in the first sampling of the hadronic

calorimeter to ET of the EM cluster (used over the
range |⌘| < 0.8 and |⌘| > 1.37)

Rhad1 X X

Ratio of ET in all the hadronic calorimeter to ET of
the EM cluster (used over the range 0.8 < |⌘| < 1.37)

Rhad X X

EM Middle layer Ratio in ⌘ of cell energies in 3 ⇥ 7 versus 7 ⇥ 7 cells R⌘ X X
Lateral width of the shower w⌘2 X X
Ratio in � of cell energies in 3⇥3 and 3⇥7 cells R� X

EM Strip layer Shower width for three strips around strip with max-
imum energy deposit

ws 3 X

Total lateral shower width ws tot X
Energy outside core of three central strips but within
seven strips divided by energy within the three central
strips

Fside X

Di↵erence between the energy associated with the
second maximum in the strip layer, and the energy re-
constructed in the strip with the minimal value found
between the first and second maxima

�E X

Ratio of the energy di↵erence associated with the
largest and second largest energy deposits over the
sum of these energies

Eratio X

Table 1: Variables used for loose and tight photon identification cuts.

2.3 Photon identification e�ciency

Taking isolation into account, "ID(ET, ⌘) is defined as the e�ciency for reconstructed prompt photons
with measured Eiso

T < Eiso
T |cut to pass the tight photon identification criteria in a given ET, ⌘ region. For

reconstructed photons with reconstructed |⌘| in the pseudorapidity bin k (with lower and upper ⌘ values
of ⌘k,1 and ⌘k,2, respectively) "ID(ET, ⌘) can be expressed as:

"ID
k(E�T,reco) ⌘

dN�(⌘k,1  |⌘�reco| < ⌘k,2, Eiso
T,reco < Eiso

T |cut GeV, tight � ID)/dE�T,reco

dN�(⌘k,1  |⌘�reco| < ⌘k,2, Eiso
T |cut GeV)/dE�T,reco

(1)

The chosen value of Eiso
T |cut depends on the goals of each physics analysis, and the corresponding ET

range under study. It has evolved from 3 GeV used in 2010 analyses [1–4] to a widely-used value of
5 GeV adopted by most of the ATLAS photon analyses based on 2011 data [13]. Following the more
common prescription used by the ATLAS photon analyses, a cone of radius R = 0.4 is used, and a Eiso

T |cut
= 5 GeV cut is applied when computing "ID values. Any residual dependence on the choice of a di↵erent
photon isolation prescription is discussed in Section 7.2

3
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C.6.6 Systematic Uncertainties Results1388

The systematic uncertainties on the event yields in the signal region are given in Table 46 for the inclusive1389

selection and in Table 47 for the exclusive selection. These values are obtained by carrying out pseudo-1390

experiments and analyzing the corresponding pull distribution as described above.1391

source Nγγ Nγ j N jγ N j j

Control Region Statistics
±5.1 ±4.5 ±3.1 ±0.7

(±6.7%) (±28%) (±35%) (±13%)

Background Model G+N
±0.1 ±0.1 ±1.0 ±0.5

(±0.1%) (±0.6%) (±11%) (±9%)

Background Model CB
±0.2 ±1.1 ±0.6 ±0.09

(±0.3%) (±7%) (±7%) (±1.7%)

Antitight Definition L′5
±0.6 ±1.6 ±0.8 ±0.1

(±0.7%) (±10%) (±9%) (±2%)

Antitight Definition L′3
±1.2 ±1.5 ±1.5 ±0.2

(±1.6%) (±9.4%) (±17%) (±3.5%)

MC Generator
±0.8 ±1.6 ±1.3 ±0.1

(±1%) (±10%) (±14%) (±2%)

Signal Leakage Inputs
±0.07 ±0.05 ±0.8 ±0.04

(±0.1%) (±0.3%) (±9.4%) (±0.8%)

total
±5.3 ±5.4 ±4.0 ±0.85

(±7%) (±33%) (±45%) (±16%)

Table 46: Systematic uncertainties for the muon channel using the inclusive selection.

source Nγγ Nγ j N jγ N j j

Control Region Statistics
±4 ±3.3 ±2.2 ±0.48

(±10%) (±43%) (±56%) (±17%)

Background Model G+N
±1.5 ±0.76 ±0.39 ±0.027

(±3.8%) (±10%) (±10%) (±0.96%)

Background Model CB
±2 ±0.86 ±0.81 ±0.16

(±5.2%) (±11%) (±21%) (±5.4%)

Antitight Definition L’3
±2 ±1.8 ±1.1 ±0.55

(±5.3%) (±24%) (±29%) (±19%)

Antitight Definition L’5
±1.7 ±0.24 ±0.6 ±0.4

(±4.3%) (±3.2%) (±15%) (±14%)

MC Generator
±2.2 ±0.11 ±0.41 ±0.13

(±5.8%) (±1.4%) (±11%) (±4.5%)

Signal Leakage Inputs
±2.4 ±0.099 ±0.055 ±0.042

(±6.4%) (±1.3%) (±1.4%) (±1.5%)

total
±6.3 ±4 ±2.7 ±0.86

(±16%) (±52%) (±69%) (±30%)

Table 47: Systematic uncertainties for the muon channel using the exclusive selection.
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ABCD method for jet->lepton Wγγ

Inclusive channel Exclusive channel

�-jet 8 ˘ 3 (stat.) ˘ 3 (syst.) 4 ˘ 2 (stat.) ˘ 2 (syst.)
jet-� 6 ˘ 3 (stat.) ˘ 4 (syst.) 2 ˘ 1 (stat.) ˘ 1 (syst.)
jet-jet 1 ˘ 2 (stat.) ˘ 1 (syst.) 0.3 ˘ 0.7 (stat.) ˘ 0.3 (syst.)

total fake � 15 ˘ 5 (stat.) ˘ 5 (syst.) 6 ˘ 2 (stat.) ˘ 2 (syst.)

Table 1.2: Expected number of events in the inclusive channel with one real and one fake

photon, two fake photons, and for the total fake photons background. The pairs are ordered

by decreasing p
T

. These were extracted using the two-dimensional photon isolation fit, and

are provided with the corresponding statistical and systematic uncertainties.

N

A

“

N

B

˚N
C

N

D

. The definition of the ABCD regions used in this case is shown in

??. The control regions (B,C,D) are defined by inverting the lepton isolation

and/or E

miss

T

and M

T

requirements. Figure ?? shows a sketch representing

brief definitions of signal and control regions.

Small corrections due to the leakage of signal events into control regions and

contributions from other backgrounds are estimated by MC and subtracted

from the yields in data.

Figure 1.10: A sketch presentation of the signal region (A) and three control regions
(B, C and D) used the ABCD method.

The background is small, accounting for 1.5˘ 0.6 (stat.)˘ 1.0 (syst.) events in

the inclusive case and 0.2 ˘ 0.2 (stat.) ˘ 0.2 (syst.) in the exclusive case.
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Electron channel Muon channel Electron channel Muon channel
Njets ≥ 0 Njets = 0

Data (Ndata) 47 110 15 53

Fake photon background 15± 5(stat.) ± 5(syst.) 30± 8(stat.) ± 7(syst.) 6± 2(stat.) ± 2(syst.) 14± 5(stat.) ± 5(syst.)
Fake lepton background 1.5± 0.6(stat.) ± 1.0(syst.) 11± 4(stat.) ± 5(syst.) 0.2± 0.2(stat.) ± 0.2(syst.) 6± 3(stat.) ± 3(syst.)

Zγ(γ) 11.2± 1.1(stat.) 3.9± 0.2(stat.) 2.4± 0.5(stat.) 2.8± 0.2(stat.)
Other backgrounds 2.2± 0.6(stat.) 6.7± 2.0(stat.) 0.3± 0.1(stat.) 1.1± 0.3(stat.)
Backgrounds (Nbkg) 29.9± 5.2(stat.) ± 5.1(syst.) 51.6± 9.2(stat.) ± 8.6(syst.) 8.9± 2.1(stat.) ± 2.0(syst.) 23.9± 5.8(stat.) ± 5.8(syst.)

Nsig = Ndata −Nbkg 17.1± 8.6(stat.) ± 5.1(syst.) 58.4± 13.9(stat.) ± 8.6(syst.) 6.1± 4.4(stat.) ± 2.0(syst.) 29.1± 9.3(stat.) ± 5.8(syst.)

TABLE I: Number of candidate events in data passing the full selection in each channel for the inclusive (left) and exclusive
(right) cases. The background composition and extracted signal are also shown. The fake photon or lepton backgrounds are
estimated using data driven techniques, whereas the other are extracted from MC.
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FIG. 1: Diphoton invariant mass distribution in the electron (left) and muon (right) channels. The hashed areas show the total
systematic and statistical uncertainty on the background estimate.

Definition of the fiducial region

pℓT > 20GeV, pνT > 25GeV, |ηℓ| < 2.5
mT > 40GeV

Eγ
T > 20GeV, |ηγ | < 2.37, iso. fraction ϵph < 0.5

pjetT > 30GeV, |ηjet| < 4.4
∆R(ℓ,γ) > 0.7, ∆R(γ,γ) > 0.4, ∆R(ℓ/γ, jet) > 0.3

TABLE II: Definition of the fiducial region for which the cross section is evaluated; pνT is the transverse momentum of the
neutrino originating from the W decay; ϵph is the photon isolation fraction.

σfid [fb] σMCFM [fb]

inclusive (Njet ≥ 0)
pp → µνγγ 7.1 +1.3

−1.2 (stat.) +1.6
−1.5 (syst.) ±0.2 (lumi.) 2.90± 0.16

pp → eνγγ 4.3 +1.8
−1.6 (stat.) +2.0

−1.8 (syst.) ±0.2 (lumi.) 2.90± 0.16
pp → ℓνγγ 6.1 +1.1

−1.0 (stat.) +1.3
−1.2 (syst.) ±0.2 (lumi.) 2.90± 0.16

exclusive (Njet = 0)
pp → µνγγ 3.5± 0.9 (stat.) +1.2

−1.1 (syst.) ±0.1 (lumi.) 1.88± 0.20
pp → eνγγ 1.9 +1.4

−1.1 (stat.) ±1.2 (syst.) ±0.1 (lumi.) 1.88± 0.20
pp → ℓνγγ 2.9 +0.8

−0.7 (stat.) +1.1
−1.0 (syst.) ±0.1 (lumi.) 1.88± 0.20

TABLE III: Measurement of the pp → lνγγ inclusive and exclusive fiducial cross sections.
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σfid [fb] σMCFM [fb]

inclusive (Njet ≥ 0)
pp → µνγγ 7.1 +1.3

−1.2 (stat.) +1.6
−1.5 (syst.) ±0.2 (lumi.) 2.90± 0.16

pp → eνγγ 4.3 +1.8
−1.6 (stat.) +2.0

−1.8 (syst.) ±0.2 (lumi.) 2.90± 0.16
pp → ℓνγγ 6.1 +1.1

−1.0 (stat.) +1.3
−1.2 (syst.) ±0.2 (lumi.) 2.90± 0.16

exclusive (Njet = 0)
pp → µνγγ 3.5± 0.9 (stat.) +1.2

−1.1 (syst.) ±0.1 (lumi.) 1.88± 0.20
pp → eνγγ 1.9 +1.4

−1.1 (stat.) ±1.2 (syst.) ±0.1 (lumi.) 1.88± 0.20
pp → ℓνγγ 2.9 +0.8

−0.7 (stat.) +1.1
−1.0 (syst.) ±0.1 (lumi.) 1.88± 0.20

TABLE III: Measurement of the pp → lνγγ inclusive and exclusive fiducial cross sections.

Inclusive Exclusive
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CROSS SECTION CALCULATION
The W�� fiducial production cross-section can be defined as

�
ext fid
W�� =

Nobs
l⌫�� � Nbkg

l⌫��R Ldt ⇥ ✏W��!l⌫��
, ✏ = A ⇥ C =

Nfid, truth

Ntrue, ext fid
⇥ Nreco

Nfid, truth
. (1)

Table : Correction factor for
muon channel

Inclusive Selection
✏ (41.64 ± 0.71 (stat.))
A (89.23 ± 0.31 (stat.)) %
C (46.66 ± 0.78 (stat.)) %

Exclusive Selection
✏ (40.62 ± 1.05 (stat.)) %
A (89.72 ± 0.44 (stat.)) %
C (45.28 ± 1.15 (stat.)) %

Cuts pp ! `⌫��
Lepton p`T > 20 GeV

p⌫T > 25 GeV
|⌘`| < 2.5

W-Boson mT > 40 GeV
Photon E�

T > 20 GeV
|⌘� | < 2.37

�R(`, �) > 0.7
�R(�, �) > 0.4

iso. fraction ✏
p
h < 0.5

Jets pjet
T > 30 GeV
|⌘jet| < 4.4

�R(`, jet) > 0.3
�R(�, jet) > 0.3

Exclusive selection: Njet = 0
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Extended Fiducial Region
Cuts pp Ñ `⌫��

Lepton p

`

T

° 20GeV
p

⌫

T

° 25GeV
|⌘

`

| † 2.5
W-Boson m

T

° 40GeV
Photon E

�

T

° 20GeV
|⌘

�

| † 2.37

�Rp`, �q ° 0.7
�Rp�, �q ° 0.4
iso. fraction ✏

p

h

† 0.5
Jets p

jet

T

° 30GeV
|⌘

jet

| † 4.4
�Rp`, jetq ° 0.3
�Rp�, jetq ° 0.3
Exclusive selection: N

jet

“ 0

Table 2.1: Definition of the fiducial region where the cross-section is evaluated. p

⌫

T

is the transverse momentum of the neutrino coming from the W decay. The jet veto
is only applied in the exclusive selection.

2.1.2 Correction Factor

Correction Factor Computation

The event selection correction factor, ✏ “ AˆC, is obtained from Monte Carlo

signal samples. SHERPA is used as the baseline sample and ALPGEN sample

is used as a cross-check. ✏ is defined as the ratio of the number of reconstructed

events passing the analysis selection as defined in Section 1.2 to the number of

events passing the requirements of the fiducial region (defined in Table 2.1) on

particle level:

✏ “

N

reco

N

truth, fid

. (2.2)

The correction factor can be found in Tables ?? and 2.2. ✏ can be written as

detector related acceptance e↵ects A times reconstruction e�ciency component
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Signal	
  yield	
  

C:

✏ “ A ˆ C “

N

truth, restr fid

N

truth, fid

ˆ

N

reco

N

truth, restr fid

. (2.3)

Here N

truth, restr fid

represents the number of truth–level events falling inside

the “restricted” fiducial volume, i.e. the measured phase space before any

⌘ extrapolation is performed. The inclusive selection in the electron channel

manifests a large deviation between two Monte Carlo generators used (see 2.2

last entry in the left column). This comes from the fact that ALPGEN only

simulates 2 additional partons while SHERPA creates up to three. Therefore

discrepancy in the inclusive channel is expected while the di↵erence in the

exclusive case is negligible (1%).

Inclusive Selection Exclusive Selection
Correction Factor ✏ (19.6 ˘ 0.5 (stat.)) % (15.1 ˘ 0.7 (stat.)) %
Acceptance A (82.5 ˘ 0.4 (stat.)) % (82.5 ˘ 0.6 (stat.)) %
E�ciency C (23.7 ˘ 0.6 (stat.)) % (18.4 ˘ 0.8 (stat.)) %

Relative systematic error on the e�ciency �

C

[%] along with the statistical component
Systematic Component syst. unc. stat. comp. syst. unc. stat. comp.
Electron Reconstruction E↵. 0.1 – 0.1 –
Electron ID Uncert 0.2 – 0.2 –
Electron Isolation E↵. 0.0 – 0.0 –
EM Energy Scale 2.4 0.8 4.5 1.6
EM Energy Resolution 0.3 0.5 0.3 0.9
Photon ID E↵ 0.8 – 0.9 –
MET Reso Soft Terms 0.6 0.6 1.2 0.9
MET Scale Soft Terms 0.3 0.5 1.3 0.7
Jet Energy Resol 1.5 0.5 1.4 1.7
Jet Energy Scale 5.3 2.0 6.2 3.3
Jet Vertex Fraction – – 0.4 0.3
Pileup Reweighting 0.2 – 0.2 –
Trigger 0.7 – 0.7 –
Total rel. syst. error on C [%] 6.4 8.5
Rel. deviation to ALPGEN of C [%] 6.9 1.0

Table 2.2: Correction factor for the inclusive and the exclusive selection along with
their statistical and relative systematic uncertainty in the electron channel. The
statistical uncertainty on the systematic component is also given for completeness.
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Measured	
  from	
  signal	
  MC(electron	
  channel).

*

*	
  Maximum-­‐log	
  likelihood	
  approach	
  used	
  in	
  the	
  computation	
  for	
  individual	
  channels	
  and	
  combination	
  of	
  the	
  two

Wγγ



Procedure	
  	
  
✓Example:	
  fT0	
  	
  	
  

✓Cross	
  sections	
  are	
  generated	
  with	
  non-­‐zero	
  aQGC	
  
terms	
  (fT0	
  shown	
  here	
  as	
  f),	
  fitted	
  to	
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Figure 20: Cross-section and parabolic fit as a function of the coupling for the three operators FM2, FM3
and FT0. The parameters and goodness of the fit are given in the graphs.
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surements.
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each individual source of uncertainty, k:837

 i(µ, ✓) = Ni
sig(µ)

8>><
>>:1 +

X

k

�ik⇠k

9>>=
>>; + Nbkg

8>><
>>:1 +

X

k

�(i+m)k⇠k

9>>=
>>; , (38)

The uncertainties on Ni
sig and Ni

bkg due to the k-th source are �ik and �(i+m)k respectively. Compar-838

ing this definition of nuisance parameters to that of ✓, the covariant matrix of ✓ can be computed839

as:840

Ci j =
X

k

�ik� jk (39)

Therefore, the likelihood function can be constructed from covariant matrix as defined in Equa-841

tion ??.842

The p-value of a test value µtest, p(µtest), is defined as the ratio number of pseudo experiments with843

less likely results than actual to total number of pseudo experiments carried. The upper 95% CL844

limit is the value of µtest which has the p(µtest) less than 5%. For each pseudo experiment, we845

generate number of data Ni
ps following the Poisson distribution with the mean of Ni

sig(µtest)+Ni
bkg.846

The estimation of Ni
sig and Ni

bkgr of each pseudo experiment is done by shifting the nuisance pa-847

rameter to non-zero value of ✓0 following the Gaussian distribution. The likelihood function of the848

pseudo experiment, {Ni
ps, ✓0}, is:849

L(Ni
ps, ✓0;µ, ✓) =

mY

i=1

Poisson(Ni
ps, 

i(µ, ✓)) ⇥ 1
(2⇡)m e�

1
2 ((✓�✓0)·C�1·(✓�✓0)), (40)

The profile likelihood ratio is:850

�(Ni
ps, ✓0;µtest) =

L(Nps, ✓0;µtest,
ˆ̂✓)

L(Nps, ✓0; µ̂, ✓̂)
. (41)

Here, the values µ and ✓ which maximizes the likelihood are denoted by µ̂ and ✓̂, respectively and851

ˆ̂✓ denotes the value of ✓ that maximizes the likelihood for a fixed value of µ = µtest. The pseudo852

experiment is considered less likely than actual if its profile likelihood ratio is smaller than that of853

actual data:854

�(Ni
ps, ✓0;µtest) < �(Ni

data, 0;µtest) (42)

The TGCLim package uses 10000 pseudo experiments, corresponding to a statistical uncertainty855

of ±0.2% on a p-value of 5%.856

8.3 Unitarity constraint857

The e↵ective Lagrangian terms generating the aQGCs spoil the gauge structure of the model,858

which can lead to unitarity violation at relatively low energies. To preserve unitarity up to higher859

energy scales, the conventional procedure is to modify the bare coupling parameters with an energy860

dependent form factor. A typical choice is the generalised dipole form factor, which in this case861

would be applied as862

f !
0
BBBB@1 +

s
⇤2

FF

1
CCCCA
�n

⇥ f . (43)

In the above formula, s is the energy scale of the process which equivalents to the invariant mass863

of W�� system. For values of s above the form factor scale, ⇤FF, this has the e↵ect of pushing the864
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Figure 20: Cross-section and parabolic fit as a function of the coupling for the three operators FM2, FM3
and FT0. The parameters and goodness of the fit are given in the graphs.
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Figure 21: Comparison of the 95 % exclusion limits on fM2, fM3 and fT0 obtained from di↵erent mea-
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8.2 Statistical Method875

The exclusive cross-section measurement is used to assign limits on the coefficients fM2, fM3 and fT0. An876

additional cut on the diphoton invariant mass mγγ > 300 GeV is imposed. It was optimised as explained877

in Section K to maximize the sensitivity to anomalous quartic gauge couplings. The VBFNLO [35, 36, 37]878

generator is used to generate cross-section for different aQGC scenarios.879

Since the aQGC terms are added linearly, the cross-section as a function of the aQGC parameters880

fM2, fM3 and fT,0, denoted generally as f , is expressed by a quadratic form:881

σpp→lνγγ+X( f ) = p2 f 2 + p1 f + p0. (31)

The coefficients pi can be found from a fit of cross-sections predicted by VBFNLO at different values of882

f . The p0 coefficient represents the SM contribution. The following equation:883

ME = |A0 +
∑

fMi
× Ai|2 (32)

shows the Matrix Element which is the square of linearly added terms derived from the aQGC lagrangian884

terms. The number of expected events can then be written as:885

N( f ) = A ×C ×
∫

Ldt × (p2 f 2 + p1 f + p0) (33)

assuming that the correction factor A×C is independent of the aQGCs. A study to show that this is a valid886

estimation is described in Appendix H. In addition, this assumption is treated as a source of systematic887

uncertainty on the final limits as described below.888

A frequentist approach based on a profile likelihood fit is used to derive the 95% Confidence Level889

(CL) limits on the aQGC parameters, following the indications of the ATLAS Statistical forum [38]. The890

TGCLim package [39] is used for the limit setting procedure. We summarize here the main steps of the891

procedure. The likelihood function is given by a Poisson distribution, which provides the probability for892

a certain number of expected events – Ni
exp = Ni

bkgr+Ni
sig – to give an observation of Ndata. The numbers893

of expected events depend on a number of nuisance parameters, θ, corresponding to the systematic894

uncertainties affecting the measurement, and their covariant matrix, Ci j = ⟨θiθ j⟩. The likelihood function895

can hence be written as follows:896

L(µ, θ) =
m

∏

i=1

Poisson(Ni
data,ψ

i(µ, θ)) ×
1

(2π)2
e−

1
2 (θ·C−1·θ) (34)

ψi(µ, θ) = Ni
sig(µ)(1 + θi) + Ni

bkg(1 + θi+m) (35)

The index i runs over the bins used in the limit setting (in our case, we have two bins corresponding897

to each final states, eνγγ and µνγγ). The index m is the number of bins. The nuisance parameters898

θ = θ1, θ2, ..., θ2m are fractional errors and allowed to float around zero with a Gaussian constraint in the899

fit. This constraint is expressed by the Gaussian term multiplying the Poissonian function in Equation 34.900

The meaning of nuisance parameters θi is that they relate the observed and true number of events of signal901

and background.902

Ni
sig,true = Ni

sig · (1 + θi) (36)

Ni
bkg,true = Ni

bkg · (1 + θi+m) (37)

In order to take into account the contribution of individual source of uncertainty to total fractional error θ,903

a nuisance parameter, ξk, which follows the unit Gaussian distribution, is introduced for each individual904

source of uncertainty, k:905

ψi(µ, θ) = Ni
sig(µ)

⎧

⎪

⎪

⎨

⎪

⎪

⎩

1 +
∑

k

σikξk

⎫

⎪

⎪

⎬

⎪

⎪

⎭

+ Nbkg

⎧

⎪

⎪

⎨

⎪

⎪

⎩

1 +
∑

k

σ(i+m)kξk

⎫

⎪

⎪

⎬

⎪

⎪

⎭

, (38)
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Figure 40: Pull distributions from pseudo-experiments used to evaluate the systematic uncertainty due

to the choice of the background model. The results are shown for the muon(a–d) and the electron (e–h)

channel using the inclusive selection. The results for the exclusive selection are shown in Figure 64 in

Appendix J.
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C Fake-Photon Background: 2D Template Fit Method1201

The 2D template fit method estimates the signal and background yields by applying an unbinned extended1202

maximum likelihood fit simultaneously to the transverse isolation energy (Eiso 1
T
, Eiso 2

T
) distributions of1203

the two photon candidates. The method was developed for the ATLAS diphoton cross-section measure-1204

ment [47, 48]. In the following the method is described and the results obtained are summarized. Finally1205

the assessment of the statistical and systematic uncertainties is provided.1206

The 2D template fit method is applied in the electron and the muon channel using the data obtained1207

from the inclusive selection. For the exclusive selection the method is only applied for the muon channel.1208

In the electron channel the number of events available in the control-regions is too small for the 2D tem-1209

plate fit method to yield stable results. Therefore, in this case the fake-photon background is extrapolated1210

from the results of the inclusive measurement. This is detailed in the last section of this Appendix.1211

C.1 General Method1212

For performing the fit, all events passing the nominal selection excluding the isolation requirement of the1213

two photon candidates are considered. These events can be divided into four different categories accord-1214

ing to the origin of the photon candidates. Events with two real photons are denoted as γγ, while events1215

with one photon candidate stemming from a jet are called γ j ( jγ) when the leading (subleading) photon is1216

real. The last category is comprised of events where both photons are coming from a jet, these events are1217

called j j throughout this document. By using this categorization, the two-dimensional Eiso
T distribution1218

can be modelled by the sum of four isolation templates (F) normalized with their respective yields (W):1219

WtotFtot = WγγFγγ +Wγ jFγ j +W jγF jγ +W j jF j j. (52)

If properly normalized, the templates can be considered as two-dimensional probability density func-1220

tions (PDF) of the transverse isolation energies.1221

It was shown in [48] that the transverse isolation energies of the two photon candidates are uncor-1222

related for events in the γγ, γ j and jγ categories. This allows to write the corresponding PDFs as the1223

product of two one-dimensional PDFs. For events in the j j category it was found that the correlation1224

between the isolation energies of the two photon candidates is not neglibile. Thus the corresponding1225

PDF cannot be factorized and has to be modelled as a two-dimensional distribution in order to take into1226

account the correlations. Hence, Equation 52 can be re-written as:1227

WtotFtot = WγγFγ,1Fγ,2 +Wγ jFγ,1F j,2 +W jγF j,1Fγ,2 +W j jF j j, (53)

where Fγ,1 and Fγ,2 are the one-dimensional real photon isolation PDFs for the leading and subleading1228

photons, F j,1 and F j,2 are the one-dimensional isolation PDFs for a jet faking the leading or the sub-1229

leading photon respectively, and F j j is the two-dimensional j j isolation PDF used when both photon1230

candidates are fake.1231

The signal (Wγγ) and background (Wγ j, W jγ, W j j) yields can be obtained by fitting eq. 53 to data, i.e.1232

by maximizing the extended likelihood function defined as:1233

L(θ⃗|x⃗1, x⃗2, . . .) = PWtot
(N) ∗

N
∏

i=0

Ftot(x⃗i |⃗θ), (54)

with respect to θ⃗ = (Wγγ,Wγ j,W jγ,W j j) given the data x⃗i. Here, PWtot
(N) is the poisson probability of1234

observing N events when Wtot events were expected.1235

Once the fit is performed, by multiplying the obtained yields and the integral of the different PDFs1236

in the region where both photons are isolated, one can extract the number of events of each category of1237

events in the signal region.1238
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The uncertainties on Ni
sig and Ni

bkg due to the k-th source are σik and σ(i+m)k respectively. Comparing906

this definition of nuisance parameters to that of θ, the covariant matrix of θ can be computed as:907

Ci j =
∑

k

σikσ jk (39)

Therefore, the likelihood function can be constructed from covariant matrix as defined in Equation 34.908

The p-value of a test value µtest, p(µtest), is defined as the ratio number of pseudo experiments with less909

likely results than actual to total number of pseudo experiments carried. The upper 95% CL limit is the910

value of µtest which has the p(µtest) less than 5%. For each pseudo experiment, we generate number of911

data Ni
ps following the Poisson distribution with the mean of Ni

sig
(µtest) + Ni

bkg
. The estimation of Ni

sig912

and Ni
bkgr of each pseudo experiment is done by shifting the nuisance parameter to non-zero value of θ0913

following the Gaussian distribution. The likelihood function of the pseudo experiment, {Ni
ps, θ0}, is:914

L(Ni
ps, θ0;µ, θ) =

m
∏

i=1

Poisson(Ni
ps,ψ

i(µ, θ)) ×
1

(2π)m
e−

1
2 ((θ−θ0)·C−1·(θ−θ0)), (40)

The profile likelihood ratio is:915

λ(Ni
ps, θ0;µtest) =

L(Nps, θ0;µtest,
ˆ̂θ)

L(Nps, θ0; µ̂, θ̂)
. (41)

Here, the values µ and θ which maximizes the likelihood are denoted by µ̂ and θ̂, respectively and ˆ̂θ de-916

notes the value of θ that maximizes the likelihood for a fixed value of µ = µtest. The pseudo experiment917

is considered less likely than actual if its profile likelihood ratio is smaller than that of actual data:918

λ(Ni
ps, θ0;µtest) < λ(Ni

data, 0;µtest) (42)

The TGCLim package uses 10000 pseudo experiments, corresponding to a statistical uncertainty of919

±0.2% on a p-value of 5%.920

8.3 Unitarity constraint921

The effective Lagrangian terms generating the aQGCs spoil the gauge structure of the model, which can922

lead to unitarity violation at relatively low energies. To preserve unitarity up to higher energy scales, the923

conventional procedure is to modify the bare coupling parameters with an energy dependent form factor.924

A typical choice is the generalised dipole form factor, which in this case would be applied as925

f →
⎛

⎜

⎜

⎜

⎜

⎝

1 +
s

Λ2
FF

⎞

⎟

⎟

⎟

⎟

⎠

−n

× f . (43)

In the above formula, s is the energy scale of the process which equivalents to the invariant mass of Wγγ926

system. For values of s above the form factor scale, ΛFF, this has the effect of pushing the aQGCs back927

down towards the SM prediction. The strength of this effect depends on the choice of n. For large n the928

form factor is effectively a cutoff on the effects of the anomalous couplings at ΛFF, so that for s > ΛFF929

any distribution becomes constrained to its SM expectation. The undesirable consequence of applying930

such a form factor is that any limits found will depend on the choices of n and ΛFF.931

The apropriate value of ΛFF is chosen with the help of the calc formfactor program [40]. The932

program uses on-shell 2→ 2 inelastic scattering processes to calculate the largest scale ensuring unitarity933

up to
√

s = 8 TeV for a given value of the exponent n and anomalous coupling. The inputs used for934
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8.2 Statistical Method875

The exclusive cross-section measurement is used to assign limits on the coefficients fM2, fM3 and fT0. An876

additional cut on the diphoton invariant mass mγγ > 300 GeV is imposed. It was optimised as explained877

in Section K to maximize the sensitivity to anomalous quartic gauge couplings. The VBFNLO [35, 36, 37]878

generator is used to generate cross-section for different aQGC scenarios.879

Since the aQGC terms are added linearly, the cross-section as a function of the aQGC parameters880

fM2, fM3 and fT,0, denoted generally as f , is expressed by a quadratic form:881

σpp→lνγγ+X( f ) = p2 f 2 + p1 f + p0. (31)

The coefficients pi can be found from a fit of cross-sections predicted by VBFNLO at different values of882

f . The p0 coefficient represents the SM contribution. The following equation:883

ME = |A0 +
∑

fMi
× Ai|2 (32)

shows the Matrix Element which is the square of linearly added terms derived from the aQGC lagrangian884

terms. The number of expected events can then be written as:885

N( f ) = A ×C ×
∫

Ldt × (p2 f 2 + p1 f + p0) (33)

assuming that the correction factor A×C is independent of the aQGCs. A study to show that this is a valid886

estimation is described in Appendix H. In addition, this assumption is treated as a source of systematic887

uncertainty on the final limits as described below.888

A frequentist approach based on a profile likelihood fit is used to derive the 95% Confidence Level889

(CL) limits on the aQGC parameters, following the indications of the ATLAS Statistical forum [38]. The890

TGCLim package [39] is used for the limit setting procedure. We summarize here the main steps of the891

procedure. The likelihood function is given by a Poisson distribution, which provides the probability for892

a certain number of expected events – Ni
exp = Ni

bkgr+Ni
sig – to give an observation of Ndata. The numbers893

of expected events depend on a number of nuisance parameters, θ, corresponding to the systematic894

uncertainties affecting the measurement, and their covariant matrix, Ci j = ⟨θiθ j⟩. The likelihood function895

can hence be written as follows:896

L(µ, θ) =
m

∏

i=1

Poisson(Ni
data,ψ

i(µ, θ)) ×
1

(2π)2
e−

1
2 (θ·C−1·θ) (34)

ψi(µ, θ) = Ni
sig(µ)(1 + θi) + Ni

bkg(1 + θi+m) (35)

The index i runs over the bins used in the limit setting (in our case, we have two bins corresponding897

to each final states, eνγγ and µνγγ). The index m is the number of bins. The nuisance parameters898

θ = θ1, θ2, ..., θ2m are fractional errors and allowed to float around zero with a Gaussian constraint in the899

fit. This constraint is expressed by the Gaussian term multiplying the Poissonian function in Equation 34.900

The meaning of nuisance parameters θi is that they relate the observed and true number of events of signal901

and background.902

Ni
sig,true = Ni

sig · (1 + θi) (36)

Ni
bkg,true = Ni

bkg · (1 + θi+m) (37)

In order to take into account the contribution of individual source of uncertainty to total fractional error θ,903

a nuisance parameter, ξk, which follows the unit Gaussian distribution, is introduced for each individual904

source of uncertainty, k:905

ψi(µ, θ) = Ni
sig(µ)

⎧

⎪

⎪

⎨

⎪

⎪

⎩

1 +
∑

k

σikξk

⎫

⎪

⎪

⎬

⎪

⎪

⎭

+ Nbkg

⎧

⎪

⎪

⎨

⎪

⎪

⎩

1 +
∑

k

σ(i+m)kξk

⎫

⎪

⎪

⎬

⎪

⎪

⎭

, (38)
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according to the Particle Data Group [33], is implicitly included in the fiducial cross–section definition.785

In the current analysis, we aim at measuring the fiducial cross–section defined in Equation 17.786

Although Equation 17 could be used to calculate the production cross-section of the Wγγ processes, a787

maximum log-likelihood approach is used instead to calculate both the per-channel and combined cross-788

sections. This method takes into account the Poisson statistics of the samples, and has the advantage of789

allowing to readily combine and propagate the systematic uncertainties taking into account correlations790

between the two channels.791

7.2 Fiducial Cross-Section Calculation792

In order to compute the cross-sections, an estimate of the number of expected events – from MC simu-793

lation – as well as the number of estimated background events is given. The number of expected events,794

Ni
exp, can be written as795

Ni
exp = Ni

s + Ni
b. (18)

where Ni
b

is the number of background events predicted using MC simulation or data driven methods,796

and Ni
s is the number of signal events.797

The number of signal events can be written as a function of the fiducial cross-section defined in798

Equation 17: (from now on σ ≡ σ f id
Wγγ)799

Ni
s(σ

f id
Wγγ) = σ f id

Wγγ × Ai
Wγγ→lνγγ ×Ci

Wγγ→lνγγ ×
∫

Ldt, (19)

where Ai
Wγγ→lνγγ and Ci

Wγγ→lνγγ are respectively the acceptance and efficiency corrections extracted from800

the signal MC simulation, and
∫

Ldt is the data sample integrated luminosity.801

Moreover, in order to take into account the impact of systematic uncertainties on the estimate of802

signal and background event counts, the number of predicted signal and background events has to be803

further corrected as follows:804

Ni
s(σ

f id
Wγγ, {xk}) = σ

f id
Wγγ × Ai

Wγγ→lνγγ ×Ci
Wγγ→lνγγ ×

∫

Ldt × (1 +

n
∑

k=1

xkS i
k) (20)

and805

Ni
b({xk}) = Ni

b(1 +

n
∑

k=1

xkBi
k). (21)

In equations 20 and 21, each systematic uncertainty on the i-th channel is assumed to be a normal806

distribution with zero mean and unit variance, i.e. xk ∼ N(0, 1). The parameters S i
k

and Bi
k

are the807

standard deviation amplitudes, representing the kth systematic uncertainty in channel i.808

A negative log-likelihood function can then be defined as follows809

−ln L(σ, {xk}) =
2

∑

i=1

−ln

(

e−(Ni
s(σ,{xk})+Ni

b
({xk})) × (Ni

s(σ, {xk}) + Ni
b
({xk}))Ni

obs

(Ni
obs

)!

)

+

n
∑

k=1

x2
k

2
. (22)

Here, the expression inside the natural logarithm is essentially the Poisson probability that the expected810

number of signal and background events (Ni
s(σ, {xk}) + Ni

b
({xk})) will produce the number of events811

observed in data (Ni
obs

) in the i− th channel and after the full analysis selection has been applied. The last812

addend in Equation 22 is the term that takes care of the Gaussian constraints on the nuisance parameters813

xk, previously defined in equations 20 and 21. Each systematic k is ascribed to an independent source (if814

two different systematic uncertainties considered here are correlated, their linear sum is used as the total815
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systematic uncertainty). A single random variable xk is used over all channels in signal and background816

as the effect of each systematic is 100% correlated across channels and between signal and background817

components. It should be noted that, since each parameter xk is gaussianly constrained, the number of818

degrees of freedom of the fit is unchanged.819

To find the most probable value of σ, the log-likelihood function is thus minimized by letting all the820

nuisance parameters xk free in the fit. The fit thus provides a total uncertainty, that contains both the821

statistical and all the systematic components. In order to obtain the systematic uncertainty breakdown,822

the procedure described in 7.3 is used. By subtracting in quadrature the systematic component to the823

total uncertainty from the fit, one then obtains the purely statistical uncertainty on the cross-section824

measurement. The minimization and error calculation is performed by using the Minuit package [34].825

To calculate the cross section (fiducial or total) in a single channel i, we take the Poisson probability only826

in channel i rather than the product over all channels.827

7.3 Estimation of Systematic Uncertainties on the Fiducial Cross-Section828

In order to estimate the systematic uncertainties on the measurement, a serie of minimizations of the829

log-likelihood is performed. In each of these minimizations, all the nuisance parameters are free to830

vary except one, the k − th parameter, which is fluctuated up or down by one sigma. The cross-section831

parameter is let free to vary in the minimization. The difference between the central value of the cross-832

section obtained this way and the one obtained by letting all nuisances free is taken as the systematic833

uncertainty on the cross-section relative to the k − th source. Since the propagation is performed in both834

positive and negative directions separately, this method will in general provide asymmetric positive and835

negative uncertainties.836

7.4 Fiducial Cross-Section Measurement Results837

By performing the calculation for each source of systematic uncertainty separately, as described in Sec-838

tion 7.3, we obtain the systematic uncertainties on the cross-section for each source and for each chan-839

nel. The systematic uncertainties on the fiducial cross-section measurement of the Wγγ process are840

summarized in Table 15 and Table 16 for the inclusive and exclusive cases respectively. All systematic841

uncertainties except the luminosity one are then added in quadrature to compute the total systematic842

uncertainty. The cross-section results and overall statistical and systematic uncertainties are shown in843

Table 17 and 18 for the muon and electron channel separately and for the two channels combined in the844

inclusive and exclusive case respectively. A comparison with the theoretical prediction computed using845

MCFM at the NLO, as described in Section 6, is also provided. The values of the nuisance parameters846

from the cross-section fit are provided in Appendix G.847


