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The CMS computing model 
Tier 0 (at CERN)

Receiving data from online system and splitting into Primary 
Datasets
Prompt calibration and reconstruction
Distribution of RECO and AOD to Tier 1

Tier 1 (7 computing centres)
Providing storage for received data
Re-Reconstruction, Calibration
Central skimming

Tier 2 (~40 smaller centres)
Service for local community
CMS wide analysis resources:
User analysis

MC production & simulation
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Prompt data

CMS detector -UXC at LHC Point 5 (P5), Cessy, France
the trigger and data acquisition system P5 underground CR –UCX
and P5 surface CR –SCX

T0 -CMS Computing Center, Meyrin, CH -for prompt reconstruction

PromptReconstruction
Certain datasets are configured to get
reconstructed
– BeamHalo, ZeroBias, TriggerTest, 
Cosmics, BarrelMuon, EndcapsMuon

Dataset Names
/<PD>/<ProcEra><PI><ProcVer>/<DataTier>
/BeamHalo/BeamCommissioning08_CRUZET4_V5P_StreamALCARECOTkAlCosmics_v3/ALCARECO

Logical File Names
/store/data/<PE>/<PD>/<DT>/<PI><PV>/<SPLIT>/<UUID>.root
/store/data/BeamCommissioning08/BeamHalo/RECO/v1/000/062/236/88034D41-7780-DD11-A3F6- 
000423D6A6F4.root

– Primary Dataset (PD)
– Processing Era (PE): defined ad-hoc currently
– Processing Info (PI): information on processing
– Processing Version (PV): usually starts as -v1
– Data Tier (DT): RAW, RECO, ALCARECO, (AOD)
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CMS Prompt Calibration Loop
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Data Skimming
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“HLT exercise”: 1E32 (June 2007)

• μ: 50 Hz
• eγ: 30 Hz
• jets/MET/Ht: 30 Hz
• τ: 7 Hz
• b-jets: 10 Hz
• x-channels: 20 Hz
• prescaled: 15 Hz
• Total: 150 Hz

~ 60 HLT paths
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“iCSA08”: 2E30/2E31 (April 2008)

~ 190 HLT paths
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~ 160 HLT paths

Startup menus: 8E29 (Fall 2008)



2008-11-07 CMS B-physics Group Meeting 11,07,2008 10

MET

Jets

Ele

Gamma

Tau

Muon

Minbias

Btag
Lep+X

Object Datasets: 
defined by OR of trigger bits

A Physics-driven division
(No AlCa trigger considered)

Object Dataset sizes 
not well balanced
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Object → Primary 

From object datasets to 
primary datasets:
• Splitting based only on 
trigger bits
• Merge correlated triggers

• Keep unprescaled 
triggers together

• Allow for duplication of 
triggers if meaningful from 
physics point of view
• Naming provides basic 
info on content of the PDS 

Object DS

Jets

Met

Ele

Gamma

Mu

Tau

MinB

BJet

Primary DS

Jet15

DiJet15

DiJet30

MultiJet-Bjet

Met

Ele10

Ele15NoIso

Ele15Iso

DiEle_EleX

GammaNoIso

GammaIso

MuL1

Mu3

Mu5_MuX

Tau

MinB

LepX

For rate equalization
Some are too big ⇒ Split
Some are too small ⇒ Merge

Example here is for 
L >> 8E29
For 8E29 only need 8 PD …
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Object → Primary 

Lepton +X and Bjet 
datasets have tiny rate.
•Lepton+X:  are combined 
object triggers. Split and 
absorbed into the 2 
relevant lepton datasets

• same trigger paths 
appearing in 2 datasets

•Bjet: merged with the 
MultiJet dataset

Object DS

Jets

Met

Ele

Gamma

Mu

Tau

MinB

BJet

Primary DS

Jet15

DiJet15

DiJet30

MultiJet-Bjet

Met

Ele10

Ele15NoIso

Ele15Iso

DiEle_EleX

GammaNoIso

GammaIso

MuL1

Mu3

Mu5_MuX

Tau

MinB

LepX Example here is for 
L >> 8E29
For 8E29 only need 8 PD …
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• HLT_DoubleEle10_LW_OnlyPixelM_L1R
• HLT_DoubleEle5_SW_L1R
• HLT_DoubleLooseIsoTau
• HLT_Ele10_SW_L1R
• HLT_FwdJet20
• HLT_IsoPhoton10_L1R
• HLT_Jet30 (L1 prscl: 25)
• HLT_Jet50 (HLT prscl: 5)
• HLT_Jet80
• HLT_DiJetAve30
• HLT_L1Jet15 (L1 prscl: 25, HLT prscl: 40)
• HLT_L1MET20 (L1 prscl: 50)
• HLT_L1Mu (HLT prscl: 20)
• HLT_L1MuOpen (HLT prscl: 20)
• HLT_L2Mu9
• HLT_LooseIsoTau_MET30
• HLT_LooseIsoTau_MET30_L1MET
• HLT_MET35
• HLT_Mu3
• HLT_Photon15_L1R

““ZeroZero--/Min/Min--BiasBias”” TriggersTriggers
•HLT_ZeroBias (L1 prscl: 15000)
•HLT_MinBias (L1 prscl: 4000)
•HLT_MinBiasHcal (L1 prscl: 5000)
•HLT_MinBiasEcal (L1 prscl: 5000)
•HLT_MinBiasPixel (L1 prscl: 15000)
•HLT_MinBiasPixel_Trk5(L1 prscl: 15000)
AlCaRAW Triggers
•AlCa_EcalPhiSym
•AlCa_EcalPi0
•AlCa_IsoTrack
Technical Trigs. for AlCa
•HLT BackwardBSC
•HLT ForwardBSC
•HLT CSCBeamHalo
•HLT CSCBeamHaloOverlapRing1
•HLT CSCBeamHaloOverlapRing2
•HLT CSCBeamHaloRing2or3
•HLT TrackerCosmics

Physics:Physics:

Startup Core Menu for 8E29
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reco::Muon
three different muon reconstruction algorithms are merged in the “muons”
collection: GlobalMuons, TrackerMuons, StandaloneMuons

The three algorithms are not mutually exclusive - one muon can be in all 3 categories!
TrackerMuons are not a subset of GlobalMuons (or vice-versa)

https://twiki.cern.ch/twiki/bin/view/CMS/WorkBookMuonAnalysis
https://twiki.cern.ch/twiki/bin/view/CMS/SWGuideMuons



2008-11-07 CMS B-physics Group Meeting 11,07,2008 15

Muon
 

isolation & selector
Pre-computed isolations in ΔR cones of 0.3 and 0.5are accessible 
from the reco::Muon object
Defined in

DataFormats/MuonReco/interface/Muon.h
DataFormats/MuonReco/interface/MuonIsolation.h
DataFormats/MuonReco/interface/MuonSelectors.h
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Muon
 

timing & In the Calorimeter
Muon time-of-flight information is available from the DT’s

Useful for rejection of non-collision backgrounds, 
“exotic” heavy charged particle searches, etc.

Defined in
DataFormats/MuonReco/interface/MuonTime.h

Calorimeter compatibility - use energy deposited in ECAL, 
HCAL, and HO to check for compatibility with a minimum 
ionizing particle (MIP)

Complementary to information from tracker & muon
system

Defined in
RecoMuon/MuonIdentification/interface/MuonCaloCompatibility.h
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TeV
 

Muons,CaloMuons
 

&CosmicMuons

For some closely related topics not covered here:
• PAT muons 
https://twiki.cern.ch/twiki/bin/view/CMS/EWKPatDefaults21X#M 
uons
• HLT muons
https://twiki.cern.ch/twiki/bin/view/CMS/MuonHLT
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Offline vertex reconstruction I
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Offline vertex reconstruction II
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Reco::Photon
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Reco::Electron
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b-Tag
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Taus
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Track
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Particle Flow
The core of the particle flow algorithm reconstructs photons, 

charged hadrons, and neutral hadrons and consists in

calorimeter clustering (ECAL, HCAL, PS), 
produces PFClusters

track reconstruction and extrapolation to the calorimeters, 
produces PFRecTracks

reconstructing blocks of topologically connected elements 
(tracks, ECAL clusters, HCAL clusters, PS clusters) 

produces PFBlock
analyzing these blocks to reconstruct particles. 

produces PFCandidates

Fast simulation
Full simulation
PAT

•electron BEING IMPLEMENTED
•muon BEING IMPLEMENTED

https://twiki.cern.ch/twiki/bin/view/CMS/SWGuideParticleFlow#ClusterIng
http://cmssw.cvs.cern.ch/cgi-bin/cmssw.cgi/CMSSW/DataFormats/ParticleFlowReco/interface/PFCluster.h?rev=HEAD&cvsroot=CMSSW&content-type=text/vnd.viewcvs-markup
https://twiki.cern.ch/twiki/bin/view/CMS/SWGuideParticleFlow#ParticleFlowTracking
http://cmssw.cvs.cern.ch/cgi-bin/cmssw.cgi/CMSSW/DataFormats/ParticleFlowReco/interface/PFRecTrack.h?rev=HEAD&cvsroot=CMSSW&content-type=text/vnd.viewcvs-markup
https://twiki.cern.ch/twiki/bin/view/CMS/SWGuideParticleFlow#BlockReconstruction
http://cmssw.cvs.cern.ch/cgi-bin/cmssw.cgi/CMSSW/DataFormats/ParticleFlowReco/interface/PFBlock.h?rev=HEAD&cvsroot=CMSSW&content-type=text/vnd.viewcvs-markup
https://twiki.cern.ch/twiki/bin/view/CMS/SWGuideParticleFlow#ParticleReconstruction
http://cmssw.cvs.cern.ch/cgi-bin/cmssw.cgi/CMSSW/DataFormats/ParticleFlowCandidate/interface/PFCandidate.h?rev=HEAD&cvsroot=CMSSW&content-type=text/vnd.viewcvs-markup
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Jets & MET
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User Analysis on Tier-2s
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Tier-2 Analysis Workflow
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Toturial: configuration file 
--PYTHON time

https://twiki.cern.ch/twiki/bin/view/CMS/WorkBookConfigFileIntro

https://twiki.cern.ch/twiki/bin/view/CMS/SWGuideAboutPythonConfigFile

The Python coding language 

the CMS-specific configuration file language 

Motivation
Many tools handling configurations are written in Python
In the long run easier maintenance
More flexibility for the end user, which means for you!
Old config be deprecated

http://indico.cern.ch/conferenceDisplay.py?confId=37576
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An example

import FWCore.ParameterSet.Config as cms
import Foo.Bar.data.somefile

process = cms.Process("RECO") 

process.source = cms.Source("PoolSource", 
fileNames = cms.untracked.vstring("test.root") ) 

process.tracker = cms.EDProducer("TrackFinderProducer") 

process.out = cms.OutputModule("PoolOutputModule", 
fileName = cms.untracked.string("test2.root") ) 

#add the contents of Foo.Bar.data.somefile to the process 
process.extend(Foo.Bar.data.somefile) 

process.p = cms.Path(process.tracker * process.out) 
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CMSSW file input& output, Trigger Bits

selectEvents TWiki
https://twiki.cern.ch/twiki/bin/view/CMS/SWGuideEDMPathsAndTriggerBits
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Accessing event data
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Crab: Cms
 

Remote Analysis Builder
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DBS: Dataset Bookkeeping System 
DBS & DLS-- CMS data discovery  service
StandAlone/Server: o(100 jobs)/large tasks
user data Crab publication to DBS
--publish the results of analysis to their local DBS

1.SiteDB registration: 
https://twiki.cern.ch/twiki/bin/view/CMS/SiteDBForCRAB
StorageElement: local Tier2 /store/(user LFN namespace) in addtion to 
/store/(mc LFN namespace)
a private DBS instance
publish data at the job creation time

dataset name and LFN(logical file name)
/<primarydataset>/<yourHyperNewsusername>-<publish_data_name>-<PSETHASH>/USER
*<PSETHASH> is calculated from pset.cfg
/store/user/<yourHyperNewsusername>/<primarydataset>/<publish_data_name>/<PSETHASH>/<out 
put_file_name>

** if the copy of output problem, the logical file name will be
/copy_problems/<output_file_name>

***if the publish option selected in crab.cfg, the StorageElement directory where to copy will be
/<storage_path>/<yourHyperNewsusername>/<PrimaryDS>/<publish_data_name>/<PSETHASH>/
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DBS  private data publication
[USER]
copy_data = 1
storage_element = t2-srm-02.lnl.infn.it
storage_path = /srm/managerv1?SFN=/pnfs/lnl.infn.it/data/cms/store/user

publish_data=1
storage_element = cmsdcache.pi.infn.it
storage_path = /srm/managerv1?SFN=/pnfs/pi.infn.it/data/cms/store/user

publish
1. create and submit all jobs
2. retrieve all the outputs 
then you can issue:

crab -publish
to check published:
the script InspectDBS2.py located in the python dir of CRAB:
./InspectDBS2.py --DBSURL=<dbs_url_for_publication> -- 
datasetPath=<name_of_your_dataset>

to delete a dataset
./DBSDeleteData.py --DBSURL=<dbs_url_for_publication> -- 
datasetPath=<name_of_your_dataset>

run analysis
[CMSSW]
datasetpath=<primarydataset>/<publish_data_name>/USER
### DBS/DLS options
dbs_url = <dbs_url_for_publication>#DBS URL : http://cmssrv17.fnal.gov:8989/DBS108LOC1/servlet/DBSServlet
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Offline ConditionsData/FrontierConditions
Conditions data for calibration and alignment are defined in ORCOF(Off-line 

Reconstruction Conditions DB Off-line). From the 200 release onwards, 
the set of database tags which together define the offline conditions data 
are collected together in a Global Tag, which is itself stored in the 
database. 

Triggers Path for Startup Conditions
AlCaReco streams for collision data 

3 TkAlJpsiMuMu Tracker alignment
HLT_DoubleMu3_JPsi, HLT_DoubleMu4_BJPsi 

Start-up scenario (aka "SurveyLASCosmics" scenario) laser alignment system
Global Tag 21X 

COSMMC_21X for COSMICS MC. Expected calibration and alignment 
conditions at startup
IDEAL_V9 Ideal/trivial conditions - perfectly aligned and calibrated detector 
STARTUP_V7 Expected calibration and alignment conditions at startup

Global Tag 20X 
CSA08_S156 Conditions from S156 (10pb-1) calibration and alignment in 
CSA08 
CSA08_S43 Conditions from S43 (1pb-1) calibration and alignment in CSA08 
IDEAL_V2
STARTUP_V2

FakeConditions

https://twiki.cern.ch/twiki/bin/view/CMS/SWGuideTagCollectionConcept
https://twiki.cern.ch/twiki/bin/view/CMS/GlobalTagContents20X#LinkCSA08S156
https://twiki.cern.ch/twiki/bin/view/CMS/GlobalTagContents20X#LinkCSA08S43
https://twiki.cern.ch/twiki/bin/view/CMS/GlobalTagContents20X#LinkIDEALV2
https://twiki.cern.ch/twiki/bin/view/CMS/GlobalTagContents20X#LinkSTARTUPV2
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CMSSW &  PhysicsAnalysisToolkit
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PAT: 3 layers
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2008-11-6CMS_Week_Feb08 tsv 47

Fullsim production done (200 Mevt) with CMSSW 2_1

1. CMSSW 2_2
i) New Particle Flow algorithm and data format.
ii) Re-digitization and re-reco production
iii) Fast simulation ( > 0.5 B evts)
iv) Analysis for CRAFT and Global Runs data
v) new PAT version for analysis data produced with 2_1 and 2_2 releases.

2. CMSSW 3_0 (Jan/Feb 09)
Data format changes allowed,
GEANT4, Root, etc

3. Trigger Tables up to 1032 

New procedures being put in place
Primary Data Sets

CMS Offline, Computing, Trigger
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CMS Week Sep08 Fri 48

CMS Physics Plan

Prior to Sep 19: everything and everyone had been directed towards 
the imminent arrival of data.  Now:
Continue work on early publications

Aim to have full drafts ahead of time (data-taking)
Continue the 900 GeV analyses – to completion
Start analyses with the 10 TeV samples from CMSSW_2_1

Recall: they have 3.8 T, 10 TeV and new tracker format (backwards 
incompatible)

Restart Monte Carlo analysis approvals? Yes.
Given that we have a few months now ahead, we can update some of our 
results (especially for 10 TeV)

Need to tend to needs of younger collaborators working on theses and 
limited-term position

To restart physics studies: planning a fastsim production
Assume 10 TeV, inst. Lumi up to 1032, 50pb-1 like before.  As soon as 
fastsim is ready. We’ll go with CMSSW_2_2.
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CMS Week Sep08 Fri

CMS Physics Goals

Consolidate our state: there are parallel activities related to “tools” and 
the “how-to” do physics

We should deploy the PAT throughout all groups
We have to co-organize the “feedback loops” that are currently 
taking too long:

Release validation bugfind bufix re-release
Also check/improve on the “analysis turn-around”

We need to complete the definitions of the trigger menus for the
different luminosities
We need to complete the definitions of the primary datasets
We need to run analysis (extensively, for long periods of time, with 
many people) at the Tier-2’s
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Fast Simulation basic concepts 

Speed: 400ms (sim and tk) + 2-3s (reco and HLT) per event 
One single production workflow: Sim+L1+HLT+Reco
Reprocessing is meaningless: 

Easier to re-simulate from scratch or from the same GEN files
Objects produced: 

the same objects as in the full sim/reco are produced
No Raw data format. Digis available for all detectors ( but the 
Tracker) but still created in a special way (at the same time as
RecHits)
AOD event content IDENTICAL to standard one

Simulation with Pile-Up easy:
The pileup events are superimposed at the generator level
They are simulated at the same time as the signal
Easier to have simulation in different conditions
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Fall 08 FastSim
 

Production 
Release: 2_2_X
Centre of Mass energy = 10 TeV
Magnetic field : 3.8 T
Detector calibration/alignment: IDEAL
No Pileup
No Preshower
Generator Madgraph (only?). Filtering on generator only 
Physics processes: being defined…
HLT table for 2x1032. No  filtering on HLT.
Event Content : AODSim

2_2_X: 
Add the latest and greatest Particle Flow improvement which are not 
backward compatible
Fix the L1/HLT (broken in FastSim for the entire 2_1_X series)

incidentally, broken also in FullSim since 2_1_8
We discovered this on Oct 1st. ~1 month to have a fix. 

2_2_X = 2_1_X + PF tags + L1/HLT tags
However it seems way more things went in…
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Famos
 

So far….
Planning for the Fall 08 FastSimulation production started long time ago. 

Lots of work went into a 2_1_X that would be satisfactory for production

After the 2_1_10 validation we felt close to be ready for FastSim

Plans changed to move to 2_2_X and accommodate: 

Particle Flow latest improvements (data format change) + L1/HLT bug fixes 

However,  the amazingly large number of extra changes in 2_2_X (plus the incoming 

3_0_x integration): 

has kept us busy with day-to-day maintenance 

left  no time for real debugging/development of issues already seen in 2_1_10 

Validation

brought to a situation where we need a validation from scratch of the FastSim in 

this release (and maybe FullReco as well) 

Need for a succesful production: 

Some quiet time to work, debug, fix in a stable, closed release.

Complete Validation of the FastSim, L1/HLT before (pre)production 
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