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Higgs discovery

First elementary(?) spin-0 particle 

SM: first EFT which might be valid up to exponentially 
high scales (too good to be true?) 

Two renormalizable interactions (Yukawa and Φ4) 
realized in fundamental theory of Nature 

A new era for particle physics!



Open questions / hopes

Is it (NOT) the SM Higgs? 

Is it elementary or composite? 

Are there more than one Higgs? 

Phase transition? Vacuum stability? Naturalness? 

Relations to inflation / dark matter / matter-antimatter 
asymmetry / neutrino masses / … ?

Priority!



Higgs boson in the SM
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simple, elegant! 
predictive, testable!



Theory vs. data
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Figure 7: Best fit values of �i · B f for each specific channel i ! H ! f , as obtained from the generic paramet-
erisation with 23 parameters for the combination of the ATLAS and CMS measurements. The error bars indicate
the 1� intervals. The fit results are normalised to the SM predictions for the various parameters and the shaded
bands indicate the theoretical uncertainties in these predictions. Only 20 parameters are shown because some are
either not measured with a meaningful precision, in the case of the H ! ZZ decay channel for the WH, ZH, and
ttH production processes, or not measured at all and therefore fixed to their corresponding SM predictions, in the
case of the H ! bb decay mode for the ggF and VBF production processes.

21

Remarkable agreements based 
upon high precision 

calculations and measurements

Experimental error 
approaching 

theoretical uncertainty 
(NNLO+NNLL)

ATLAS and CMS: 1606.02266

Run 2 updates in talks by 
Haifeng Li and Mingshui Chen!



Theoretical uncertainty

Table 11: Measured global signal strength µ and its total uncertainty, together with the breakdown of the uncertainty
into its four components as defined in Section 3.3. The results are shown for the combination of ATLAS and CMS,
and separately for each experiment. The expected uncertainty, with its breakdown, is also shown.

Best fit µ Uncertainty

Total Stat Expt Thbgd Thsig

ATLAS + CMS (measured) 1.09 +0.11
�0.10

+0.07
�0.07

+0.04
�0.04

+0.03
�0.03

+0.07
�0.06

ATLAS + CMS (expected) +0.11
�0.10

+0.07
�0.07

+0.04
�0.04

+0.03
�0.03

+0.07
�0.06

ATLAS (measured) 1.20 +0.15
�0.14

+0.10
�0.10

+0.06
�0.06

+0.04
�0.04

+0.08
�0.07

ATLAS (expected) +0.14
�0.13

+0.10
�0.10

+0.06
�0.05

+0.04
�0.04

+0.07
�0.06

CMS (measured) 0.97 +0.14
�0.13

+0.09
�0.09

+0.05
�0.05

+0.04
�0.03

+0.07
�0.06

CMS (expected) +0.14
�0.13

+0.09
�0.09

+0.05
�0.05

+0.04
�0.03

+0.08
�0.06

5. Measurements of signal strengths

Section 4.1 presents the results from generic parameterisations, expressed in terms of cross sections and
branching fractions. This section probes more specific parameterisations, with additional assumptions.
Results for these parameterisations are presented, starting with the most restrictive one using a single
parameter of interest, which was used to assess the sensitivity of the experimental analyses to the presence
of a Higgs boson at the time of its discovery. Section 5.4 describes the test of a hypothesis that two or
more neutral Higgs bosons might be present with similar masses.

5.1. Global signal strength

The simplest and most restrictive signal strength parameterisation is to assume that the values of the signal
strengths µ f

i , as defined in Eq. (3), are the same for all production processes i and decay channels f . In
this case, the SM predictions of signal yields in all categories are scaled by a global signal strength µ.
Such a parameterisation provides the simplest test of the compatibility of the experimental data with the
SM predictions. A fit to the ATLAS and CMS data at

p
s = 7 and 8 TeV with µ as the parameter of

interest results in the best fit value:

µ = 1.09+0.11
�0.10 = 1.09+0.07

�0.07 (stat) +0.04
�0.04 (expt) +0.03

�0.03 (thbgd)+0.07
�0.06 (thsig),

where the breakdown of the uncertainties into their four components is performed as described in Sec-
tion 3.3. The overall systematic uncertainty of +0.09

�0.08 is larger than the statistical uncertainty and its largest
component is the theoretical uncertainty in the ggF cross section. This result is consistent with the SM
prediction of µ = 1 within less than 1� and the p-value of the compatibility between the data and the SM
predictions is 40%. This result is shown in Table 11, together with that from each experiment, includ-
ing the breakdown of the uncertainties into their four components. The expected uncertainties and their
breakdown are also given.
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Theoretical uncertainty
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Figure 6: The fixed-order (left) and RG-improved (right) cross-section predictions including
perturbative uncertainty bands due to scale variations for the Tevatron (upper) and LHC
(lower plots). In contrast to Figure 5, different PDF sets are used according to the order of
the calculation.

after RG improvement are fully contained in the lower-order ones and the K-factor is close
to 1, in particular for the LHC.1 In fixed-order calculations it is customary to use PDFs ex-
tracted from a fit using predictions of the same order. Doing so absorbs universal higher-order
corrections into the PDFs. Since resummed calculations contain contributions of arbitrarily
high orders, the optimal PDF choice is less clear. If the same large higher-order corrections
affect both the observable one tries to predict and the cross sections used to extract the PDFs,
it would be quite problematic to perform a resummation in one case and not the other. For
our case, the relevant input quantity is the gluon PDF at low x, which is mostly determined
by measurements of scaling violations in the DIS structure function, ∂F2(x,Q2)/∂Q2. The
higher-order corrections associated with the analytic continuation of the time-like gluon form
factor, which we resum, do not affect the DIS cross section, and so are not universal and

1For MRST2004 PDFs [52], the K-factors after resummation are somewhat larger, K ≈ 1.3 for the LHC,
see [18].
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gg→H: NNLO+NNNLL
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perturbative uncertainty bands due to scale variations for the Tevatron (upper) and LHC
(lower plots). In contrast to Figure 5, different PDF sets are used according to the order of
the calculation.
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to 1, in particular for the LHC.1 In fixed-order calculations it is customary to use PDFs ex-
tracted from a fit using predictions of the same order. Doing so absorbs universal higher-order
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high orders, the optimal PDF choice is less clear. If the same large higher-order corrections
affect both the observable one tries to predict and the cross sections used to extract the PDFs,
it would be quite problematic to perform a resummation in one case and not the other. For
our case, the relevant input quantity is the gluon PDF at low x, which is mostly determined
by measurements of scaling violations in the DIS structure function, ∂F2(x,Q2)/∂Q2. The
higher-order corrections associated with the analytic continuation of the time-like gluon form
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to 1, in particular for the LHC.1 In fixed-order calculations it is customary to use PDFs ex-
tracted from a fit using predictions of the same order. Doing so absorbs universal higher-order
corrections into the PDFs. Since resummed calculations contain contributions of arbitrarily
high orders, the optimal PDF choice is less clear. If the same large higher-order corrections
affect both the observable one tries to predict and the cross sections used to extract the PDFs,
it would be quite problematic to perform a resummation in one case and not the other. For
our case, the relevant input quantity is the gluon PDF at low x, which is mostly determined
by measurements of scaling violations in the DIS structure function, ∂F2(x,Q2)/∂Q2. The
higher-order corrections associated with the analytic continuation of the time-like gluon form
factor, which we resum, do not affect the DIS cross section, and so are not universal and
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mH [GeV] Tevatron LHC (7 TeV) LHC (10 TeV) LHC (14 TeV)

115 1.215+0.031+0.141
−0.007−0.135 18.19+0.53+1.46

−0.14−1.39 33.7+1.0+2.6
−0.2−2.5 57.9+1.6+4.4

−0.3−4.2

120 1.073+0.026+0.126
−0.006−0.121 16.73+0.48+1.34

−0.13−1.28 31.2+0.9+2.4
−0.2−2.3 54.0+1.5+4.1

−0.3−3.9

125 0.950+0.022+0.113
−0.005−0.108 15.43+0.44+1.23

−0.12−1.18 29.0+0.8+2.2
−0.2−2.1 50.4+1.4+3.8

−0.3−3.6

130 0.844+0.019+0.102
−0.004−0.098 14.27+0.40+1.14

−0.11−1.09 27.0+0.7+2.1
−0.2−2.0 47.2+1.3+3.5

−0.3−3.4

135 0.753+0.016+0.093
−0.004−0.088 13.23+0.36+1.06

−0.10−1.01 25.2+0.7+1.9
−0.2−1.8 44.3+1.2+3.3

−0.3−3.2

140 0.672+0.014+0.084
−0.003−0.080 12.29+0.33+0.98

−0.09−0.94 23.5+0.6+1.8
−0.2−1.7 41.6+1.1+3.1

−0.3−3.0

145 0.602+0.012+0.076
−0.003−0.072 11.44+0.31+0.91

−0.08−0.88 22.1+0.6+1.7
−0.1−1.6 39.2+1.0+2.9

−0.2−2.8

150 0.541+0.010+0.070
−0.002−0.066 10.67+0.28+0.85

−0.08−0.82 20.7+0.5+1.6
−0.1−1.5 37.0+1.0+2.7

−0.2−2.6

155 0.486+0.009+0.064
−0.002−0.060 9.95+0.26+0.80

−0.07−0.77 19.4+0.5+1.5
−0.1−1.4 34.9+0.9+2.6

−0.2−2.5

160 0.433+0.008+0.058
−0.002−0.054 9.21+0.24+0.74

−0.07−0.71 18.1+0.5+1.4
−0.1−1.3 32.7+0.8+2.4

−0.2−2.3

165 0.385+0.006+0.052
−0.002−0.049 8.50+0.22+0.68

−0.06−0.66 16.8+0.4+1.3
−0.1−1.2 30.5+0.8+2.2

−0.2−2.1

170 0.345+0.005+0.047
−0.002−0.044 7.89+0.20+0.63

−0.06−0.61 15.7+0.4+1.2
−0.1−1.1 28.6+0.7+2.1

−0.2−2.0

175 0.310+0.005+0.043
−0.001−0.040 7.36+0.18+0.59

−0.05−0.57 14.7+0.4+1.1
−0.1−1.1 27.0+0.7+1.9

−0.2−1.9

180 0.280+0.004+0.040
−0.001−0.037 6.88+0.17+0.56

−0.05−0.54 13.8+0.3+1.0
−0.1−1.0 25.5+0.6+1.8

−0.2−1.8

185 0.252+0.003+0.036
−0.001−0.033 6.42+0.15+0.52

−0.04−0.50 13.0+0.3+1.0
−0.1−0.9 24.0+0.6+1.7

−0.1−1.7

190 0.228+0.003+0.033
−0.001−0.031 6.02+0.14+0.49

−0.04−0.47 12.2+0.3+0.9
−0.1−0.9 22.7+0.5+1.6

−0.1−1.6

195 0.207+0.002+0.031
−0.001−0.028 5.67+0.13+0.46

−0.04−0.45 11.6+0.3+0.9
−0.1−0.8 21.6+0.5+1.6

−0.1−1.5

200 0.189+0.002+0.028
−0.001−0.026 5.35+0.12+0.44

−0.03−0.42 11.0+0.3+0.8
−0.1−0.8 20.6+0.5+1.5

−0.1−1.4

Table 1: Cross sections (in pb) for different Higgs masses at the Tevatron and the LHC, using
MSTW2008NNLO PDFs. The first error accounts for scale variations, while the second one
reflects the combined uncertainty from the PDFs and αs.

mZ = 91.1876 GeV , GF (mZ) = 1.16208 · 10−5 GeV−2 ,

and by default use the MSTW2008NNLO PDFs [25] with αs(mZ) = 0.11707. The other elec-
troweak parameters are the same as in [14]. For comparison, we also show numbers obtained
using the CT10 and NNPDF2.0 PDFs [26,27] , with the corresponding values of αs(mZ). We
note, however, that these are NLO PDFs and therefore less well suited for our calculation.

Our main results are summarized in Table 1, where our best predictions for the cross
section at the Tevatron with

√
s = 1.96 TeV and the LHC with

√
s = 7, 10, 14 TeV using

MSTW2008NNLO PDFs are shown. In Figure 1, we show the cross sections as functions of
mH , with bands representing the scale uncertainties. We have also depicted the LO and NLO
RG-improved cross sections in Figure 1, to show the good perturbative convergence of our
result. In Figure 2, we plot the central values of the cross sections at the LHC for mH = 120,
160 and 200 GeV as functions of

√
s. For comparison, in Table 2 and 3 we also show the cross

sections using CT10 and NNPDF2.0 PDFs. They agree with the results in Table 1 within
errors. To make it simple to update our results in the future, we include a Fortran program
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Our main results are summarized in Table 1, where our best predictions for the cross
section at the Tevatron with

√
s = 1.96 TeV and the LHC with

√
s = 7, 10, 14 TeV using

MSTW2008NNLO PDFs are shown. In Figure 1, we show the cross sections as functions of
mH , with bands representing the scale uncertainties. We have also depicted the LO and NLO
RG-improved cross sections in Figure 1, to show the good perturbative convergence of our
result. In Figure 2, we plot the central values of the cross sections at the LHC for mH = 120,
160 and 200 GeV as functions of

√
s. For comparison, in Table 2 and 3 we also show the cross

sections using CT10 and NNPDF2.0 PDFs. They agree with the results in Table 1 within
errors. To make it simple to update our results in the future, we include a Fortran program

3

+EW

Resummed results hint at lower renormalization 
and factorization scales (mH/2 instead of mH) for 
fixed-order calculations; now widely adopted!
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Anastasiou, Duhr, Dulat, Herzog, Mistlberger: 1503.06056 3

LO NLO NNLO NNNLO

0.5 1 2
10

20

30

40

50

μ/mH

σ
/p
b

LHC@ 13TeV
pp→h+X gluon fusion
MSTW08 68cl
μ=μR=μF

FIG. 2: Scale variation of the gluon fusion cross-section at
all perturbative orders through N3LO.

pressions valid for all regions are known, is similarly sup-
prerssed. We therefore believe that the uncertainty of
our computation for the hadronic cross-section due to
the truncation of the threshold expansion is negligible
(less than 0.2%).

In Fig. 2 we present the hadronic gluon-fusion Higgs
production cross-section at N3LO as a function of a com-
mon renormalisation and factorisation scale µ = µr =
µf . We observe a significant reduction of the sensitiv-
ity of the cross-section to the scale µ. Inside a range

µ 2
⇥
mH

4 ,mH

⇤
the cross-section at N3LO varies in the

interval [�2.7%,+0.3%] with respect to the cross-section
value at the central scale µ = mH

2 . For comparison, we
note that the corresponding scale variation at NNLO is
about ±9% [2, 3]. This improvement in the precision of
the Higgs cross-section is a major accomplishment due to
our calculation and will have a strong impact on future
measurements of Higgs-boson properties. Furthermore,
even though for the scale choice µ = mH

2 the N3LO cor-
rections change the cross-section by about +2.2%, this
correction is captured by the scale variation estimate for
the missing higher order e↵ects of the NNLO result at
that scale. We illustrate this point in Fig. 3, where we
present the hadronic cross-section as a function of the
hadronic center-of-mass energy

p
S at the scale µ = mH

2 .
We observe that the N3LO scale uncertainty band is in-
cluded within the NNLO band, indicating that the per-
turbative expansion of the hadronic cross-section is con-
vergent. However, we note that for a larger scale choice,
e.g., µ = mH , the convergence of the perturbative series
is slower than for µ = mH

2 .

In table I we quote the gluon fusion cross section
in e↵ective theory at N3LO for di↵erent LHC energies.
The perturbative uncertainty is determined by varying
the common renormalisation and factorisation scale in
the interval

⇥
mH

4 ,mH

⇤
around mH

2 and in the interval⇥
mH

2 , 2mH

⇤
around mH .

�/pb 2 TeV 7 TeV 8 TeV 13 TeV 14 TeV

µ = mH
2 0.99+0.43%

�4.65% 15.31+0.31%
�3.08% 19.47+0.32%

�2.99% 44.31+0.31%
�2.64% 49.87+0.32%

�2.61%

µ = mH 0.94+4.87%
�7.35% 14.84+3.18%

�5.27% 18.90+3.08%
�5.02% 43.14+2.71%

�4.45% 48.57+2.68%
�4.24%

TABLE I: The gluon fusion cross-section in picobarn in the e↵ective theory for di↵erent collider energies in the interval
[mH

4 ,mH ] around µ = mH
2 and in the interval [mH

2 , 2mH ] around µ = mH .

Given the substantial reduction of the scale uncertainty
at N3LO, the question naturally arises whether other
sources of theoretical uncertainty may contribute at a
similar level. In the remainder of this Letter we briefly
comment on this issue, leaving a more detailed quantita-
tive study for future work.

First, we note that given the small size of the N3LO
corrections compared to NNLO, we expect that an esti-
mate for the higher-order corrections at N4LO and be-
yond can be obtained from the scale variation uncer-
tainty. Alternatively, partial N4LO results can be ob-
tained by means of factorisation theorems for thresh-
old resummation. However, we expect that the insight
from resummation on the N4LO soft contributions is only

qualitative given the importance of next-to-soft, next-to-
next-to-soft and purely virtual contributions observed at
N3LO, as seen in Fig. 1.

Electroweak corrections to Higgs production have been
calculated through two loops in ref. [32], and estimated
at three loops in ref. [33]. They furnish a correction of
less than +5% to the inclusive cross-section. Thus, they
are not negligible at the level of accuracy indicated by
the scale variation at N3LO and need to be combined
with our result in the future. Mixed QCD-electroweak
or purely electroweak corrections of even higher order
are expected to contribute at the sub-percent level and
should be negligible.

Next, we have to comment on our assumption that the
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tive study for future work.

First, we note that given the small size of the N3LO
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mate for the higher-order corrections at N4LO and be-
yond can be obtained from the scale variation uncer-
tainty. Alternatively, partial N4LO results can be ob-
tained by means of factorisation theorems for thresh-
old resummation. However, we expect that the insight
from resummation on the N4LO soft contributions is only

qualitative given the importance of next-to-soft, next-to-
next-to-soft and purely virtual contributions observed at
N3LO, as seen in Fig. 1.

Electroweak corrections to Higgs production have been
calculated through two loops in ref. [32], and estimated
at three loops in ref. [33]. They furnish a correction of
less than +5% to the inclusive cross-section. Thus, they
are not negligible at the level of accuracy indicated by
the scale variation at N3LO and need to be combined
with our result in the future. Mixed QCD-electroweak
or purely electroweak corrections of even higher order
are expected to contribute at the sub-percent level and
should be negligible.

Next, we have to comment on our assumption that the

• Well-consistent with 
NNLO+NNNLL 

• Small correction and 
small uncertainty for 
μ=mH/2 

• Theoretical error now 
dominated by other 
sources: PDF, αs, top 
and bottom masses, etc.



Beyond SM: Higgs EFT

A more consistent theoretical framework to quantify 
deviations from the SM than “anomalous couplings”
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This paper is organised as follows: in section 2 we examine the EFT Lagrangian con-
taining a complete set of relevant dimension-6 operators, which will form the basis of our
investigation. In section 3 we focus on the terms relevant to gluon fusion-initiated Higgs
boson pair production after EWSB and compare them to the SM EFT, i.e. the SM with the
top quark integrated out. In section 4 we examine the impact of the dimension-6 operators
on the decays of the Higgs boson and in section 5 we present our setup for the analysis of
the key process pp ! hh ! (b¯b)(⌧+⌧�), that we then employ explicitly as an example of
our framework to generate constraints. We conclude in section 6. We provide additional
information on our conventions in appendix A. Appendix B provides technical details on
the derivation of the Lagrangian after EWSB in the D = 6 EFT.

2 Higgs boson effective theory

New Physics associated to a new scale ⇤ � v can be described in a model-independent
way by augmenting the Lagrangian of the SM with all possible gauge-invariant operators
of mass dimension D > 4, where the leading effects arise from D = 6 operators (neglecting
lepton-number violating operators, irrelevant to our study). Working at this level, the
extension of the SM that we consider for our analysis of Higgs boson pair production reads

L = LSM +

cH
2⇤

2
(@µ|H|2)2 � c6

⇤

2
�|H|6

�
⇣ ct
⇤

2
yt|H|2 ¯QLH

ctR +

cb
⇤

2
yb|H|2 ¯QLHbR +

c⌧
⇤

2
y⌧ |H|2 ¯LLH⌧R + h.c.

⌘

+

↵scg
4⇡⇤2

|H|2Ga
µ⌫G

µ⌫
a +

↵0 c�
4⇡⇤2

|H|2Bµ⌫B
µ⌫

+

ig cHW

16⇡2
⇤

2
(DµH)

†�k(D
⌫H)W k

µ⌫ +
ig0 cHB

16⇡2
⇤

2
(DµH)

†
(D⌫H)Bµ⌫

+

ig cW
2⇤

2
(H†�k

 !
D µH)D⌫W k

µ⌫ +
ig0 cB
2⇤

2
(H† !D µH)@⌫Bµ⌫

+ LCP + L4f ,

(2.1)

where ↵s is the strong coupling constant and ↵0 ⌘ g0 2/4⇡.
The full set of D = 6 operators that can be formed out of the SM field content was first

obtained in [63] and reduced to a non-redundant minimal set in [64]. Here, we employed
equations of motion to move to the basis used in [65, 66] and then imposed constraints from
precision tests to neglect a class of operators whose effect is already constrained to be at
most 1% with respect to the SM, following [67–71]. Including these operators would have a
negligible numerical impact on the analysis, given the experimental and theoretical errors.4

Precision measurements also lead to the approximate restrictions [65]

cHB

16⇡2
= �cHW

16⇡2
= �cB = cW , (2.2)

4In our numerical study, we also neglect possible small CP-odd effects, described by LCP, as well as
effects from four-fermion operators L4f, which could enter the relevant background processes at leading
order. See appendix A for details. Note that, in order to translate to the form of the basis used in [65, 66],
we have assumed a trivial flavour structure for the latter operators. See Ref. [72] for a detailed discussion.

– 3 –



Higgs+jet: high pT Higgs

4

For small pcutT , the coe�cients �, ✏ are very small, modifying the cross section only by a few percent, which
is less than the uncertainty expected in the inclusive Higgs cross section measurements [116–118]. This is
what is expected due to the very good description of both the top and the new particle loop by the e↵ective
interaction. On the other hand, �, ✏ grow significantly as pcutT increases, and they become O(1) for pcutT > 300
GeV [45]. It means we can break the degeneracy by measuring the Higgs pT distribution while we cannot break
the degeneracy along ct + g = const. direction only by determining the inclusive cross-section.

III. EVENT GENERATION

A. Signal sample

In this paper we consider H+jet events with subsequent H decays to WW ⇤ ! `+`�⌫⌫̄ and ⌧+⌧� modes as a
signal. The signal events are generated with MadGraph5, version 1.5.15 [119] and showered with HERWIG++ [120–
122], where only WW ⇤ and ⌧+⌧� decays are specified.

We have used MadGraph5 to generate H+jet events using the ‘HEFT’ model with SM couplings which makes
use of the low energy theorem. The generated cross-section is proportional to |M(0, 1)|2 and does not take into
account finite top mass e↵ects which are crucial to our analysis. To obtain the correct weight of the events we
reweighted them by a weight factor

w(ct,g) =
|M(ct,g)|2
|M(0, 1)|2 (10)

making use of our own code, which is based on an implementation of the formulas for the matrix elements
given in [115] and also calculated in [123]. At present no finite top mass NLO computation of the SM Higgs pT
spectrum is available. An exact NLO prediction of SM Higgs pT spectrum would be very desirable and help to
exploit the full potential of this observable. Recent progress in the precision prediction of h+ jet can be found
in Refs. [124–126]. We will approximate the NNLO (+ NNLL) result of 49.85 pb [127–130] by multiplying the
exact LO result with a K factor of 1.71.

We reweight the events for points along the line ct + g = 1 for g 2 [�0.5, 0.5] with steps of 0.1, as shown
in the left panel of Fig. 1. This is consistent with the SM inclusive Higgs production cross-section. The size
of ct alone is only weakly constrained by the current tt̄H measurement. Although we only consider the most
di�cult points satisfying ct+g = 1 (i.e. an exactly SM-like inclusive cross-section), an analysis along di↵erent
ct + g = const. lines would be straightforward as a di↵erent choice essentially just corresponds to an overall
rescaling of the signal.

‡‡
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FIG. 1. Left panel: model points generated for this analysis in (ct,g) plane. The shaded area shows parameter
space which gives the inclusive cross-section consistent to the SM prediction within 20%. Right panel: parton level pT,H
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• Tails of distributions 
sensitive to new physics 
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NNLO for Hj
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• Validation of various NNLO 
subtraction methods for 
colored final states 

• Shape only changes slightly: 
good news for searches!



Top and Higgs
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Figure 12: Best fit results for the production signal strengths for the combination of ATLAS and CMS data. Also
shown are the results from each experiment. The error bars indicate the 1� (thick lines) and 2� (thin lines) intervals.
The measurements of the global signal strength µ are also shown.
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gg→H cannot distinguish 
modified top Yukawa (ct) vs. 
new particles in the loop (cg)

• Direct information 
on top Yukawa 

• Statistics limited 
(Run 2 physics)

ATLAS and CMS: 1606.02266



Theoretical uncertainty 
(again)
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ttH: approximate NNLO
Broggio, Ferroglia, Pecjak, Signer, LLY: 1510.01914

See also Kulesza, Motyka, Stebel, Theeuwes (1509.02780) for total rate
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Figure 9. Di↵erential distributions at nNLO (orange band) compared to the NLO calculation

carried out with MG5 (blue band). In this case the uncertainty bands are obtained by consid-

ering di↵erent sets of subleading corrections and by varying the scale in the range [µ0�2,2µ0].
NLO distributions are evaluated with NLO PDFs, nNLO distributions with NNLO PDFs.

from the NNLL soft-gluon resummation formula approximate the true, as yet unknown

NNLO corrections. We showed in Section 4 that the NLO corrections in the soft

limit approximate quite well the full NLO results, and while this speaks in favor of
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NLO

nNLO

First fully differential prediction beyond NLO

It is unlikely that exact NNLO for ttH will become available very soon!



Higgs self-couplings
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How can we verify 
these two interactions?

“6th force”

Important for EW phase transition 
as well as vacuum stability!



Higgs pair & self-coupling

HL-LHC and 100 TeV physics!

2
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FIG. 1: Sample Feynman graphs contributing to pp → hh+X. Graphs of type (a) yield vanishing contributions due to color
conservation.

cal configuration†, which is characterized by a large di-
higgs invariant mass, but with a potentially smaller Higgs
s-channel suppression than encountered in the back-to-
back configuration of gg → hh.
The goal of this paper is to provide a comparative

study of the prospects of the measurement of the trilinear
Higgs coupling applying contemporary simulation and
analysis techniques. In the light of recent LHC measure-
ments, we focus our eventual analyses on mh = 125 GeV.
However, we also put this particular mass into the con-
text of a complete discussion of the sensitivity towards
the trilinear Higgs coupling over the entire Higgs mass
range mh

<∼ 1 TeV. As we will see, mh ≃ 125 GeV is a
rather special case. Since Higgs self-coupling measure-
ments involve end-of-lifetime luminosities we base our
analyses on a center-of-mass energy of 14 TeV.
We begin with a discussion of some general aspects

of double Higgs production, before we review inclusive
searches for mh = 125 GeV in the pp → hh+X channel
in Sec. II C. We discuss boosted Higgs final states in pp →
hh+X in Sec. II D before we discuss pp → hh+j+X with
the Higgses recoiling against a hard jet in Sec. III. Doing
so we investigate the potential sensitivity at the parton-
and signal-level to define an analysis strategy before we
apply it to the fully showered and hadronized final state.
We give our conclusions in Sec. IV.

II. HIGGS PAIR PRODUCTION AT THE LHC

A. General Remarks

Inclusive Higgs pair production has already been stud-
ied in Refs. [14–17] so we limit ourselves to the details
that are relevant for our analysis.
Higgs pairs are produced at hadron colliders such as

the LHC via a range of partonic subprocesses, the most
dominant of which are depicted in Fig. 1. An approxima-
tion which is often employed in phenomenological studies
is the heavy top quark limit, which gives rise to effective

†The phenomenology of such configurations can also be treated sep-
arately from radiative correction contributions to pp → hh+X.

ggh and gghh interactions [20]

Leff =
1

4

αs

3π
Ga

µνG
aµν log(1 + h/v) , (2)

which upon expansion leads to

L ⊃ +
1

4

αs

3πv
Ga

µνG
aµνh−

1

4

αs

6πv2
Ga

µνG
aµνh2 . (3)

Studying these operators in the hh+X final state should
in principle allow the Higgs self-coupling to be con-
strained via the relative contribution of trilinear and
quartic interactions to the integrated cross section. Note
that the operators in Eq. (3) have different signs which
indicates important interference between the (nested)
three- and four point contributions to pp → hh + X al-
ready at the effective theory level.
On the other hand, it is known that the effective theory

of Eq. (3) insufficiently reproduces all kinematical prop-
erties of the full theory if the interactions are probed
at momentum transfers Q2 >∼ m2

t [11] and the massive
quark loops are resolved. Since our analysis partly re-
lies on boosted final states, we need to take into account
the full one-loop contribution to dihiggs production to
realistically model the phenomenology.

B. Parton-level considerations

In order to properly take into account the full dynam-
ics of Higgs pair production in the SM we have imple-
mented the matrix element that follows from Fig. 1 in
the Vbfnlo framework [21] with the help of the Fey-

nArts/FormCalc/LoopTools packages [22], with
modifications such to include a non-SM trilinear Higgs
coupling‡. Our setup allows us to obtain event files ac-
cording to the Les Houches standard [23], which can be
straightforwardly interfaced to parton showers. Decay
correlations are trivially incorporated due to the spin-0
nature of the SM Higgs boson.

‡The signal Monte Carlo code underlying this study is planned to
become part of the next update of Vbfnlo and is available upon
request until then.
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FIG. 1. (a) Scale variation of gluon fusion cross section for
Higgs boson pair production, at LO and NLO. (b) cross sec-
tions times branching ratios at the 14 TeV LHC, for Higgs
boson pair production. We show only the dominant decay
modes: bb̄bb̄ (dots), bb̄jj (short dashes), bb̄bjjjj (dot-dashes),
bb̄⌧+⌧� (long dashes) and bb̄l⌫jj (solid). Note that the four
main decay modes are fully hadronic.

resummation could help reducing the scale uncertainty.
For the branching ratios, the values of [16, 17] were

used. In the mass range (120, 130) GeV, the Higgs boson
decay modes with the largest branching fractions are h !
bb̄ and h ! W+W�. The most probable decay mode
for a pair of Higgs bosons is hh ! bb̄bb̄. This mode is
challenging to search for, mostly due to the fact that it
is di�cult to trigger on, and that it competes against the
QCD multi-jet backgrounds that possess overwhelmingly
large cross sections. In general, QCD backgrounds can
be suppressed with the existence of leptons and missing
energy. We plot in the right panel of Fig. 1 the total
rates for the five most important channels at the 14 TeV
LHC, with the Higgs mass in the 120-130 GeV range. As
can be seen, the first four channels are purely hadronic.
The most important channel that contains leptons and
missing energy is bb̄W+W� with W+W� ! `⌫jj, where
` is either an electron or a muon and j refers to light jets.
For a 125 GeV Higgs boson, the branching ratio for this
mode is ⇠ 7.25% [17], and the total rate is ⇠ 2.34 fb.
Event generation and analysis. We now describe our
analysis strategy for the bb̄`⌫jj channel. We will focus
on a ‘mid-term’ integrated luminosity of 600 fb�1 for the
LHC at a center-of-mass energy of 14 TeV. The largest
background for this final state is tt̄ production with semi-
leptonic decay of the top pair. This background is the
most challenging one: not only it has a large total rate
(⇠ 240 pb), but also possesses a mass scale, given by
the top mass (⇠ 175 GeV). The second important back-
ground isW (! `⌫)bb̄+jets, with a total rate of⇠ 2.17 pb.
Other QCD multi-jets production associated with a W
boson can enter, with two light jets misidentified as com-
ing from b-quarks. Backgrounds originating from asso-
ciated production of a single Higgs boson can also be
present: h(! WW )bb̄, h(! bb̄)WW and h+jets where
the jets are miss-identified.

Parton-level events of the hh signal, with the Higgs bo-

son mass set to 125 GeV at the 14 TeV LHC have been
generated using a custom MadGraph 5 model [18, 19],
which includes the full top quark mass e↵ects in the rel-
evant box and triangle diagrams. The factorization and
renormalization scales are set to µF = µR = 125 GeV,
and we checked that other scale choices do not substan-
tially alter the conclusions of our analysis. The decays of
the Higgs bosons are performed in HERWIG++ [20, 21], and
the total rate is normalized to the NLO value of 2.34 fb.
The tt̄ background is generated using HERWIG++ with sub-
sequent semi-leptonic decay, whose cross section is nor-
malized to the approximate NNLO value (times branch-
ing ratio) of 240 pb [22]. Parton-level events for other
backgrounds are generated using ALPGEN [23], where the
transverse momenta of light partons or b-quarks were
constrained to be pT > 30 GeV and their separation sat-
isfies �R =

p
(�y)2 + (��)2 > 0.35, with y and � be-

ing the rapidity and azimuthal angle, respectively. The
parton-level events are then showered and hadronized via
HERWIG++. Whenever applicable, MLM-matching [23] as
implemented in HERWIG++ [21] is used to avoid double-
counting in certain regions of phase space.
The hadron-level particles satisfying pT > 0.1 GeV and

|⌘| < 5 are clustered into jets with the Cambridge-Aachen
algorithm using FastJet [24], with a radius parameter
R = 1.4. We then pick those jets with pT > 40 GeV,
which results in what we call ‘fat’ jets. For a given fat jet
j, we then examine its subjets j1 and j2 (withmj1 > mj2)
following the BDRS [7] procedure. We ask for a signif-
icant mass drop mj1 < µmj with µ = 0.667, and re-
quire that the splitting is not too asymmetric by impos-
ing min(p2T,j1

, p2T,j2
)�R2

j1,j2/m
2
j > 0.09. We also apply a

‘filtering’ procedure similar to that applied by BDRS: re-
solving the fat jets on a finer angular scale Rfilt < Rj1,j2

and taking the three hardest objects (subjets) that ap-
pear, where we choose Rfilt = min(0.35, Rj1,j2/2). This
provides versatility to the analysis against the e↵ects of
extra radiation, particularly the underlying event. In the
present study we do not consider the e↵ects of the detec-
tor resolution, which of course have to be included in a
detailed experimental study.
We look for events containing at least two filtered fat

jets satisfying the mass drop condition. We then impose
the following conditions:

1. Exactly one isolated lepton with pT,` > 10 GeV and
|⌘| < 2.5, where isolation means that the scalar sum
of the transverse momenta of the visible particles
lying inside a cone of radius R = 0.15 around the
lepton is less than 0.1⇥ pT,`.

2. Missing transverse energy 6ET > 10 GeV.

3. At least one fat jet with its two leading subjets b-
tagged, which satisfies |⌘| < 2.5, pT > 180 GeV and
m 2 [115�135] GeV. Among these we take the one
with highest pT as the h ! bb̄ candidate and refer

Hot topic since 
Higgs discovery!
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have zoomed-in in the right panel, and shaded the ±10% variation region from the SM value
of the cross section. Here and in the remaining article, we employ the MSTW2008nlo_nf4
PDF sets [88].11 One can clearly see how deviations from the SM prediction ci = 0 could
lead to substantial changes in the total cross section. Unfortunately, the dependence on c6
is rather mild, whereas the dependence on ct and cg is substantially more pronounced. This
tendency will be amplified when realistic analysis cuts are considered (see below). The fact
that positive values of c6 lead to a decreased cross section reflects the negative interference
between the triangle and box contributions.

Figure 2: The effect of the variation of individual operators on the total cross section
divided by the SM value. In the right panel we focus on a narrower region, showing in the
grey-shaded area the ±10% variation with respect to the SM value. The solid portions of
the curves represent the region which is compatible at 95% C.L. or more with the current
Higgs boson data, obtained using HiggsBounds and HiggsSignals (see section 5.3.2 for
details).

5.2 Analysis

To accommodate a direct comparison with existing phenomenological analyses, we focus on
the process hh ! (b¯b)(⌧+⌧�) at the 14 TeV LHC. The specific final state possesses a rela-
tively large branching ratio and manageable backgrounds. This channel has been examined
in detail within the SM in Refs. [22–24, 29] and turned out to be particularly promising.
We consider here only the main irreducible backgrounds, arising from t¯t production with
subsequent decays of the W bosons to ⌧ leptons, as well as ZZ and hZ production with
(b¯b)(⌧+⌧�) final states, which is sufficient given the other sources of uncertainty.12 The
backgrounds were generated at next-to-leading order in QCD, using the aMC@NLO event
generator [89–91]. The total cross section for t¯t was normalised to �tt̄ = 900 pb [92, 93]
and the ZZ and hZ NLO cross sections were taken out of the aMC@NLO calculation directly:

11The cross sections have been verified through an independent implementation directly in HPAIR.
12We have also considered the effect of D = 6 operators in hZ production and the subsequent Higgs

boson decay. These were found to have negligible impact on our analysis and we do not discuss them in
detail.

– 11 –

destructive interference with the box contributions leads to a reduction in the cross section.
The coefficient is constrained to lie within �0.1 . ct . 0.4 at 3000 fb�1 and for fth = 0.3,
after marginalization (1�-equivalent). It is evident that improving the knowledge on the
poorly-constrained ‘top Yukawa’ ct, entering hh production in various ways, will be helpful
to improve the exclusion range for c6.

Figure 6: The p-values obtained after marginalization over the directions orthogonal to
the (ct, c6)-plane, for the process hh ! (b¯b)(⌧+⌧�). On the top plots we show the results
at 600 fb�1 of integrated luminosity, without (fth = 0.0) and with (fth = 0.3) theoretical
uncertainty included and on the bottom we show the corresponding plots at 3000 fb�1. We
also present the 1-sigma contours as black dashed lines.

The expected constraints for cg, which adds tree-level couplings of one or two Higgs
boson to two gluons, are shown in the (cg, c6)-plane in Fig. 7. The results reflect the fact
that an enhanced production cross section due to values of cg away from the minimum
(right panel, Fig. 3) can compensate a reduction due to positive c6. The constraint on cg
is found to be �0.2 . cg . 0.1 at 3000 fb�1 given that fth = 0.3, after marginalization.

We present the results involving c� in Fig. 8, which enters the process under consider-
ation indirectly, through modification of the branching ratios (via single Higgs boson data
p-values). The correlation with c6 is weak, and no significant constraint is expected to be
imposed through hh ! (b¯b)(⌧+⌧�).

– 18 –
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NNLO for Higgs pair

(2) Missing transverse energy 6ET > 10 GeV.
(3) At least one fat jet with its two leading subjets

b-tagged, which satisfies j!j< 2:5, pT > 180 GeV
and m 2 ½115–135" GeV. Among these we take the
one with highest pT as the h ! b !b candidate and
refer to it as h1. The system of the two b-tagged
subjets is referred to as b !b.

(4) A second fat jet with pT > 40 GeV and m>
5 GeV, which, together with the lepton and 6ET ,
can reconstruct the W-decaying Higgs boson (h2).
This jet will be considered as candidate for the
hadronically decayingW boson, and will be referred
to as Wh.

In the above, b tagging is implemented in the event gen-
erators by keeping the lightest B hadrons stable.
Throughout this work we assume a b-tagging efficiency
of 70%. The reconstruction of the W-decaying Higgs
boson is achieved by solving the set of equations m2

h ¼
ðp‘ þ p" þ pWh

Þ2 and p2
" ¼ 0, where the transverse com-

ponents of p" are identified with those of the missing
transverse momentum. Here we assume that the mass of
the Higgs boson will already have been measured to a
reasonable accuracy. Note that since the equations are
quadratic, there are two solutions for the z component of
momentum of the neutrino. It is, however, not possible to
decide which is the correct one and we therefore do not use
this information in our analysis. Here we reject events
giving complex solutions, although one may adopt some
imaginary part ‘‘tolerance’’ to accommodate the smearing
of the momenta by detector effects [25].

The conditions described above will be referred to as the
‘‘basic’’ cuts, and already provide strong rejection against
backgrounds. Table I shows the starting cross sections for
the processes considered as well as the resulting cross
sections after the basic cuts. Among the irreducible back-
grounds where the final states are exactly the same as our
signal, the important ones are t!t and Wb !bþ jets, which
we will further analyze, while the hb !b and hWW processes
are negligible. The W þ jets background requires two

mis-b-tagged light jets to fake our signal. We estimate
the rejection factor as follows: for the W þ jets inclusive
sample, we pick the hardest filtered fat jet and, assuming
that its two hardest filtered subjets are mis-b-tagged, we
apply the basic cuts to the event. We multiply the resultant
cross section by the light jet rejection factor (10'4, assum-
ing the light jet mis-b-tag probability to be 1%) for two
jets. The hþ jets background also requires mis-b-tags, for
which we work in the same way as with the W þ jets.
These reducible backgrounds are found to be irrelevant
after the basic cuts.
We investigate in further detail the hh signal vs the

t!t and Wb !bþ jets backgrounds, going beyond the
basic cuts. We show the signal (S) and background (B)
distributions to demonstrate the set of cuts that provides a
high significance, while retaining a reasonable number of
signal events in order to keep the statistical error under
control. We show in Fig. 2(a) the pT;h1 distributions, where
we see that the signal tends to have a larger pT

for the Higgs candidate. We therefore impose a harder
cut pT;h1 > 240 GeV and subsequently consider the
(b) Rb !b;h1

(distance between the h1 fat jet and the b !b
subsystem), (c) mh1 and (d) mWh

distributions. One can
observe that significant background rejection can be
obtained by selecting mWh

around the W boson mass mW ,
requiring that the b and !b subjets are more symmetrically
distributed in the fat jet h1 by choosing a small Rb !b;h1

,

and imposing a mass window for mh1 around the true
Higgs mass mh. We choose mWh

> 65 GeV, mh1 2
½120–130" GeV and Rb !b;h1

< 0:06. Using these simple

cuts, we obtain about 4.6 signal and 2.6 background events
at 600 fb'1, thus getting S=

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Sþ B

p
( 1:7, and a signifi-

cance of 2:2#. To gain more discriminating power, we

TABLE I. Cross sections for the signal and backgrounds be-
fore (second column) and after (third column) the basic cuts. For
the irreducible backgrounds where true b quarks are not present,
a mis-b-tagging probability of 1% for light jets are included. The
MLM matching is applied to the Wb !bþ jets,W þ jets and hþ
jets processes.

Process #initial (fb) #basic (fb)

hh ! b !b‘"jj 2.34 0.134
t!t ! b !b‘"jj 240) 103 15.5
Wð! ‘"Þb !bþ jets 2:17) 103 0.97
Wð! ‘"Þ þ jets 2:636) 106 Oð0:01Þ
hð! ‘"jjÞ þ jets 36.11 Oð0:0001Þ
hð! ‘"jjÞb !b 6.22 Oð0:001Þ
hð! b !bÞ þWWð! ‘"jjÞ 0.0252 * * *
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FIG. 2 (color online). Distributions for signal and backgrounds
of (a) pT;h1 after the basic cuts; and (b) Rb !b;h1

, (c) mh1 , (d) mWh

after the basic cuts and pT;h1 > 240 GeV.
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FIG. 2. Higgs pair invariant mass distribution at LO (dotted
blue), NLO (dashed red) and NNLO (solid black) for the LHC
at c.m. energy Ecm = 14TeV. The bands are obtained by
varying µF and µR in the range 0.5Q ≤ µF , µR ≤ 2Q with
the constraint 0.5 ≤ µF /µR ≤ 2.

Again, we already included the counter terms in the

definition of σ̂(c+)
qg and σ̂(c−)

gq . Finally, for the quark-
antiquark subprocess we have

σ̂b
qq̄ =

∫

d cos θ1 dθ2 dy

√

x(x − 4M2
H/s)

512 π4
fqq̄(x, y, θ1, θ2) .

(17)
The expressions for fqg, fgq and fqq̄ can be found in the
appendix.
Summarizing, Eqs. (3), (14), (16) and (17) contain

all the contributions to the partonic cross section up to
NNLO accuracy. We find agreement with Ref. [16] with
respect to the NLO results.†

III. PHENOMENOLOGY

We present, here, the phenomenological results for the
LHC. In all cases we use the MSTW2008 [30] sets of
parton distributions and QCD coupling at each corre-
sponding order. The bands are obtained by varying in-
dependently the factorization and renormalization scales
in the range 0.5Q ≤ µF , µR ≤ 2Q, with the constraint
0.5 ≤ µF /µR ≤ 2. We recall that we always normalize
our results with the exact top- and bottom-mass depen-
dence at LO. We use MH = 126GeV, Mt = 173.18GeV
and Mb = 4.75GeV.
Given that at one-loop order the corrections to the ef-

fective vertex ggHH are the same than those of ggH , we

will assume for the phenomenological results that C(2)
HH =

C(2)
H . We analyzed the impact of this still unknown co-

efficient varying its value in the range 0 ≤ C(2)
HH ≤ 2C(2)

H

† We notice that the exact LO is taken into account in a slightly
different way in Ref. [16]. The numerical effect is anyway small.
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FIG. 3. Total cross section as a function of the c.m. energy
Ecm for the LO (dotted blue), NLO (dashed red) and NNLO
(solid black) prediction. The bands are obtained by varying
µF and µR as indicated in the main text. The inset plot shows
the corresponding K factors.

and found a variation in the total cross section of less
than 2.5%.
In Figure 2 we show the hadronic cross section for the

LHC as a function of the Higgs pair invariant mass, for
a c.m. energy Ecm =

√
sH = 14TeV, at LO, NLO and

NNLO accuracy. We can observe that it is only at this
order that the first sign of convergence of the pertur-
bative series appears, finding a nonzero overlap between
the NLO and NNLO bands. Second order corrections are
sizeable, this is noticeable already at the level of the total
inclusive cross sections

σLO = 17.8+5.3
−3.8 fb

σNLO = 33.2+5.9
−4.9 fb (18)

σNNLO = 40.2+3.2
−3.5 fb

where the uncertainty arises from the scale variation.
The increase with respect to the NLO result is then of
O(20%), and the K factor with respect to the LO pre-
diction is about KNNLO = 2.3. The scale dependence is
clearly reduced at this order, resulting in a variation of
about ±8% around the central value, compared to a total
variation of O(±20%) at NLO.
In Figure 3 we present the total cross section as a func-

tion of the c.m. energy Ecm, in the range from 8TeV to
100TeV. We can observe that the size of the perturba-
tive corrections is smaller as the c.m. energy increases.
Again, in the whole range of energies the scale depen-
dence is substantially reduced when we consider the sec-
ond order corrections.
In Table I we show the value of the NNLO cross sec-

tion for Ecm = 8, 14, 33 and 100TeV. We consid-
ered three different sources of theoretical uncertainties:
missing higher orders in the QCD perturbative expan-
sion, which are estimated by the scale variation as indi-
cated before, and uncertainties in the determination of
the parton distributions and strong coupling. To esti-
mate the parton flux and coupling constant uncertain-

p
s [TeV] �LO [fb] �NLO [fb] �NNLO [fb]

13 13.8059(13)+31.5%
�22.5% 25.829(3)+17.8%

�15.4% 30.38(3)+5.2%
�7.7%

14 17.0778(16)+30.7%
�22.1% 31.934(3)+17.5%

�15.1% 37.52(4)+5.2%
�7.6%

Table 1: Inclusive cross sections for Higgs boson pair production for different centre-of-mass energies
at LO, NLO and NNLO. Numerical errors on the respective previous digits are stated in brackets,
including the extrapolation error in the NNLO prediction. Scale uncertainties are obtained from
independent variations of µR and µF around the central scale µ0 = mHH/2.

3 Results

In the following we present predictions for Higgs boson pair production at the LHC including pertur-
bative fixed-order corrections up to NNLO in the heavy-top limit. Inclusive results will be presented
for centre-of-mass energies of

p
s = 13TeV and

p
s = 14TeV, while at the differential level we restrict

ourselves to
p
s = 14TeV. SM input parameters are chosen according to the recommendations of [71],

which in particular implies v = 246.2GeV, mt = 173.2GeV and

mH = 125GeV . (5)

Here, the top-quark mass does only enter via the NNLO contributions to the matching coefficients, as
given in Eq. (3). For the calculation of hadron-level cross sections we employ the PDF4LHC15 [72]
parton distribution functions (PDFs), and use the corresponding NLO PDFs for our LO and NLO
predictions and NNLO PDFs for the NNLO predictions.¶ Couplings are evaluated using the running
strong coupling provided by the respective PDFs. All light quarks, including bottom quarks, are treated
as massless particles, i.e. nF = 5, while the top quark does not contribute explicitly in the employed
heavy-top limit. To define jets, we employ the anti-kT jet clustering algorithm [74] with R = 0.4 and
require pTj > 30GeV and |⌘j | < 4.4. In all results the renormalisation scale µR and factorisation scale
µF are set to

µR,F = ⇠R,Fµ0, with µ0 = mHH/2 and
1

2

 ⇠R, ⇠F  2 , (6)

where mHH is the invariant mass of the produced Higgs boson pair. Our default scale choice cor-
responds to ⇠R = ⇠F = 1, and theoretical uncertainties are assessed by applying the 7-point scale
variations (⇠R, ⇠F) = (2, 2), (2, 1), (1, 2), (1, 1), (1, 0.5), (0.5, 1), (0.5, 0.5), i.e. omitting antipodal vari-
ations. As shown in Ref. [33] the scale choice of Eq. (6) guarantees a good perturbative convergence
of the total cross section and of the mHH distribution in Higgs boson pair production.

In Tab. 1 we report inclusive cross sections for
p
s = 13TeV and

p
s = 14TeV. No phase-space cuts

are applied, and the quoted uncertainties are obtained from scale variations. Both at
p
s = 13TeV and

14TeV the NLO corrections increase the LO result by about 85%, and the NNLO corrections have an
effect of about 18% on top of the NLO result. Scale uncertainties are successively reduced from about
20% � 30% at LO (which largely underestimates the effect of higher-order corrections) to less than
10% at NNLO.

In Figs. 2–7 differential distributions for Higgs boson pair production at the LHC with
p
s = 14TeV

are shown at LO, NLO and NNLO accuracy. In those distributions shown in Figs. 2–4, both NLO
¶To be precise, we use the PDF4LHC_nlo_30 and PDF4LHC_nnlo_30 sets, interfaced through the Lhapdf library [73].
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As a further cross-check we have also calculated mass
corrections as an expansion in 1/m

2
t in the following way:

we write the partonic di↵erential cross section as

d�̂exp,N =
N
X

⇢=0

d�̂

(⇢)

✓

⇤

mt

◆2⇢

, (13)

where ⇤ 2
np

ŝ,

p
t̂,

p
û, mh

o

, and determine the first

few terms (up to N = 3) of this asymptotic series with the
help of qgraf [23], q2e/exp [38, 39] and Matad [40],
as well as Reduze [26] and Form [24, 25].

We applied the series expansion to the virtual correc-
tions, combined with the infrared insertion operator I,
such that the expression in brackets below is infrared fi-
nite,

d�̂

virt + d�̂

LO(✏) ⌦ I

⇡ �

d�̂

virt
exp,N + d�̂

LO
exp,N (✏) ⌦ I

�

d�̂

LO(✏)

d�̂

LO
exp,N (✏)

, (14)

such that we can set ✏ = 0 in d�̂

LO
/d�̂

LO
exp,N . There is

some freedom when to do the rescaling, i.e. before/after
the phase-space integration and convolution with the
PDFs. We opt to do it on a fully di↵erential level, i.e. the
rescaling is done for each phase-space point individually.
The comparison of this expansion with the full result is
shown in the next section.

NUMERICAL RESULTS

In our numerical computation we set µR = µF = µ =
mhh/2, where mhh is the invariant mass of the Higgs
boson pair. We use the PDF4LHC15 nlo 100 pdfas [41–
44] parton distribution functions, along with the corre-
sponding value for ↵s for both the LO and the NLO
results. The masses have been set to mh = 125 GeV,
mt = 173 GeV, and the top-quark width has been set to
zero. We use a centre-of-mass energy of

p
s = 13TeV

and no cuts except a technical cut in the real radia-
tion of p

min
T = 10�4 · pŝ, which we varied in the range

10�2  p

min
T /

p
ŝ  10�6 to verify that the contribution

to the total cross section is stable and independent of the
cut within the numerical accuracy.

Including the top-mass dependence, we obtain the to-
tal cross section at

p
s = 13TeV

�

NLO = 27.80+13.8%
�12.8% fb ± 0.3% (stat.) ± 0.1% (int.) .

In addition to the dependence of the result on the vari-
ation of the scales by a factor of two around the cen-
tral scale, we state the statistical error coming from the
limited number of phase-space points evaluated and the
error stemming from the numerical integration of the am-
plitude. The latter value has been obtained using error

propagation and assuming Gaussian distributed errors
and no correlation between the amplitude-level results.
The value of the cross section is 14% smaller than the
Born-improved HEFT result, �

NLO
HEFT = 32.22+18%

�15% fb,
and about 40% larger than the leading order result,
�

LO = 16.72+28%
�21% fb. Let us note that using a leading

order PDF set rather than an NLO one for the LO cal-
culation increases the LO result by about 10%.
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The results for the mhh distribution are shown in
Fig. 1. We can see that for mhh beyond ⇠ 450 GeV,
the top-quark mass e↵ects lead to a reduction of the
mhh distribution by about 20-30% as compared to the
Born-improved HEFT approximation. We also observe
that the central value of the Born-improved HEFT re-
sult lies outside the NLO scale uncertainty band of the
full result for mhh & 450 GeV, while the FTapprox result,
where the real radiation contains the full mass depen-
dence, lies outside the scale uncertainty band for mhh

beyond ⇠ 550 GeV. The scale uncertainty of the Born-
improved HEFT and FTapprox does not enclose the cen-
tral value of the full result in the tail of the mhh distri-
bution.

In Fig. 2, we show the results for the renormalized
virtual amplitude including the I-operator as defined in
Ref. [34] and compare it to various orders in an expan-
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2
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normalize to the virtual HEFT result, while in the lower
panel we normalize to the Born-improved HEFT result,
i.e. V

0
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agreement of the full result with the HEFT result is only
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û, mh

o

, and determine the first

few terms (up to N = 3) of this asymptotic series with the
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rescaling is done for each phase-space point individually.
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the top-quark mass e↵ects lead to a reduction of the
mhh distribution by about 20-30% as compared to the
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virtual amplitude including the I-operator as defined in
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A highly non-trivial 
calculation! 13 TeV

Prospect of observing this 
process at LHC reduced!



Higgs self-coupling from 
ratios of cross sections

• NNLO corrections to HH cross 
section are large, but suffer from 
uncertainties related to top-mass 

• May use ratios of cross sections to 
reduce theoretical uncertainties!

Goertz, Papaefstathiou, LLY, Zurita: 1301.3492

and is in fact one of the main insights in favour of using CHH . We also show, in the

ratio, the resulting PDF uncertainty, calculated using the MSTW2008nlo68cl error

sets according to the prescription found in [61].

Figure 2: The cross sections for single and double Higgs boson production at leading

order using the MSTW2008lo68cl PDF set. In the lower plot, the fractional uncertainty

due to scale variation is shown in the blue band, as well as the PDF uncertainty in the

green band.

Figure 3: The cross sections for single and double Higgs boson production at next-to-

leading order using the MSTW2008nlo68cl PDF set. In the lower plot, the fractional

uncertainty due to scale variation is shown in the blue band, as well as the PDF uncertainty

in the green band.

– 6 –

pair production and single Higgs production:

CHH =
�(gg ! HH)

�(gg ! H)
⌘ �HH

�H
, (3.1)

could be more accurately determined theoretically than the Higgs-pair production

cross section itself.3 This is based on the fact that the processes are both gluon-

initiated and the respective higher-order QCD corrections could be very similar.

Hence, it is assumed that a large component of the QCD uncertainties drop out in

the ratio CHH . Moreover, experimental systematic uncertainties that a↵ect both

cross sections may cancel out by taking the ratio. An example is the luminosity

uncertainty, which should cancel out provided the same amount of data is used in

both measurements.

Here we investigate the extent to which the above assumptions are correct, using

the available calculations for the cross sections. We begin by considering the LO and

NLO calculations for �(gg ! HH) and �(gg ! H) at the LHC at 14 TeV.4 Using

the MSTW2008lo68cl and MSTW2008nlo68cl parton density functions [47], we show

in Figs. 2 and 3 the cross sections as well as their ratios, CHH , as a function of

the Higgs mass at both LO and NLO.5 We present the scale uncertainty obtained

by varying the factorisation and renormalization scales (set to be equal) between

[0.5 µ0, 2.0 µ0], where µ0 = MH for the higlu program, used to obtain the single Higgs

cross sections [60], and µ0 = MHH for the hpair program (whereMHH is the invariant

mass of the Higgs pair), used for the Higgs pair production cross sections [46]. The

scale choices are the natural ones for each of the processes but we verified that

the conclusions are not altered substantially by changing the hpair scale, i.e. the

numerator, to equal the scale that appears in the denominator, µ0 = MH . Implicit

in the calculation of the scale uncertainty of the ratio CHH , is the fact that the

scale variation of the single and double Higgs cross sections between 0.5µ0 and 2.0µ0

is fully correlated: i.e., we obtain the upper and lower variations of the ratio by

dividing the cross sections with the same magnitude of variation of the scale. This is

an approximation that is justified since the two processes possess similar topologies,

3Note that a somewhat di↵erent, but related, idea of taking ratios of cross sections for various
processes at di↵erent energies was explored in [58].

4All calculations in the present section have been performed in the SM, i.e. � = 1 and yt = 1.
We do not expect the theoretical uncertainties to vary substantially with these values, since the
variation arises from terms with logarithmic ratios of scales, whose coe�cients are often determined
by universal QCD functions, namely the � function or the Altarelli-Parisi kernels, depending on
whether the renormalization or factorization scale is involved.

5It is important to note that the NLO calculation for HH production has been performed in the
heavy top mass limit, and hence it is expected to be approximate. At LO, the accuracy of the large
top mass approximation is O(10%) [31, 52, 59]. Note that the sub-dominant e↵ects of the bottom
quark are kept in the calculations throughout the paper where they are available: up to LO in HH

production and to NLO in single Higgs production.

– 5 –

• Now known with exact top-
mass dependence at NLO! 

• Smaller higher order corrections 
and PDF/αs dependences



Alternatives: HH+X
Additional handle: allows for 
bbbb final state (largest BR)

HH+V: Cao, Liu, Yan (1511.03311)
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FIG. 3: The 95% exclusion bounds on �HHH = �SM
HHH

derived from the V HH and GF channels at the HL-LHC.

production channel; see the fourth column in Table III.
Figure 3 displays the 2� exclusion regions on  from the
GF channel (gray band from the ATLAS study and cyan
band from the CMS result) and from the WHH and
ZHH productions (orange band). The most stringent
lower limit and upper limit on  arises from the GF
channel and the V HH production, respectively, which
requires 0.5    2.2 at the 95% confidence level.
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NNLO for WHH: Li, Wang (1607.06382)

3

jet in pp ! Whhj to be arbitrarily soft or collinear to
the initial-state partons. In practice, the only problem
is that the numerical result may converge slowly if qcut

T

is chosen to be too small. In this work, we use Mad-
Graph5 aMC@NLO [58] to calculate the NLO correc-
tions automatically. Actually, this is one of the advan-
tages when using q

T

subtraction, i.e., the present tools
and programs of NLO calculations can be utilized with-
out any substantial change.

Combining the two parts together, we obtain the
NNLO di↵erential cross section of the process pp ! Whh

d�
Whh

d�3dy

���
NNLO

=

Z
q

cut

T

0

dq
T

d�
Whh

d�3dydqT| {z }
SCET

+

Z
q

max

T

q

cut

T

dq
T

d�
Whhj

d�3dydqT
| {z }
MadGraph5 aMC@NLO

(3)

where qmax
T

is set by the partonic center-of-mass energy
and the invariant mass of Whh.

Numerical results : We now present the numerical re-
sults for Whh (including W+hh and W�hh) production
at the 14 TeV LHC and a future 100 TeV hadron collider.
We use CT14 PDF set [59] and associated strong cou-
pling evaluated at each corresponding order throughout
our calculation. The relevant non-vanishing CKMmatrix
elements are [60] V

ud

= 0.97425, V
us

= 0.2253, V
ub

=
4.13⇥10�3, V

cd

= 0.225, V
cs

= 0.986, V
cb

= 4.11⇥10�2.
The other input parameters are chosen as:

M
W

= 80.419 GeV, m
h

= 125 GeV, sin2 ✓
W

= 0.222

↵ =
1

132.507
, �

hhh

=
m2

h

2v
. (4)

The default factorization scale µ
F

and renormalization
scale µ

R

are set equal to M in order to avoid possible
large logarithms. As shown in Eq.(3), the two contribu-
tions on the right-hand side depend on the cut-o↵ param-
eter qcut

T

individually, though their sum on the left-hand
side is independent of it. Therefore, it is crucial to first
check this feature of the method numerically. In Fig.1,
we show the total cross section of pp ! Whh production
at NNLO in QCD as a function of qcut

T

. One can see that
the total cross section is almost unchanged as qcut

T

varies
from 2 GeV to 20 GeV. Notice that the typical scale of
this process is about M ⇠ 500 GeV. Therefore, the power
corrections in this method are about (qcut

T

/M)2 ⇠ 0.04%
for the choice of qcut

T

= 10 GeV, which can be safely ne-
glected. In the following discussion we choose qcut

T

at 10
GeV. As a cross check, we have compared our NLO dif-
ferential cross section obtained by Eq.(3) with that by
the standard NLO program and found good agreement.

Then we report the total cross section at di↵erent col-
lision energies in Fig.2. One can see that the cross sec-
tion increases quickly with the increasing of collision en-
ergy. The LO results su↵er from large scale uncertain-
ties when the collision energy is large. In contrast, the
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FIG. 1: The total cross section of pp ! Whh production at
NNLO in QCD. In the bottom plot, the deviation is defined
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FIG. 2: The total cross section of pp ! Whh production as
a function of the collision energy. The bands denote the scale
uncertainties when varying µ = µF = µR by a factor of two.

NLO and NNLO results have very small scale uncertain-
ties, and thus provide more precise predictions. The K-
factors, defined as the ratio of higher-order results over
the lower-order ones, indicate the e↵ects of higher-order
corrections. The NLO and NNLO K-factors are nearly
the same, both around 1.25 ⇠ 1.3 when the collision en-
ergy changes from 14 TeV to 100 TeV. By adopting the
same PDF sets, we also reproduce the total cross sections
given in the literature [9], which can be considered as a
strong check of our calculation.

Complementary to gg→H

Other possibilities (e.g., HHjj and HHtt): Dolan, Englert, Greiner, Spannowsky (1310.1084); 
Englert, Krauss, Spannowsky, Thompson (1409.8074); Liu, Zhang (1410.1855); Ling, Zhang, 
Ma, Guo, Li, Li (1410.7754); He, Ren, Yao (1506.03302)
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Figure 3.10 Left: recoil mass spectrum of e+e� ! ZX candidates assuming Z ! qq̄ decay, for 5 ab�1

of integrated luminosity. Right: selection efficiency for different Higgs boson decay modes.

3.3.2.3 Combined Results

Table 3.3 summarises the expected precisions on �(ZH) and mH in different channels.
For an integrated luminosity of 5 ab�1, an uncertainty of 5.9 MeV on the Higgs boson
mass can be achieved by combining Z ! e+e� and Z ! µ+µ� channels, and a relative
precision of 0.51% on �(ZH) by combining all three channels. In the SM, g(HZZ)

can be extracted from �(ZH) with a relative precision of 0.25%, free of assumptions on
Higgs boson width or its couplings to fermions and other vector bosons. This model-
independent determination of g(HZZ) allows for the measurement of the Higgs boson
total width, which will be detailed in Sec. 3.3.5.

Table 3.3 Estimated precisions of the Higgs boson mass, �(ZH) and Higgs-Z boson coupling with
5 ab�1 integrated luminosity.

Z decay mode �MH (MeV) ��(ZH)/�(ZH) �g(HZZ)/g(HZZ)

ee 14 2.1%
µµ 6.5 0.9%

ee + µµ 5.9 0.8% 0.4%

qq̄ 0.65% 0.32%
ee + µµ + qq̄ 0.51% 0.25%

3.3.3 Production Rates of Individual Higgs Boson Decay Modes

Different decay modes of the Higgs boson can be identified through their specific decay
products. Some of these measurements are discussed below.

3.3.3.1 H ! b¯b, cc̄, gg

For a SM Higgs boson with a mass of 125 GeV, nearly 70% of Higgs bosons decay into
a pair of jets: b-quarks (57.8%), c-quarks (2.7%) or gluons, gg (8.6%). Measurements of

CEPC preCDR

High precision measurements of ZH cross 
section (and HZZ coupling) at CEPC

Even higher accuracies claimed by FCC-ee!
Bicer et al.: 1308.6176; 
d’Enterria: 1601.06640; 1602.05043



Precision measurements 
and new physics

Lots of discussions on probing new physics using precision 
measurements at Higgs factories; sorry that I can’t cover all!

��/� = 0.5% ��/� = 0.1%

OWW 5.1/3.2 11.5/7.5

OBB 1.0/0.64 2.2/1.4

OWB 2.1/1.3 4.6/2.9

OHW 2.3/1.4 5.0/3.2

OHB 0.68/0.43 1.5/1.0

OH 2.5/1.6 5.5/3.5

OT 2.0/1.3 4.5/2.8

O(3)`
L 9.5/6.0 21/13

O(3)`
LL 3.5/2.2 7.8/4.9

O`
L 10.1/6.4 23/14

Oe
R 8.7/5.5 19/12

Table 3: Exclusion (95% c.l.)/discovery

(5-sigma) reach of a measurement of

�(e+e� ! hZ) at
p

s = 250 GeV. The

reach is in terms of ⇤/
p

ci, in TeV, for

each operator Oi.

0 5 10 15 20 25

Lê ci HTeVL

OWW

OBB

OWB

OHW

OHB

OH

OT

OL
H3L l

OLLH3L l
OL

l

OR
e

Figure 1: Graphical representation of the re-

sults in Table 3. In orange the exclusion and

in blue the discovery (paler colors for higher

accuracy).

4 Third-Generation Squarks: The NLO Calculation

In this section, we analyze the corrections to e+e� ! hZ due to loops of third-generation

squarks of supersymmetric (SUSY) models. There are two related reasons to focus on these

particular contributions. First, third-generation squarks are required to be relatively light,

below 1 TeV, to avoid the need for significant fine-tuning in the EWSB sector [37–41]. Most

other superpartners can be heavier without inducing fine-tuning. In fact, such a split spec-

trum, often referred to as “Natural SUSY”, is preferred in light of the strong LHC bounds

on gluinos and squarks of the first two generations. Second, even if some other superpartners

are below 1 TeV, the third-generation squark e↵ects in e+e� ! hZ are enhanced due to the

large value of the top Yukawa coupling.

We implemented the “Natural SUSY” model in the FeynArts package [42, 43] by in-

cluding the third generation left-handed doublet eQ
3

= ( eTL, eBL) and right-handed singlet eTR

fields within the SM model file. (The right-handed sbottom eBR does not have to be below 1

TeV to maintain naturalness, and we do not include it in the calculation.) The three input

parameters for the squark sector are the two soft masses emL, emR and the At trilinear soft

coupling. The D-term scalar potential is also included; however this does not introduce ad-

– 9 –
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Figure 6. The region of parameter space where a strongly first-order EWPT occurs in the

Singlet benchmark model. Also shown are the fractional deviations of the e+e� ! hZ

cross section (left panel) and Higgs cubic self-coupling (right panel) from their SM val-

ues. Solid/black lines: contours of constant EWPT strength parameter ⇠ (see Eq. (2.9)).

Dashed/orange lines: contours of constant �
hZ

/�3 corrections. In the shaded region, phase

transition into a wrong vacuum (with h�i 6= 0) occurs before the EWPT.

space at > 3 sigma level in all such models. However, scenarios where the first-order

EWPT is due to a non-colored BSM scalars are just as plausible. LHC will not be

able to probe these scenarios: in fact, even when � is electrically charged, the shift it

induces in h ! �� in the region compatible with a first-order EWPT is too small to be

probed even at the HL-LHC. On the other hand, e+e� Higgs factories will be able to

comprehensively explore such scenarios, primarily due to a very precise measurement

of the Higgsstrahlung cross section, �(e+e� ! Zh). The impressive sensitivity of this

measurement expected at the ILC and, especially, at TLEP, makes it a uniquely robust

and powerful tool for addressing the issue of EWPT dynamics.

An important limitation of our analysis is that all our benchmark models have a

single scalar field. The most important new e↵ect in the presence of multiple fields

with masses around the weak scale is the possibility of accidental cancellations in the

BSM loop contributions to Higgs couplings. For example, in the MSSM, the stop sector

– 19 –
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FIG. 3: Indirect 1� constraints possible in �Z � �h param-
eter space by combining associated production cross section
measurements of 0.4% (1%-estimated) precision at

p
s = 240

GeV, (350 GeV) in solid black. For large values of |�h| this
ellipse can only be considered qualitatively as the calculation
is only valid to lowest order in �h. The di↵erent scales should
be noted. Direct constraints possible at the high luminosity
LHC and 1 TeV ILC (with LU denoting luminosity upgrade)
are also shown for comparison. This plot only applies to the
specific model discussed in Sec. III B and if energy-dependent
hZZ couplings were allowed then such a constraint could not
be determined.

the deviation in the associated production cross section
from a modified hZZ coupling at tree level would be of
a similar magnitude to the loop-level e↵ect from modi-
fied self-coupling.4 However for clarity in this work the
loop-suppression of the deviation from the self-coupling
will be explicitly written and the NDA factors will not
be included.

This type of scenario where the SM Higgs couplings,
in this case hZZ and h3, are rescaled by some common
factor is often considered in modified Higgs coupling anal-
yses rather than considering the e↵ects of higher dimen-
sion operators, making this section analogous to these
re-scaled coupling scenarios. Now including these modi-
fications, and taking the leading-order coe�cients of �Z
and �h and only expanding to first order in any �, the
associated production cross-section would vary as

�240
� = 100 (2�Z + 0.014�h) % , (17)

Thus in this specific model a single precision measure-
ment of the associated production cross section can con-
strain this linear combination of couplings. Also, if

4 See e.g. [34] for an explicit example where this would be the case.

�Z ⇠ �h, as would typically be expected in perturbative
scenarios, the LO modification of the associated produc-
tion cross section from �Z would completely dominate
the NLO modification from �h.

However, from Eq. (14) it is clear that the NLO self-
coupling correction is energy-dependent, meaning that
measurements at di↵erent energies constrain di↵erent lin-
ear combinations of coupling modifications, which may
lead to ellipse-plot constraints in the space of �Z � �h
couplings.5 In Fig. 3 the indirect ellipse constraint that
would result from precision measurements at 240 GeV
and 350 GeV is shown. A cross section precision of
0.4% at 240 GeV has been assumed [16]. Studies of the
cross section precision at 350 GeV have not yet been per-
formed, and a rough estimate of 1% precision has been
assumed here. This ellipse only applies to the specific
model assumptions employed in this section, but demon-
strates that under the assumption of a rescaled hZZ cou-
pling and Higgs self-coupling interesting constraints may
be imposed on deviations of both parameters, with rele-
vance to strongly coupled Higgs scenarios.

C. Two Higgs-Doublet Scenarios

Precision measurements of Higgs associated produc-
tion at a lepton collider may play an important role in
constraining the Higgs self-coupling in two Higgs-doublet
models (2HDMs). In 2HDMs there are a number of free
parameters which determine the couplings of the SM-like
Higgs boson to other fields. This section will only be con-
cerned with the couplings to SM fields, which, in a CP-
conserving 2HDM, may be parameterized with ↵, �, and
the pseudoscalar mass mA.6 Assuming that the observed
SM-like Higgs boson is the lightest CP-even scalar of the
2HDM and making the replacement cos(��↵) = �, which
measures the deviations of the Higgs couplings from the
SM values, then in terms of these parameters the tree-
level Higgs coupling to the Z-boson is modified from the
SM value to

1 + �Z = sin(� � ↵) =
p

1 � �2 , (18)

and the Higgs self-coupling is modified from the SM value
by the factor

1 + �h =
p

1 � �2
�
1 + 2�2

�
+ 2�3 cot(2�) �

2�2 m2
A

m2
h

⇣
� cot(2�) +

p
1 � �2

⌘
. (19)

5 Similar multiple-energy measurements have been proposed to
disentangle the e↵ects of hhZZ and h3 modifications in di-Higgs
production at the ILC [29].

6 For simplicity it is assumed that the 2HDM couplings such as

|H1|2H1 ·H†
2 are set to zero. Including these couplings does not

change the conclusions of this section.

5

In Eq. (2), the first/second/third terms are from the contributions of the diagram with

photon propagator/Z boson propagator/the counter term of ZZH vertex, respectively.

Here ↵ = e
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We use LoopTools [27] to do the scalar integral for di↵erent c.m. energies. In Fig. 4, we

show the deviation of cross section arising from �
t

and �
h

as a function of
p
s
e

+
e

� . Several

numerical results for the typical c.m. energy are

�240,350,400,500
�

= 1.45, 0.27, 0.05,�0.19⇥ �
h

% (3)

�240,350,400,500
�

= �0.49, 1.38, 2.14, 2.12⇥ �
t

% (4)

δt

δh
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δ Z
h/δ
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%
)

FIG. 4. Relative correction �
�

due to anomalous ht̄t-coupling �
t

(red) and anomalous triple

Higgs coupling �
h

(blue), as a function of the e+e� center-of-mass (c.m.) energy from 220 GeV to

500 GeV. Note that the precision of relative correction can reach 0.4% for high luminosity e+e�

colliders.

The figures show that the behavior for �
t

and �
h

is opposite. At low energy end, the

relative correction �
�

happen to be dominant by �
h

, on the contrary for the high energy

end, the �
�

arising from anomalous Higgs-top coupling can’t be neglected. For the proposed

collider of Circular Electron-Positron Collider with
p
s
e

+
e

� ' 240 GeV, the extraction of

triple Higgs coupling is polluted by Higgs-top coupling. For the International Linear Collider

with option of high energy, the pollution from Higgs-top coupling must be taken into account.

Model-dependent: requires good 
knowledges of HZZ and Htt couplings!



Precision theory for 
precision measurements

How well do we know σ(ZH) in the SM?

Fleischer, Jegerlehner 
(1983); Kniehl (1992); 
Denner, Küblbeck, 
Mertig, Böhm (1992)

NLO weak corrections known for decades

No improvement was attempted since then 
(possibly because LEP2 didn’t find the Higgs 😂)

~-3% for 240 GeV

QED corrections also negative; size 
depends on cut on photon energy



Precision theory for 
precision measurements

Kniehl, Veretin: 1206.7110

Update for a closely related process: H→ZZ*→Zl+l-

Top-mass enhanced 
higher-order contributions

How well do we know σ(ZH) in the SM?

(a) (b) (c)

Figure 1: Tree-level finite-m (dotted lines) and radiative (solid lines) corrections to (a)
dΓ(H → Zτ+τ−)/ds for mH = 125 GeV as functions of the τ+τ− invariant mass

√
s,

and to (b) Γ(H → Zτ+τ−) and (c) Γ(H → Zµ+µ−) as functions of mH . The radiative
corrections include the O(α) QED (coarsely dotted lines), O(α) weak (dashed lines), and
dominant higher-order (dot-dashed lines) corrections of O(x2

t ), O(xtαs), and O(xtα2
s).

For comparison, the O(α) corrections predicted by the IBA (dot-dot-dashed lines) are
also shown.

2.0% at the upper endpoint. The one-loop electroweak correction is inadequately de-
scribed by the IBA term δxt

. The dominant higher-order correction δho amounts to about
0.2% altogether and incidentally almost coincides with the QED correction. The finite-m
correction δ0 − 1, of course, quenches dΓ(H → Zτ+τ−)/ds at threshold, but it is still
as large as −1.7% at the upper endpoint, largely compensating the combined radiative
correction. As anticipated in Sec. 2.1, the relative contribution of y0 to δ0, proportional
to the Hτ+τ− coupling, is exceedingly small in magnitude, below 0.09%, over the full

√
s

range. The finite-m corrections to dΓ(H → Zµ+µ−)/ds and dΓ(H → Ze+e−)/ds are neg-
ligible compared to the expected size of the presently unknown subleading higher-order
corrections δres, and the radiative corrections to both observables are practically indistin-
guishable thanks to the almost perfect lepton universality. The latter are also very similar
to the radiative corrections to dΓ(H → Zτ+τ−)/ds, and we refrain from presenting the
counterparts of Fig. 1(a) for dΓ(H → Zµ+µ−)/ds and dΓ(H → Ze+e−)/ds.

Looking at Fig. 1(b), we observe that the finite-m correction to Γ(H → Zτ+τ−) ranges
from −7.9% to −3.1% in the considered mass window 115 GeV < mH < 130 GeV and
more than compensates the overall radiative correction, which ranges there between 0.6%
and 1.9%. From Fig. 1(c), we read off that the finite-m correction to Γ(H → Zµ+µ−) is
below 0.03% in magnitude.

In Fig. 2(a), we present our best predictions for dΓ(H → Zτ+τ−)/ds (solid line) and
dΓ(H → Zµ+µ−)/ds (dashed line) for mH = 125 GeV as functions of

√
s including both

finite-m and radiative corrections. For comparison, the tree-level result for m = 0 (dotted
line) is also shown. The relation of the solid line shape to the dotted one may be easily
understood from Fig. 1(a). The essential feature of the dashed line shape in comparison
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One-loop weak corrections

For σ(ZH) need to go 
beyond large mt!



Towards NNLO σ(ZH)

41 master integrals, many involve 4 mass scales 

Two methods: 

Expansion in 1/mt 

Numeric evaluation using sector decomposition 

Preliminary result: ~1% for CEPC; important effect!

The “simpler”: O(ααs)

The more difficult (but also important): O(α2)

Gong, Li, Xu, LLY:1608.xxxxx

Agree well!



Summary

A new era for particle physics after Higgs discovery 

Many things waiting to be explored through various 
production and decay channels: gauge couplings, Yukawa 
couplings, Higgs self-couplings, Higgs width, CP, … 

New precision calculations for gg→H, Hj, ttH, HH, WHH 

Precision σ(e+e-→ZH): fundamental theoretical input for 
Higgs factories



Thank you!


