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Sterman-Weinberg Jets
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Global Observables v.s. Non-Global Observables

• Global Observables: all radiation in the full phase space contributes to 
the observables


• E.g. thrust, broadening, C-parameter, . . . 


• “well” understood: all orders factorization theorems, resummation to 
high orders



Example: Resummation for Thrust

1 Introduction

Lepton colliders, such as the Large Electron-Positron collider lep which ran from 1989-2000
at cern, provide an optimal environment for precision studies in high energy physics. Lacking
the complications of strongly interacting initial states, which plague hadron colliders, lep has
been able to provide extremely accurate measurements of standard model quantities such as
the Z-boson mass, and its results tightly constrain beyond-the-standard model physics. The
precision lep data is also used for QCD studies, for example to determine the strong coupling
constant αs. With the variation of αs known to 4-loops, one should be able to confirm in
great detail the running of the coupling, or use it to establish a discrepancy which might
indicate new physics. Even at fixed center-of-mass energy, differential distributions for event
shapes, such as thrust probe several energy scales and are extremely sensitive to the running
coupling. Moreover, event shape variables are designed to be infrared safe, so that they can be
calculated in perturbation theory and so the theoretical predictions should be correspondingly
clean. Nevertheless, extractions of αs from event shapes at lep have until now been limited
by theoretical uncertainty from unknown higher order terms in the perturbative expansion.

One difficulty in achieving an accurate theoretical prediction from QCD has been the
complexity of the relevant fixed-order calculations. Indeed, while the next-to-leading-order
(NLO) results for event shapes have been known since 1980 [1], the relevant next-to-next-
to-leading order (NNLO) calculations were completed only in 2007 [2, 3]. In addition to the
loop integrals, the subtraction of soft and collinear divergencies in the real emission diagrams
presented a major complication. In fact, this is the first calculation where a subtraction scheme
has been successfully implemented at NNLO [4]. However, even with these new results at hand,
the corresponding extraction of αs continues to be limited by perturbative uncertainty. The
result of [5] was αs(mZ) = 0.1240 ± 0.0033, with a perturbative uncertainty of 0.0029. This
NNLO result for the strong coupling constant comes out lower than at NLO, but 2σ higher
than the PDG average αs(mZ) = 0.1176 ± 0.0020 [6]. Actually, the most precise values of αs

are currently determined not from lep but at low energies using lattice simulations [7] and
τ -decays [8]. An extensive review of αs determinations is given in [9], new determinations
since its publication include [10, 11].

To further reduce the theoretical uncertainty of event shape calculations, it is important
to resum the dominant perturbative contributions to all orders in αs. To see this, consider
thrust, which is defined as

T = max
n

∑
i |pi · n|∑

i |pi|
, (1)

where the sum is over all momentum 3-vectors pi in the event, and the maximum is over all
unit 3-vectors n. In the endpoint region, T → 1 or τ = (1−T ) → 0, no fixed-order calculation
could possibly describe the full distribution due to the appearance of large logarithms. For
example, at leading order in perturbation theory the thrust distribution has the form
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where the ellipsis denotes terms that are regular in the limit τ → 0. Upon integration over
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The perturbative result for the thrust distribution contains 
logarithms           , where


• Near the end-point         , the logarithmic terms dominate.


Using SCET one can derive the factorization formula
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Resummation by RG evolution
Evaluate each part at it characteristic scale, evolve to common 
reference scale
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Each contribution is evaluated at its natural scale. No large perturbative 
logarithms.


• N3LL resumation (Becher & Schwartz 2008)



Global Observables v.s. Non-Global Observables

• Global Observables: all radiation in the full phase space contributes to 
the observables


• E.g. thrust, broadening, C-parameter, . . . 


• “well” understood: all orders factorization theorems, resummation to 
high orders


!• Non-global observables: radiation in a limited region of the full phase 
space

~n

↵
� = tan(↵/2)

2Eout < �Q

Figure 1. Definition of the parameters � and � of the dijet cross section. We use the thrust axis
~n as the jet axis.

phase-space constraints and enables us to use existing two-loop results for the cone-jet soft

function obtained in [32, 33].

2.1 Wide-angle jets

Let us first consider wide-angle jets with � ⇠ 1. In this case the e↵ective theory contains

only two relevant momentum regions, whose components (n · p, n̄ · p, p?) scale as follows:

hard: ph ⇠ Q (1, 1, 1) ,

soft: ps ⇠ Q� (1, 1, 1) .
(2.3)

The hard mode describes the energetic particles inside the jet. Since we are dealing with

wide jets, the energetic radiation inside the jet covers a large angular range. It is thus not

collinear to ~n but has a homogenous scaling of all components. Given their large energy,

these particles can never go outside the jet, in contrast to the soft partons which can be

emitted inside or outside. Since there are no collinear singularities for large cone size, the

cross section is single-logarithmic, i.e. the leading logarithms have the form ↵n
s ln

n�.

The factorization of an amplitude with m hard partons and an arbitrary number of soft

partons is of course well known. Each hard parton gets dressed with a Wilson line along

its direction. For an outgoing particle in the color representation Ti propagating along the

direction ni, the appropriate Wilson line is given by the path-ordered exponential

Si(ni) = P exp

✓
igs

Z 1

0
ds ni ·Aa

s(sni)T
a
i

◆
. (2.4)

The Wilson line Si is a matrix in color space, which acts on the color index of particle i.

The operator for the emission from an amplitude with m hard partons then takes the form

S1(n1)S2(n2) . . . Sm(nm) |Mm({p})i , (2.5)

where nµ
i = pµi /Ei, and we use the compact notation {p} ⌘ {p1, p2, . . . , pm}. This equation

is analogous to the factorization for amplitudes with coft particles [38], but while the coft

case involves splitting amplitudes, we are now dealing with ordinary amplitudes |Mm({p})i.
In writing (2.5) we use the color-space formalism of [43, 44], in which amplitudes are treated

as n-dimensional vectors in color space. Since they act on di↵erent particles, the di↵erent

generators trivially commute [T a
i ,T

b
j ] for i 6= j. The same is therefore true for the associated

Wilson lines. Note that the gluon fields in the product of Wilson lines are time-ordered,

– 6 –



Boosted jets
Analysis of jet substructure can provide important information.

• resummation see Dasgupta et al. ’15, ’16; Isaacson, Li, Li, Yuan ‘15



Non-Global Observables @ Hadron Collider



Non-Global Observables @ Hadron Collider

|y| < y
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Non-global logarithms (NGLs)
(Dasgupta & Salam 2001)

Observables which are insensitive to emissions into certain regions of phase 
space involve additional NGLs not captured by the usual resummation 
formula

� ⇠ H · J1 ⌦ J2 ⌦ S

Jet observables involve NGLs because 
they are insensitive to emissions inside 
the cone

↵2
sCFCA⇡

2 ln2 �

These types of logarithm do not 
exponentiate in the usual way2E

out

< �Q



Leading-Log resummation
Banfi, Marchesini & Smye 2002

• The leading logarithms arise from configuration in which the 
emitted gluons are strongly ordered


!
!
• In the large-Nc limit, multi-gluon emission amplitudes become simple:

!
!
!

• Based on this structure, Banfi, Marchesini & Smye derive an 
integral-differential equation for resuming NG logarithms at LL level 
in the large-Nc limit:

E1 � E2 � · · · � Em

Nm
c g2m

X
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W j
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⇥
⇥nn̄
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BMS equation:



Some recent progress

• Resummation of LL NGLs beyond large Nc Weigert ’03; Hatta Ueda 
’13 + Hagiwara ’15; Caron-Huot ‘15


• Fixed-order results

• two-loop hemisphere soft function Kelley, Schwartz, Schabinger 
& Zhu ’11; Horning, Lee, Stewart, Walsh & Zuberi ’11 

• with jet-cone Kelley, Schwartz, Schabinger & Zhu ’11; von 

Manteuffel, Schabinger & Zhu ’13 

• LL NGLs 5-loops (BMS eq & finite Nc) Schwartz, Zhu ’14; 
Delenda, Khelifa-Kerfa ’15   

• Resummation for soft subjets Larkoski, Moult & Neill ’15; Neill ’15; 
Laroski, Moult ’15


• Groomed jet substructure Frye, Larkoski, Matthew & Yan ‘16



From SCET to Jet Effective Theory

e� e+

Q

Q�

Q

Q�

Q�

Q��

Figure 3. Momentum modes and associated scales for wide-angle (left) and narrow-angle (right)
jet production.

right hemisphere can then be expanded around a common reference vector n and combined

using (2.6), and similarly for the soft Wilson lines in the left hemisphere. This yields the

same Wilson-line structure as in (2.19). Squaring the soft amplitudes yields

S(Q�)1 =

Z

Xs

X
h0|S†(n̄)S(n) |XsihXs|S†(n)S(n̄) |0i✓(Q� � 2EXs) . (2.32)

Because the soft radiation has parametrically large angle, it is always outside the jet and the

energy constraint is imposed on the total energy EXs . The coft function Um({nR}, Q��)

with m Wilson lines is given by

Um({nR}, Q��)

=

Z

Xt

X
h0|U †

0 (n̄)U
†
1 (n1) . . .U

†
m(nm) |XtihXt|U0(n̄) . . .Um(nm) |0i ✓(Q� � n̄ · p out) . (2.33)

The right-moving coft particles are always outside the left jet in the sense that the out-of-

jet constraint is always fulfilled after the multipole expansion, independent of the angle of

the coft particle. The momentum p out is therefore the total momentum outside the right

jet. The anti-coft function eUk has the Wilson line U0 along the n instead of the n̄ direction

and the constraint is placed on n · p out.

Putting these ingredients together, the cross section in Laplace space takes the form [38]

e�(⌧, �) = �0H(Q) eS(Q⌧)

" 1X

m=1

⌦Jm(Q�)⌦ eUm(Q�⌧)
↵
#2

, (2.34)

where we have used the fact that both jets give an identical contribution. In Figure 3

we show a pictorial representation of the structure of the factorization formula and the

di↵erent types of radiation relevant in both the wide-angle and narrow-jet cases.

2.3 Renormalization and resummation

The factorization theorems we have obtained involve operators with an arbitrary number of

Wilson lines, both in the wide-angle and narrow-jet case. We now discuss the renormaliza-

tion of these operators. The associated RG equations form the basis for the resummation

– 14 –

Becher, Neubert, Rothen & DYS, PRL116(2016)192001

Non-Global Observables



EFT for narrow-cone jets

� ⇠ ↵

2
⌧ 1

2E
out

< �Q ⌧ Q
QQ� n̄ · p

n · p

Q�

Q

Q��

Q��
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Figure 2. Momentum regions relevant for narrow-angle jet production. The plot shows the scaling
of the light-cone components n · p and n̄ · p, and we assume that � < � (we use � ⇠ �2 in the
narrow jet case to ensure this condition). The meshed gray area shows the veto in the out-of-jet
region which forbids contributions from energetic modes. In the wide angle limit � ! 1, soft and
coft modes coincide and the collinear and hard scaling are the same.

2.2 Narrow-angle jets and coft radiation

In the narrow angle limit � ⌧ 1, in addition to hard and soft momentum modes, two more

momentum regions need to be included in our e↵ective theory. On the one hand, we need

the usual collinear modes to describe the energetic collimated radiation inside the jets

collinear: pc ⇠ Q (1, �2, �) ,

anti-collinear: pc̄ ⇠ Q (�2, 1, �) , (2.12)

but in addition, we need modes which describe small-angle soft radiation

coft: pt ⇠ Q� (1, �2, �) ,

anti-coft: pt̄ ⇠ Q� (�2, 1, �) . (2.13)

In Fig. 2 we show the corresponding momentum regions. One way to construct the e↵ective

theory containing these modes is to first match QCD onto standard SCET with collinear

and soft fields. In this step, one will match the QCD quark vector current onto the vector

current in the e↵ective theory. The relevant matching coe�cient CV (�Q2) contains all the

hard physics and one can decouple the soft field from the collinear ones, which yields the

standard two-Wilson-line soft function. In a next step, one splits the collinear field into

two submodes

Aµ
c ! Aµ

c +Aµ
t , Aµ

c̄ ! Aµ
c̄ +Aµ

t̄
, (2.14)

– 9 –

Becher, Neubert, Rothen & DYS 1508.06645; 
Chien, Hornig & Lee 1509.04287

� ⇠ �2



Check at One-loop
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Factorization for two-jet cross section

�(�, �)
?
= �0 H(Q,µ)[J(Q�, µ)]2 S(Q�, µ)⌦ U(Q��, µ)⌦ U(Q��, µ)

Chien, Hornig & Lee 1509.04287



Factorization for two-jet cross section



Factorization for two-jet cross section
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fixed direction
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color trace
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Factorization for two-jet cross section
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Factorization for two-jet cross section

e�(⌧, �) = �0 H(Q) eS(Q⌧)
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D
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E#2

First all-order factorization theorem for non-global observable. 
Achieves full scale separation!



NNLO check
e�(⌧, �) = �0 H(Q, ✏) eS(Q⌧, ✏)

⌦
J1({n1}, Q�, ✏)⌦ eU1({n1}, Q�⌧, ✏)

+J2({n1, n2}, Q�, ✏)⌦ eU2({n1, n2}, Q�⌧, ✏) +J3({n1, n2, n3}, Q�, ✏)⌦ 1+ . . .
↵2



NNLO check
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Soft function:



Coft Radiation

Large-angle soft radiation off a jet of collinear particles does not resolve 
individual energetic patrons

X

i

Qi
pi · ✏
pi · k

⇡ Q
tot

n · ✏
n · k

This approximation breaks down for soft radiation collinear to the jet!!!

kµ = !nµ

Typically this small region of phase space does not give an      contribution.

However it does in the non-global observables

O(1)



NNLO check
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NNLO check
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Figure 5. Sample Feynman diagrams contributing to the jet function J 1 at di↵erent orders in
perturbation theory. Note that only a single propagator is cut.

The integration over !R needs to be performed before renormalization, since it leads to

additional singularities. Taking the Laplace transform as defined in (2.30), we then obtain

⌦ eU1(0, Q�⌧, ✏)
↵
= 1 +

↵0

4⇡
e�2✏Lt CFVF

+
⇣↵0

4⇡

⌘2
e�4✏Lt

�
C2
FV2F + CFCAVA + CFTFnfVf

�
+ . . . , (3.19)

where Lt = ln Q�⌧
µ and the explicit expressions for the coe�cients Vi are again collected in

Appendix A.

Jet functions

The jet functions are distribution-valued in the angles of the particles, since they contain

additional divergences which arise when particles become collinear. According to the gen-

eral definition in (2.29), the function J 1 contains only one parton inside the jet. Examples

of corresponding Feynman diagrams are shown in Figure 5, where the first diagram repre-

sents the LO contribution and the others represent higher-order corrections. Since all loop

corrections involve scaleless integrals, which vanish in dimensional regularization, we only

need to calculate the LO diagram. It gives

J1({n1}, Q�, ✏) = 4⇡ 1

Z
dE1E

d�3
1 �(Q� n̄ ·p1) �(d�2)(~p?1 ) n̄ ·p1 = 4⇡ �(d�2)(~n?

1 )1 , (3.20)

where p1 = E1n1, and we integrate over the energy E of the parton keeping its direction

n1 fixed. The jet scale Q� does not appear in this result. Introducing angular variables

and performing the trivial integration over the azimuthal angle �1, we obtain

J1(✓̂1, Q�, ✏) = �(✓̂1)1 (3.21)

for the jet function in terms of angular variables, as defined in (3.2). The convolution with

the coft function eU1 is now trivially performed and gives

⌦J1 ⌦ eU1

↵
=

⌦ eU1(0, Q�⌧, ✏)
↵
. (3.22)

Starting from J 2 the angular dependence gets nontrivial. The one-loop contribution

to J 2 contains two collinear partons in the final state and is calculated from the first
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Figure 6. Sample Feynman diagrams contributing to the jet functions J2 and J3.

The di↵erentials dy/d✓̂i in the last two lines change one of the integration variables from

d✓̂i to dy; for example, when applied to a function F (✓̂1, ✓̂2) the term in the third line gives

Z 1

0
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1
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+
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0
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F (✓̂1, y✓̂1) . (3.28)

The contributions of order ✏ and ✏2 can be obtained in an analogous way but are too lengthy

to be presented here.

Convolutions

We finally consider the convolution J2 ⌦ eU2 in (3.1), which we need to evaluate to O(↵2
s).

Performing the convolution with the tree-level coft function U (0)
2 = 1, and adding up the

contributions from the two regions, we find
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Next we need to evaluate the convolution with the one-loop coft function. Doing so, we

obtain the NNLO collinear-coft mixing contribution
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n2

n1

n̄

Figure 4. Feynman diagrams contributing to the one-loop coft function U2. For each of the three
diagrams, there is also an equal, mirrored contribution. We use a double-line notation to represent
the Wilson lines.

Coft functions

In (3.1) we need the coft functions eU1 to two-loop order and eU2 with one-loop accuracy.

For the momentum scaling of coft particles in (2.18), the phase-space constraint allows for

emission both inside and outside the jet cones. The energy is only constrained for emissions

outside of the jet, because the coft momentum inside the jet is negligible compared to the

momentum of the collinear particles. It is therefore dropped in the multipole expansion of

the energy-conservation �-function. Because of this fact, coft functions with all particles

inside the jet are scaleless (their energy can be arbitrarily large). Also, a coft particle in

the right-moving jet does not see the left-moving jet, since the out-of-left-jet condition is

always fulfilled once the multipole expansion is performed.

According to the definition (2.33) the coft function eU1 contains two Wilson lines,

one along the direction n1 of the particle inside the right jet and a second one along the

n̄ direction, which describes emissions from the left jet. Similarly, the coft function eU2

contains three Wilson lines, two along the direction of the particles inside the right jet and

a third one along the n̄ direction. We first discuss the calculation of a general coft function
eUm at one-loop order. The relevant Feynman diagrams contributing for the special case

m = 2 are shown in Figure 4. Analogous diagrams can be drawn for eU1 and for all

higher coft functions eUm. The general one-loop expression involves a sum over all pairs of

emissions and absorptions from directions i and j, such that

Um = 1� g2s µ̃
2✏
X

(ij)

Ti · Tj

Z
dd�1k

(2⇡)d�12Ek

ni · nj

ni · k nj · k ✓

✓
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◆
✓(Q� � n̄ · k) + . . . ,

(3.7)

where (ij) with i 6= j denotes an unordered pair of numbers in the range 0 . . .m, and the

scale µ̃ is defined after (3.4). Since the contribution from radiation inside the jet cone

is scaleless, we have restricted the emission to lie outside the cone. For the special cases

m = 1, 2 the sum over pairs yields

�
X

(ij)

Ti · Tj
ni · nj

ni · k nj · k = 2CF
n̄ · n1

n̄ · k n1 · k 1 , (3.8)
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Figure 6. Sample Feynman diagrams contributing to the jet functions J2 and J3.

The di↵erentials dy/d✓̂i in the last two lines change one of the integration variables from

d✓̂i to dy; for example, when applied to a function F (✓̂1, ✓̂2) the term in the third line gives
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The contributions of order ✏ and ✏2 can be obtained in an analogous way but are too lengthy

to be presented here.

Convolutions

We finally consider the convolution J2 ⌦ eU2 in (3.1), which we need to evaluate to O(↵2
s).

Performing the convolution with the tree-level coft function U (0)
2 = 1, and adding up the

contributions from the two regions, we find
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Next we need to evaluate the convolution with the one-loop coft function. Doing so, we

obtain the NNLO collinear-coft mixing contribution

⌦J (1)
2 ⌦ eU (1)

2

↵
= e�2✏(Lc+Lt)

�
C2
FMF + CFCAMA

�
, (3.30)

with

MF =� 4

✏4
� 6

✏3
+

1

✏2

✓
�14 +

2⇡2

3
� 12 ln 2

◆
+

1

✏

��26� ⇡2 + 10 ⇣3 � 32 ln 2
�

� 52� 10⇡2

3
� 27⇣3 +

11⇡4

30
� 4

3
ln4 2� 8 ln3 2� 4 ln2 2 +

4⇡2

3
ln2 2

� 52 ln 2 + 4⇡2 ln 2� 28⇣3 ln 2� 32Li4

✓
1

2

◆
, (3.31)

– 25 –

n2

n1

n̄

Figure 4. Feynman diagrams contributing to the one-loop coft function U2. For each of the three
diagrams, there is also an equal, mirrored contribution. We use a double-line notation to represent
the Wilson lines.

Coft functions

In (3.1) we need the coft functions eU1 to two-loop order and eU2 with one-loop accuracy.

For the momentum scaling of coft particles in (2.18), the phase-space constraint allows for

emission both inside and outside the jet cones. The energy is only constrained for emissions

outside of the jet, because the coft momentum inside the jet is negligible compared to the

momentum of the collinear particles. It is therefore dropped in the multipole expansion of

the energy-conservation �-function. Because of this fact, coft functions with all particles

inside the jet are scaleless (their energy can be arbitrarily large). Also, a coft particle in

the right-moving jet does not see the left-moving jet, since the out-of-left-jet condition is

always fulfilled once the multipole expansion is performed.

According to the definition (2.33) the coft function eU1 contains two Wilson lines,

one along the direction n1 of the particle inside the right jet and a second one along the

n̄ direction, which describes emissions from the left jet. Similarly, the coft function eU2

contains three Wilson lines, two along the direction of the particles inside the right jet and

a third one along the n̄ direction. We first discuss the calculation of a general coft function
eUm at one-loop order. The relevant Feynman diagrams contributing for the special case

m = 2 are shown in Figure 4. Analogous diagrams can be drawn for eU1 and for all

higher coft functions eUm. The general one-loop expression involves a sum over all pairs of

emissions and absorptions from directions i and j, such that

Um = 1� g2s µ̃
2✏
X

(ij)

Ti · Tj

Z
dd�1k

(2⇡)d�12Ek

ni · nj

ni · k nj · k ✓

✓
n · k
n̄ · k � �2

◆
✓(Q� � n̄ · k) + . . . ,

(3.7)

where (ij) with i 6= j denotes an unordered pair of numbers in the range 0 . . .m, and the

scale µ̃ is defined after (3.4). Since the contribution from radiation inside the jet cone

is scaleless, we have restricted the emission to lie outside the cone. For the special cases

m = 1, 2 the sum over pairs yields
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Ti · Tj
ni · nj

ni · k nj · k = 2CF
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Figure 6. Numerical comparison to results obtained using the Event2 generator. The solid lines
in the upper panel show the logarithmic part of two-loop coe�cient B given in (3.35), the points
(with invisibly small error bars) are the result of Event2. In the lower panel, we show the di↵erence
�B which must be equal to the missing two-loop constant in (3.35) for small � and �.

3.1 NNLO cross section

We now have all the ingredients at hand to obtain the full NNLO result for the cone-jet

cross section. The bare ingredients need to be combined according to the NNLO expansion

(3.1) of the factorization formula (2.25). After coupling renormalization, all divergences

cancel and we get a finite result for the Laplace-transformed cross section e�(⌧). This

provides a highly nontrivial check of the factorization formula (2.25), since the individual

two-loop ingredients all depend on di↵erent scales. After expanding in ✏, the divergences

then involve logarithms of the di↵erent scales which must cancel in the cross section. Notice,

that one would not obtain a finite result starting from the standard factorization formula

(1.2) which involves only two soft Wilson lines. Starting at two loop order the nontrivial

structure in (2.25) is essential since we pick up contributions from terms involving multiple

Wilson lines.

Up to the desired order, the Laplace-transformed cross section is a quadratic polyno-

mial in ln ⌧ . For such a function, the Laplace transformation can be inverted by the simple

substitutions

ln ⌧ ! ln� , ln2 ⌧ ! ln2 � � ⇡2

6
. (3.33)
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Data point from EVENT2, solid lines are our prediction. Difference yields 
unknown constants

cF2 = 17.1+3.0
�4.7 , cA2 = �28.7+0.7

�1.0 , cf2 = 17.3+0.3
�9.0 .

Note: EVENT2 suffers from numerical instability in    channel.nf



Two cut-off method @ NNLO, N3LO, N4LO, . . .
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We may therefore write the final expression for the virtual
contribution to the cross section as
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with
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v!"2CF ,

A1
v!"3CF , "3.45#

A0
v!"2CF"4"%2/3#.

The full two-body weight is given by the sum d)S
$d)V$2d)HC

q→qg . The factor of two occurs since there are
two quark legs, either of which can emit a gluon. At this
point we have a finite result since A2

s$A2
v!0 and A1

s$A1
v

$2A1
q→qg!0 as required *27+. The finite two-body weight is

given by

) (2)!% d)0! $s

2% " "A0
s$A0

v$2A0
q→qg# "3.46#

while the three-body contribution is given by

) (3)!)HC̄!
1
2s12

%
HC̄

,
—

&M 3&2d(3 . "3.47#

A necessary check may be made by integrating these re-
sults and comparing with the known analytic answer. The
contributions from ) (2) "negative# and ) (3) "positive# and
their sum are shown in Fig. 6 for !s!500 GeV as a func-
tion of the soft cutoff -s with the collinear cutoff -c
!-s/300. The known result may be found in *26+, for ex-
ample, and is given by

) tot
(1)!)0

$s

4%
3CF , "3.48#

where )0 is given in Eq. "3.29#. The bottom enlargement
shows the sum "open circles# relative to %5% "dotted lines#
of the known result "solid line# given in Eq. "3.48#. Very
good agreement is found below -s.2#10"3.
Before proceeding further, it is instructive to examine

some issues related to the cutoff dependence of this tech-
nique. As shown in Fig. 6, the answer converges to the
known result for -s&10"3 when -c!-s/300. We have im-
posed the requirement -c'-s which may be understood by

examining the nature of the three-body phase space for this
case. Neglecting both initial and final state masses, four-
momentum conservation yields s12!s34$s35$s45 . The soft
region is defined by E5&-s!s12/2 which, taken with Eq.
"2.7#, can be recast as s45&-ss12"s35 . This is shown as the
region S in the plot of s45 versus s35 in Fig. 7. Two collinear
regions defined by the constraints s35 or s45&-cs12 are
shown as the regions labeled C in Fig. 7. There are two small
regions labeled ‘‘m’’ which are properly included in the col-
linear regions C. However, using a fixed upper limit of 1
"-s in calculating the hard collinear contributions *cf. Eq.
"2.35#+ these regions are excluded. They are also not in-
cluded in the hard–non-collinear three-body integrations.
With some effort, it is possible to analytically evaluate the
required integrals "2.33# over the m regions. The result "de-
rived in Appendix C# is that occurrences of ln -cln -s in Eq.

FIG. 6. The next-to-leading order contribution to the total cross
section for producing a massless quark pair in electron-positron
annihilation via single photon exchange. The two-body "negative#
and three-body "positive# contributions together with their sum are
shown as a function of the soft cutoff -s with the collinear cutoff
-c!-s/300. The bottom enlargement shows the sum "open circles#
relative to %5% "dotted lines# of the analytical result "solid line#
given in Eq. "3.48#.

FIG. 7. The s35-s45 plane for electron-positron annihilation to
massless quarks showing the delineation into soft S and collinear C
regions. The triangles marked ‘‘m’’ give vanishing contribution for
-c'-s .
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EFT for wide-cone jets
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Factorization
• Then the cross section can be written in factorized form as,
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One-loop coefficient v.s. EVENT2

A(�, �) =CF
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Figure 10. Numerical comparison to results obtained using Event2. The upper panel shows the
coe�cient A and the lower panel shows the di↵erence �A between the two results.

Since we now count � ⇠ 1, this result holds for arbitrary values of �, up to terms suppressed

by powers of �. In Figure 10, we compare our analytical result for A(�, �) (red line) to the

numerical results obtained using Event2 (blue dotted). As it must be, the di↵erence �A

between the logarithmic terms and the full result go to zero at small values of ln� within

the numerical uncertainty of the Monte-Carlo integration. After combining all two-loop

ingredients one obtains the coe�cient B(�, �) at leading power in � as
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Two-loop coefficient v.s. EVENT2
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Two-loop coefficient v.s. EVENT2

Figure 11. Numerical comparison to results obtained using Event2 generator. The upper panel
shows the coe�cient dB(�, �)/d ln�, as compared by Event2, and the lower panel shows the
di↵erence. Here we choose the cone size as ↵ = ⇡/4.
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Here we choose µ = Q for convenience. The quantities cF2 , c
A
2 and cf2 represent the unknown

constant terms, which are the function of �. In Figure 11 we compare dB/d ln� with

numerical predictions, which are consistent with each other in the small � region. This

shows that we have obtained the correct two-loop logarithmic structure for wide angle jet

process.

5.4 The small � limit

As a final check on the result, we will evaluate all two-loop bare ingredients in the small �

limit, and check that they fulfil factorisation formulae (2.19) and (2.22).

The hard function H2 is independent on the angle constraints, so it is the same as the

former expression for the arbitrary value of �. Therefore the factorisation formula (2.19)
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LL Resummation
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LL Resummation
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where the angular function F2 is

F2 =
2

(cos θ2 − cos θ1)(1 − cos θ1)(1 + cos θ2)
. (3.9)

Integrating over the polar angles we obtain
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which can be expressed in terms of ∆η as follows:
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(3.11)

where the dilogarithm function is defined as

Li2(z) =

∫ 0

z

ln(1 − t)

t
dt . (3.12)

The functional dependence of S2 on ∆η

0
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-S
2 

/ (
C

F 
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∆η

slice
patch (∆φ = ∆η) 

Figure 3: S2 as a function of δη for two dif-
ferent definitions of Ω: a slice in rapidity (using
eq. (3.11)), and a square patch in rapidity and
azimuth with δφ = δη (S2 determined numeri-
cally).

is shown in figure 3. For small ∆η, S2 goes

to zero essentially linearly in η,

S2 = −4CF CA
[

2(1 − ln 2∆η)∆η + ∆η2

+O
(

∆η3
)]

, (3.13)

with a logarithmic enhancement due to the

integrable divergence in eq. (3.8) when θ1 ≃

θ2 ≃ −c — thus S2 is roughly proportional

to the area of the slice. On the other hand

as ∆η increases, S2 rapidly saturates at its

asymptotic value,

lim
∆η→∞

S2 = −CF CA
2π2

3
. (3.14)

There is a simple physical reason for this

behaviour: S2 is associated with the dif-

ference between full coherent emission for

a pair of gluons, and simple independent

emission. The dominant contribution to S2

comes therefore from the region where the two gluons are close together (which by defi-

nition means the edges of Ω since one gluon is in, while the other is out). On the other

hand, when the two gluons are widely separated in rapidity then independent emission

becomes a good approximation and there is no contribution to S2 — hence for large ∆η,

S2 receives no contribution from the centre of the slice, only from its edges, and the value

of S2 saturates.
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• We have derived a factorization formula for a NG observable: cone-jet 
process


!
!
!
!
• In both case we have checked the factorization up to NNLO and 

reproduce full QCD results

!
• All the scales are separated       RG evolution can be used to resum 

all large logarithms

!

• We develop numerical techniques to solve the associated RG equations 
at leading logarithmic level (NLL, NNLL,…)


!
• Numerous possible applications: jet cross sections, jet substructure, jet 

veto,……
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Resummation
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LL resummation
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Factorization
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J
H
E
P
0
9
(
2
0
1
5
)
1
4
3

Jn̄Jn

jet axis

R

e(α)2 ∼ e(β)2

e(α)3 ≪
(
e(α)2

)3

Jnsj
Snsj n̄sj

Snn̄nsj

B ≪ e(α)2

(a) (b)

Figure 1. (a) Illustration of the phase space configuration and dominant modes for a jet containing
a hard core and a soft subjet. Here the gray radiation denotes global soft radiation Snn̄nsj , and
the green radiation denotes collinear radiation along the direction of the energetic jet axes, Jn and
Jn̄. The soft subjet dynamics is described by soft jet modes, Jnsj shown in blue, and boundary
soft modes shown in red, Snsj n̄sj . (b) Schematic of the ladder of factorization theorems defined by
increasingly differential measurements made on the jet. With each additional measurement, the
NGLs are pushed to the soft function at a lower unresolved scale. The S′, and S′′ are schematic,
typically being a product of multiple functions, but depend only on a single scale.

in the jet, resumming the NGLs down to some unresolved scale below which no soft subjets

are identified. We illustrate this increasingly differential factorization theorem ladder for

resumming NGLs in figure 1(b). We discuss the convergence of the reorganization of the

traditional perturbative expansion in terms of the number of dressed gluons, and show

that the contribution from higher numbers of dressed gluons is highly suppressed by the

available phase space volume. We also relate the dressed gluon expansion to an expansion

of the BMS equation. We stress that these factorization theorems can be calculated to any

perturbative accuracy and for arbitrary numbers of colors Nc, allowing for the extension

to the resummation of subleading logarithmic corrections.

To justify that this step-by-step resummation procedure of the NGLs accurately cap-

tures those NGLs known to exist, we compare our dressed gluon approximation of hemi-

sphere jet masses in the large-Nc limit to Monte Carlo resummation, and the fixed-order

expansion of the BMS equation. By only including the one- and two-dressed gluon ap-

proximations, we find agreement with solutions of the BMS equation at the sub-percent

level for phenomenological values of the NGLs. This demonstrates that the one- and two-

dressed gluon approximations capture the dominant contributions to the leading NGLs in

the large-Nc limit, with small corrections due to the presence of NGLs at lower resolution

scales. The dressed gluon approximation is easily incorporated analytically into existing

factorization theorems for multi-jet processes.6 The dressed gluon approximation also pro-

vides analytical understanding of many features of jet physics and NGLs; for example,

6This assumes that the jet definitions in those factorization theorems are robust to soft subjets approach-

ing their boundaries.

– 6 –



Coft factorization

For cone-jet processes with narrow cones, small angle soft radiation 
became relevant

!
• collinear and soft (“coft”)

!

• resolves individual collinear partons: operators with multiple Wilson 
lines

3

+
k

p

FIG. 1. Emission of a coft gluon from a collinear field �c =
W †

c ⇠c. The double line indicates the Wilson line Wc.

consider the diagrams for the emission of a single coft
gluon with momentum k from a collinear field �c shown
in Figure 1. Since the coft field can be treated as a sub-
mode of the collinear field, we can compute the diagrams
using the collinear Feynman rules and then expand them
in the coft momentum k. The first diagram describes
the emission from the Wilson line U(n̄) derived in (5). If
the collinear quark momentum p

1

in the final state would
have generic scaling, we would write the propagator de-
nominator in the second diagram as (p

1

+ k)2 = p2
1

at
leading power and its contribution would be power sup-
pressed. However, if the virtuality of the collinear quark
is zero, the leading contribution is (p

1

+ k)2 = 2p
1

· k.
Computing the amplitude squared, one finds

|M|2 = 2CF g
2

s

n
1

· n̄
(n

1

· k) (n̄ · k) , (6)

with nµ
1

= 2pµ
1

/n̄ ·p
1

. This is the matrix element squared
for gluon emission from two Wilson lines, one in the n̄
direction and a second one along the direction n

1

of the
collinear final-state particle. Repeating the computation
with two gluons, we find that the corresponding matrix
element is indeed the two-gluon matrix element of the
same operator.

For a single collinear particle in the final state, the
coft function is given by two Wilson lines, as would be
the case for soft emissions. To see the physics di↵erence
between soft and coft modes one needs to consider the
case with several collinear particles inside the jet. Doing
so, one finds that every collinear final-state particle gets
dressed by a coft Wilson line. In color-space notation
[20], the coft emissions in the presence of a final state
with m collinear particles can be obtained by taking the
matrix element of the operator

U
0

(n̄)U
1

(n
1

) . . . Um(nm)|Mm(p
0

; {p})i (7)

where |Mmi is the amplitude for the collinear quark field
carrying momentum p

0

⇡ Q n̄/2 to split into particles
with momenta {p} = {p

1

, . . . , pm}, and Ui(ni) is a Wil-
son line along the direction ni = pi/Ei in the color rep-
resentation relevant for the given particle. The fact that
soft emissions build up Wilson lines is of course very fa-
miliar. What is special in the present case is that the coft
particles are emitted in a narrow cone and can therefore
see the individual collinear partons. As a consequence,
we end up with individual Wilson lines for each of the
collinear final-state partons, instead of just one overall
Wilson line describing all soft emissions, see Figure 2.

To write down a factorized form of the cross section
based on the result (7), we first perform a Laplace trans-

FIG. 2. Soft factorization (left) versus coft factorization
(right). Collinear particles are shown in blue, soft emissions
in green and the small-angle soft radiation described by the
coft mode in red. The double lines indicate the direction of
the associated Wilson lines.

formation with respect to �, i.e.

e�(⌧) =
Z 1

0

d� e��/(⌧e�E )

d�

d�
. (8)

This is convenient, since the outside energy is shared
among the soft and coft degrees of freedom. The Laplace
transformation factorizes the corresponding constraint in
(3). Since the cone constraint acts on the individual par-
tons, it trivially factorizes. In Laplace space we then
obtain the factorization formula

e�(⌧) = �
0

H(Q) eS(Q⌧)

" 1X

m=1

D
Jm(Q�)⌦ eUm(Q�⌧)

E#2

(9)
for the jet cross section, where the angle brackets de-
note the color trace hMi = 1

Nc
tr(M). The jet functions

Jm(Q�) and the coft functions eUm(Q�⌧) are obtained
from squaring the amplitude (7). Both depend on the
directions ni of the collinear partons. The symbol ⌦ in-
dicates that the product of the jet and coft functions
needs to be integrated over the directions of the vectors
ni, and the square in (9) takes into account the identi-
cal contributions of the left and right cone jets. H(Q)
is the familiar hard function for two-jet processes. The
soft function S(Q�) is the squared matrix element of two
Wilson lines along the jet directions, with a constraint on
the energy but no angle constraint, as explained earlier.
The same soft function arises in threshold resummation
for Drell-Yan production, up to the fact that the Wilson
lines are now outgoing. This does not change the pertur-
bative result, which at two loops was obtained in [21].
The coft function with m Wilson lines is given by

Um(Q��) =

Z

X

X
h0|U †

0

(n̄)U †
1

(n
1

) . . .U †
m(nm)|Xi

⇥ hX|U
0

(n̄) . . .Um(nm)|0i �(Q� � n̄ · p
out

) , (10)

and the jet function containing m partons is defined as

n/

2
Jm(Q�) =

X

spins

Z
d⇧m|Mm(p

0

; {p})ihMm(p
0

; {p})|

⇥2 (2⇡)d�1�(Q�n̄·pXc) �
d�2(p?Xc

)
Q

i ✓(�
2n̄·pic�n·pic) ,

(11)



Method of region expansion

To isolate the different contributions, one expand the amplitudes as well 
as the phase space constrains in each momentum region.

!
• Generic soft mode has O(1) angle: after expansion, it is always outside 

the jet

!

• Collinear mode has large energy. Can never go outside the jet

!

• Coft mode can be inside or outside, but its contribution to momentum 
inside the jet is negligible.


!
Expansion is performed on the integrand level: the full result is obtained 
after combining the contributions from the different regions.



Comparison to BMS

Vm = �(1)

m,m = �
X

(ij)

1

2
(Ti,L · Tj,L + Ti,R · Tj,R)

Z
d⌦(nk)

4⇡
W k

ij [⇥in

(k) +⇥
out

(k)] ,

Rm = �(1)

m,m+1

=
X

(ij)

Ti,L · Tj,R

Z
d⌦(nk)

4⇡
W k

ij⇥in

(k)

In the large Nc colour structure become trivial

!
•      simply gives a factor of Nc at every loop

!

•      only acts in between neighbouring patronsRm

Vm

Explicit form of the one-loop anomalous dimensions:
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Figure 12. The action of the operator Rm on an amplitude in the large Nc limit, where
(i3, i4, · · · , im) is a specific order for permutation of {3, 4, · · · ,m}. Here the double and single
lines represents gluon and quark, respectively. The sum on the right-hand side represents all the
contributions from the planar diagrams.
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where

�(1) =
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In the soft approximation, the corresponding matrix elements are given by

Vm = �(1)
m,m = �

X

(ij)

1

2
(Ti,L · Tj,L + Ti,R · Tj,R)

Z
d⌦(nk)

4⇡
W k

ij [⇥in(k) +⇥out(k)] ,

Rm = �(1)
m,m+1 =

X

(ij)

Ti,L · Tj,R

Z
d⌦(nk)

4⇡
W k

ij⇥in(k) .

(5.11)

At first sight, these expressions are problematic since the angular integrals involve collinear

divergences. To obtain an expression for the anomalous dimension which is suitable for

evolving the hard functions, one would need to regularize the angular integrations and

extract these divergences. Even worse, the soft approximation would not be appropriate to

obtain the anomalous dimension. However, we know on general grounds that the collinear

divergences must cancel when the matrix is applied to soft function, see Section 2.3. We

have observed this cancellation at the one-loop level in the previous section and we will see

in the following that the same pattersn continues at higher orders. The expressions (5.11)

are valid for the RG evolution of the soft function.
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divergences. To obtain an expression for the anomalous dimension which is suitable for

evolving the hard functions, one would need to regularize the angular integrations and

extract these divergences. Even worse, the soft approximation would not be appropriate to

obtain the anomalous dimension. However, we know on general grounds that the collinear

divergences must cancel when the matrix is applied to soft function, see Section 2.3. We

have observed this cancellation at the one-loop level in the previous section and we will see

in the following that the same pattersn continues at higher orders. The expressions (5.11)

are valid for the RG evolution of the soft function.
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One-loop renormalization for the narrow-
angle jet process

1

2
H(1) · 1+

1

2
eS(1) · 1+ z(1)

m,m + z(1)
m,m+1 + eU (1)

m = fin.

n̄

n1

ni

nm

nj

n̄

Figure 14. Sample Feynman diagrams for general one-loop coft function Um.
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C One-loop renormalization for the narrow-angle jet process

For the narrow-angle jet process, the one-loop finiteness condition has the form

1

2
H(1) · 1+

1

2
eS(1) · 1+ z(1)

m,m + z(1)
m,m+1 +

eU (1)

m = fin. (C.1)

with

1

2
eS(1)(Q⌧, ✏) = CF

✓
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✏2
� 4LQ⌧
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◆
, (C.2)

1

2
H(1)(Q, ✏) = CF

✓
� 2

✏2
+

�3 + 4LQ

✏

◆
. (C.3)

The divergence of the one-loop coft function, described by a sum of exchanges between

two legs, can be split into two parts. One part only involves a single divergence, which
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Figure 9. Comparison of the one-dressed gluon approximation, matched to the 3-, 4- or 5-loop
fixed-order non-global piece of the hemisphere mass soft function, the Dasgupta-Salam fit for the
leading logarithmic resummation of the NGLs, and our implementation of the DS Monte Carlo.

L1 L2 L3 L4

One-Dressed 0 −π2

24
ζ(3)
6 − π4

720

Two-Dressed 0 0 − ζ(3)
12

π4

480(1± 0.05)

Sum 0 −π2

24
ζ(3)
12

π4

1440(1± 0.2)

Exact 0 −π2

24
ζ(3)
12

π4

34560

Table 1. Coefficients of the NGLs as calculated from the one- and two-dressed gluon approxima-
tions through L4. The sum of the one- and two-dressed gluon approximation is compared to the
exact fixed order result from eq. (4.40).

dressed gluon resums a highly non-trivial subset of the NGLs to produce an approximation

to the full result that is accurate over a wide dynamic range.

For completeness, in table 1, we compare the numerical coefficients of the NGLs as

found from the dressed gluon approximation to the exact fixed-order results, through L4.

For both the one-dressed gluon and the fixed-order results, the coefficients are known ana-

lytically, while for the two-dressed gluon, we have determined the coefficients numerically

by Monte Carlo integration of eq. (4.38). Correspondingly, the uncertainty in the exact

value of the L4 coefficient for the two-dressed gluon is included in the table. As discussed

earlier, the one-dressed gluon gets the L2 term correct exactly, but not higher order terms

in the expansion. When the two-dressed gluon contribution is included, the dressed gluon

approximation exactly reproduces the correct coefficient at order L3. The coefficient at

order L4 is numerically small, which is manifest as a large cancellation between the one-

and two-dressed gluons. However, to fully reproduce this term requires the three-dressed

gluon, which we do not compute here. Nevertheless, the absolute value of the three-dressed

gluon contribution must be significantly smaller than that from the one- and two-dressed

gluons at this order. Again, the fixed-order expansion may be asymptotic and so this com-
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Figure 8. Comparison of the two-dressed gluon approximation to the 3- and 4-loop fixed order
results for the non-global piece of the hemisphere mass soft function, the Dasgupta-Salam fit for
the leading logarithmic resummation of the NGLs, and our implementation of the DS Monte Carlo.

to the output of our Monte Carlo, which begins to diverge from the DS fit near L = 2.5,

where finite cutoff effects or finite statistics are important.

In addition to the numerical comparisons presented in figures. 7 and 8, we could di-

rectly compare the 5-loop result in eq. (4.40) to the fixed-order expansion of the dressed

gluons. However, such a comparison would potentially be misleading and obscure many

important features for the following reasons.19 As mentioned in ref. [51], the fixed order

expansion of the leading non-global logarithms appears to be an asymptotic series. This

is in contrast to leading global logarithms, which, for observables like the jet mass, can

be resummed into an exponential. In the case of global logarithms, because the series

expansion of the exponential function has infinite radius of convergence, comparing to its

fixed-order expansion is meaningful. As one calculates to higher and higher orders, one

exactly builds up the exponentiated form for the leading global logarithms. However, if the

fixed-order expansion of non-global logarithms is indeed asymptotic, then this is precisely

the wrong way to organize it. The behavior of the one- and two-dressed gluons, on the

other hand, suggests that the dressed gluon expansion is convergent. If this is the case,

then there is no sense in which the fixed-order expansion builds up the dressed gluon ap-

proximation. Additionally, as we will show in section 4.4.1, the dressed gluons manifest

emergent phenomena of non-global logarithms that are not present at any fixed order.

To emphasize this point, in figure 9 we compare the one-dressed gluon approximation to

matching the one-dressed gluon to the 3-, 4-, or 5-loop fixed-order NGLs from eq. (4.40).

While matching to the fixed-order NGLs does improve the accuracy of the one-dressed

gluon at small L, it does so at the cost of greatly decreasing the accuracy at higher L

values. Even when matched to the 5-loop fixed-order NGLs, the one-dressed gluon with no

matching is more accurate over a wider range of L values. This is concrete evidence that the

fixed-order expansion of the NGLs is not the correct way to organize their expansion. The

19Nevertheless, for completeness we will do this comparison later.
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Naive expansion         IR divergen integrals

k

(k2 +m2)(k2 +M2)
=

k

k2(k2 +M2)

✓
1� m2

k2
+

m4

k2
+ · · ·

◆

The series expansion is valid only for         , while the integration includes a 
region        .
Introduce a new scale               to separate the two momentum regions

k � m

k ⇠ m

m ⌧ ⇤ ⌧ M



Hard Function
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x210
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Figure 7. Three body phase space in di↵erent kinematic regions for �⇤(q) ! q(p1)q̄(p2)g(p3).
The di↵erent regions correspond to di↵erent energy hierarchies among the three partons. The gray
region represents the parts fulfilling angle constraints.

and

B(�, �) =
1

4
hH(0)

2 S(2)
2 +H(1)

2 S(1)
2 +H(2)

2 · 1+H(1)
3 ⌦ S(1)

3 +H(2)
3 ⌦ 1+H(2)

4 ⌦ 1i. (5.6)

Here H2 is the familiar dijet hard function, and their explicit expressions have already

been given in Eq.(3.2).

In what follows, we will first evaluate hard function H(1)
3 , and then describe the details

of calculating soft function S2 and S3. After that, we will show how to use the consistence

relationship to extract the high order unknown logarithmic terms in the hard functions

H(2)
3 and H(2)

4 . Based on all two-loop ingredients, we will numerically compare one- and

two-loop coe�cients A and B with results obtained by Event2 generator. Finally, we will

study all two-loop bare ingredients in the small � limit, and then check the factorization

formula (2.19) and (2.22).

5.1 Hard Function

Following the operator definition in Eq. (2.10), hard function H3 start from O(↵s), and

H(1)
3 read as

H(1)
3 =

1

N

Z
d⇧3|M3ihM3|(2⇡)D�D(q � p1 � p2 � p3) (5.7)
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generator at low values of � and �. Subtracting the known logarithmic structure exhibited

in (3.35), we can then fit for the numerical values of the constants and obtain

cF2 = 17.1+3.0
�4.7 , cA2 = �28.7+0.7

�1.0 , cf2 = 17.3+0.3
�9.0 . (A.5)

The uncertainty on the last constant is fairly large due to numerical instabilities.

B NNLO ingredients for the wide-angle jet process

B.1 One-loop hard function H3

In this appendix I will show the computation of hard function H3, and then give their

expressions. Considering the process �⇤(q) ! q(p1)q̄(p2)g(p3). Parametrizing the energy

as

xi = 2Ei/Q (B.1)

The amplitude squared has the form as

|M3|2 = 8NcCF g2s (1� ✏)
x21 + x22 � ✏x23
(1� x1)(1� x2)

. (B.2)

In region I the thrust axis is along the direction of p1, thus in terms of scattering angle ✓in
with thrust axis, p1, p2 and p3 can be written as

p1 = E1(1, 0, · · · , 0, 1), (B.3)

p2 = E2(1, 0, · · · , 0, sin ✓2n, cos ✓2n), (B.4)

p3 = E3(1, 0, · · · , 0, sin ✓3n, cos ✓3n), (B.5)

where we have already used momentum conservation relation, and also chose the azimuthal

angle as zero. Therefore the phase space can be parametrised as

Z
d⇧3 =

Z
dx3 dc3n

(2⇡)�3+2✏

16Q2�4✏�(2� 2✏)

�
1� c23n

��✏
x1�2✏
2 x1�2✏

3

2� x3 + x3c3n
, (B.6)

The similar parametrization way is used in Region II and III, in terms of x2 and cos ✓2n.

After reparametrisation, on finds

x2 =
u

2

1 + �2

1 + �2 � �2v
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Here H2 is the familiar dijet hard function, and their explicit expressions have already

been given in Eq.(3.2).

In what follows, we will first evaluate hard function H(1)
3 , and then describe the details

of calculating soft function S2 and S3. After that, we will show how to use the consistence

relationship to extract the high order unknown logarithmic terms in the hard functions

H(2)
3 and H(2)

4 . Based on all two-loop ingredients, we will numerically compare one- and

two-loop coe�cients A and B with results obtained by Event2 generator. Finally, we will

study all two-loop bare ingredients in the small � limit, and then check the factorization

formula (2.19) and (2.22).
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Following the operator definition in Eq. (2.10), hard function H3 start from O(↵s), and
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Here H2 is the familiar dijet hard function, and their explicit expressions have already

been given in Eq.(3.2).

In what follows, we will first evaluate hard function H(1)
3 , and then describe the details

of calculating soft function S2 and S3. After that, we will show how to use the consistence

relationship to extract the high order unknown logarithmic terms in the hard functions

H(2)
3 and H(2)

4 . Based on all two-loop ingredients, we will numerically compare one- and

two-loop coe�cients A and B with results obtained by Event2 generator. Finally, we will

study all two-loop bare ingredients in the small � limit, and then check the factorization

formula (2.19) and (2.22).
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Here H2 is the familiar dijet hard function, and their explicit expressions have already

been given in Eq.(3.2).

In what follows, we will first evaluate hard function H(1)
3 , and then describe the details

of calculating soft function S2 and S3. After that, we will show how to use the consistence

relationship to extract the high order unknown logarithmic terms in the hard functions

H(2)
3 and H(2)

4 . Based on all two-loop ingredients, we will numerically compare one- and

two-loop coe�cients A and B with results obtained by Event2 generator. Finally, we will

study all two-loop bare ingredients in the small � limit, and then check the factorization
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as
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Here H2 is the familiar dijet hard function, and their explicit expressions have already

been given in Eq.(3.2).

In what follows, we will first evaluate hard function H(1)
3 , and then describe the details

of calculating soft function S2 and S3. After that, we will show how to use the consistence

relationship to extract the high order unknown logarithmic terms in the hard functions

H(2)
3 and H(2)

4 . Based on all two-loop ingredients, we will numerically compare one- and

two-loop coe�cients A and B with results obtained by Event2 generator. Finally, we will

study all two-loop bare ingredients in the small � limit, and then check the factorization
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Figure 5. Feynman diagrams contributing to the one-loop coft function U2. For each of the three
diagrams, there is also an equal, mirrored contribution.

with L = ln(Q�/µ) and C✏ = 4✏e✏�/�(1� ✏). The singularities in ✏ are arise at v = 0 and

u = 0 and are non-overlapping. One can thus easily expand the jet function in ✏ using the

standard formula
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Performing the convolution with U (0)
1 = 1, and adding the contributions from the two
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Looking at the factorized formula Eq. (3.1) we see that, starting at two-loop order we

get a contribution mixing the jet and coft functions, namely
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According to the definition (2.24), the function eU (1)

2 contains three Wilson lines. Two

along the direction of the particles inside the right jet, and a third one, along the n̄-

direction which describes emissions from the left jet. The general expression for the NLO
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where (ij) denotes an unordered pair of numbers in the range 0 . . .m and the scale µ̃2 =

µ2e�E (4⇡)�1 includes the necessary factors for renormalization in the MS scheme. Since
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Looking at the factorized formula Eq. (3.1) we see that, starting at two-loop order we

get a contribution mixing the jet and coft functions, namely
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According to the definition (2.24), the function eU (1)

2 contains three Wilson lines. Two

along the direction of the particles inside the right jet, and a third one, along the n̄-

direction which describes emissions from the left jet. The general expression for the NLO

coft function involves a sum over all pairs of emissions and absorptions from directions i

and j
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where (ij) denotes an unordered pair of numbers in the range 0 . . .m and the scale µ̃2 =

µ2e�E (4⇡)�1 includes the necessary factors for renormalization in the MS scheme. Since

the contribution from radiation inside the cone is scaleless, we have restricted the emission
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• The operator for the emission from an amplitude with m hard 
partons 

!

!
!
!
!
!
!

• We define the squared matrix element of this operator as

!

S1(n1)S2(n2) . . . Sm(nm)|Mm({p})i

Sm({n}, Q�, �) =

Z

X

X
h0|S†

1

(n
1

) . . . S†
m(nm)|XsihXs|S1

(n
1

) . . . Sm(nm)|0i ✓ (Q� � 2E
out

)

Factorization

Mm



Renormalization

...

...

n1

nl

nl+1

ni

nm

nj

nk

Figure 9. Sample Feynman diagram for general one-loop soft function Sm({n}, Q�). The vector
nk points along the direction of the exchanged soft gluon.

5.2 Soft Function

The soft function Sm is given by the vacuum expectation value of m soft Wilson loop

operators, as defined in Eq.(2.8). The LO contribution is the unit operator 1 in color space.

The one-loop soft function Sm involves a sum of contributions from pairs of di↵erent Wilson

lines as shown in Figure 9. Since the one-loop virtual corrections are scaleless, only real

emission diagrams contribute. We first calculate the one-loop correction to the function

with two Wilson lines, i.e. S(1)
2 . In momentum space, after taking the color trace, the bare

soft function is given by
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If the momentum k is clustered into a jet the resulting integral is scaleless. Therefore,

the one-loop function only receives a non-vanishing contribution from the out-of-jet region.

The explicit expression is

hS(1)
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with L = lnQ�/µ. For the two loop soft function S(2)
2 , three color structures exist. The

color averaged expression has the form
D
S(2)

2 (Q�, �, ✏)
E
= e�4✏L

⇥
C2
F sF (�, ✏) + CFCA sA(�, ✏) + CFTFnf sf (�, ✏)

⇤
, (5.17)

where the C2
F terms are constrained by non-Abelian exponentiation. The CFCA and

CFTFnf terms can be extracted from the results in Ref.[30]. In Appendix B we describe

the necessary steps in detail, and list the explicit two-loop expressions.

At NNLO we also need the convolution of the one-loop soft function S3 with the one-

loop hard function H3. First, we calculate the expression S(1)
3 . Computing the amplitude
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(Kelley, Schwartz, Schabinger & Zhu ’11)

• Up to NNLO,

!
!

• the hard function      starts from

!
!
• two-loop   

!
!
 


• Combining all the bare ingredients we obtain a finite result

NNLO singular terms
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Coft Scale

pc ⇠ Q(�2, 1, �)

ps ⇠ Q�(1, 1, 1)

pt ⇠ Q�(�2, 1, �)

Q

Q
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Figure 2. Momentum regions relevant for narrow-angle jet production. The plot shows the scaling
of the light-cone components n · p and n̄ · p, and we assume that � ⌧ � (we use � ⇠ �2 in the
narrow-jet case to ensure this condition). The meshed gray area shows the veto in the out-of-jet
region which forbids the presence of energetic modes. In the wide-angle limit � ⇠ 1, soft and coft
modes coincide and the collinear and hard scalings are the same.

but in addition, we need modes which describe small-angle soft radiation

coft: pt ⇠ Q� (�2, 1, �) ,

anti-coft: pt̄ ⇠ Q� (1, �2, �) .
(2.18)

In Figure 2 we show the corresponding momentum regions. Modes which simultaneously

have soft and collinear scaling have arisen in other SCET applications, see e.g. [35, 46, 47].

What is special about the present case is that every single component of the coft momentum

is suppressed compared to its collinear counterpart, while in standard applications the small

component of the collinear mode is commensurate with the soft scaling. In our case, the

relative scaling is the same as for the soft and hard modes present in the wide-angle case.

Because of this fact, the coft Wilson lines associated with di↵erent collinear particles cannot

be combined and we end up with multi-Wilson-line operators.

We emphasize that the coft modes have very low virtuality p2t = ⇤2
t = (Q��)2, much

lower than the virtuality of the collinear and soft modes. The presence of this low physical

scale might have important implications for the relevance of non-perturbative e↵ects. These

are suppressed by the ratio ⇤QCD/⇤t, where ⇤QCD ⇠ 0.5GeV is a scale associated with

strong QCD dynamics. Non-perturbative corrections to jet processes can thus be much

larger than the naive expectation ⇤QCD/Q. For example, for a jet opening angle ↵ = 10�

(� ⇡ 0.09) and 5% of the collision energy outside the jets (� = 0.1), one obtains ⇤t ⇡ 1GeV

for Q = 100GeV. It would be interesting to explore phenomenological consequences of this

low-scale physics.

One way to construct the e↵ective theory containing coft modes is to first match QCD

onto standard SCET containing collinear fields along the jet directions and soft fields. One

– 10 –



Summary

Resummed calculations allowed us to push the validity of QCD 
perturbation theory to the boundary of the available phase space 
where fixed order predictions are not reliable

Resummed predictions are automatically provided by standard MC:

  

Much more flexible, since they can give a fully exclusive description 
of the final state

Make possible to include hadronization effects

Difficult matching with fixed order

Logarithmic accuracy often unclear

Difficult to estimate uncertainties

+

+

-

-

-



Analytical resummations provide the most advanced theoretical 
accuracies available at present

  

Easier to estimate uncertainties

Up to NNLL in some cases (threshold,       , EEC)

Easy matching with fixed order

qT

Have to be worked out for each observable (but 
progress in automatization is being made)

Bottom line:

MC and analytical resummations are complementary !
Analytical resummed calculation will be particularly helpful in 
the validation of MC simulation tools

-

+
+

+


