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✦ Excellent agreement of data and theory at LHC not only prove 
successful of EW and flavor sectors of the SM, but also QCD 



QCD@LHC

3

✦ Probe of the EW dynamics and any meaningful comparison of data 
and theory rely on precise knowledge on both perturbative and non-
perturbative QCD  

“Gearing up for LHC Physics”, Zuoz School  2010                               Fabio Maltoni

1. High-Q  Scattering2 2. Parton Shower 

3. Hadronization 4. Underlying Event 

Sherpa artist

‣ how to probe the EW 
dynamics and possible new 
physics in the primary 
interaction? 

data vs. theory 

new resonance or higher 
dimension operators

simplified picture of  proton-proton collision
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simplified picture of  proton-proton collision

“Gearing up for LHC Physics”, Zuoz School  2010                               Fabio Maltoni

1. High-Q  Scattering2 2. Parton Shower 

3. Hadronization 4. Underlying Event 

Sherpa artist

‣ bottom up, unfold to parton 
level, e.g., jets (hadron)->jets 
(parton)  

✦ Probe of the EW dynamics and any meaningful comparison of data 
and theory rely on precise knowledge on both perturbative and non-
perturbative QCD  

data vs. theory 

QCD fixed-order calculations, 
fully differential at parton level, 
frontier NNLO

QCD resummation, restricted 
phase space, pick important 
pieces from all orders in αs, 
frontier N3LL
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simplified picture of  proton-proton collision

“Gearing up for LHC Physics”, Zuoz School  2010                               Fabio Maltoni

1. High-Q  Scattering2 2. Parton Shower 

3. Hadronization 4. Underlying Event 

Sherpa artist

‣ fully exclusive MC generators 
with higher order QCD 
corrections, both in hard 
emissions and in sub-leading 
logarithms   

✦ Probe of the EW dynamics and any meaningful comparison of data 
and theory rely on precise knowledge on both perturbative and non-
perturbative QCD  

data vs. theory 

must have parton shower, and 
fragmentation models 

need match (FO+PS) and merging 
(all multiplicities) to take 
advantage of fixed-order results 



1. Parton Distribution Functions 

2. Fixed Order Calculations 

3. QCD Resummation 

4. Parton Shower and Generator
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New PDF4LHC recommendation

7

✦ Good agreements are found for the newest generation of three global 
analysis groups utilizing GM-VFN heavy-quark scheme; motivate a 
statistical combination at PDF level, i.e., PDF4LHC2015 PDFs
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Fig. 1: Comparison of PDFs at Q2 = 102 GeV2 between the NNPDF3.0, CT14 and MMHT14 sets, all of them at
NNLO, with ↵S(m2

Z)) = 0.118. From top to bottom, and from left to right, we show the gluon, the up quark, the
down quark, and the total strangeness PDFs. Results are shown normalized to the central value of NNPDF3.0.

only marginal, for instance for the d PDF at large-x. In general, it is at small and large values of x, in
regions with limited kinematical coverage, that the differences between the three fits are more marked.
For some PDF combinations, the size of the PDF uncertaintiy can also show differences between the
three groups, such in the total strangeness s+ PDF at intermediate values of x.

Next, we turn to a comparison of PDF luminosities for the LHC at a center of mass energy of 13
TeV. To illustrate the differences between the previous releases from NNPDF, CT and MSTW/MMHT, in
Fig. 2 we compare the quark-quark and quark-antiquark luminosities in NNPDF2.3, CT10 and MSTW08
with the same results from NNPDF3.0, CT14 and MMHT14. The corresponding comparison for the
gluon-gluon and quark-gluon luminosities is shown in Fig. 3. The comparison has been performed at
NNLO and ↵

S

(m2

Z

) = 0.118, as a function of the invariant mass of the final state system M

X

. Results
are shown normalized to the central value of the NNPDF sets.

Comparing the newer and the older PDF sets, we notice that in general there has been improved
agreement between the three sets in a number of phenomenologically important regions, like the gg

luminosity at intermediate values of the final-state invariant mass M

X

. For the four luminosities that
are compared here, the three PDF sets agree at the one-sigma level or better in all the relevant range of
M

X

values. The differences are larger at large invariant masses, a key region for massive New Physics
searches at the LHC, where also the intrinsic PDF uncertainties for each group are substantial due to the
lack of experimental constraints. We also find that in some cases, like the quark-quark luminosity, the
agreement is only marginal, driven by the differences at the level of u and d PDFs observed in Fig. 1.
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Fig. 1: Comparison of PDFs at Q2 = 102 GeV2 between the NNPDF3.0, CT14 and MMHT14 sets, all of them at
NNLO, with ↵S(m2

Z)) = 0.118. From top to bottom, and from left to right, we show the gluon, the up quark, the
down quark, and the total strangeness PDFs. Results are shown normalized to the central value of NNPDF3.0.

only marginal, for instance for the d PDF at large-x. In general, it is at small and large values of x, in
regions with limited kinematical coverage, that the differences between the three fits are more marked.
For some PDF combinations, the size of the PDF uncertaintiy can also show differences between the
three groups, such in the total strangeness s+ PDF at intermediate values of x.

Next, we turn to a comparison of PDF luminosities for the LHC at a center of mass energy of 13
TeV. To illustrate the differences between the previous releases from NNPDF, CT and MSTW/MMHT, in
Fig. 2 we compare the quark-quark and quark-antiquark luminosities in NNPDF2.3, CT10 and MSTW08
with the same results from NNPDF3.0, CT14 and MMHT14. The corresponding comparison for the
gluon-gluon and quark-gluon luminosities is shown in Fig. 3. The comparison has been performed at
NNLO and ↵

S

(m2

Z

) = 0.118, as a function of the invariant mass of the final state system M

X

. Results
are shown normalized to the central value of the NNPDF sets.

Comparing the newer and the older PDF sets, we notice that in general there has been improved
agreement between the three sets in a number of phenomenologically important regions, like the gg

luminosity at intermediate values of the final-state invariant mass M

X

. For the four luminosities that
are compared here, the three PDF sets agree at the one-sigma level or better in all the relevant range of
M

X

values. The differences are larger at large invariant masses, a key region for massive New Physics
searches at the LHC, where also the intrinsic PDF uncertainties for each group are substantial due to the
lack of experimental constraints. We also find that in some cases, like the quark-quark luminosity, the
agreement is only marginal, driven by the differences at the level of u and d PDFs observed in Fig. 1.
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Fig. 1: Comparison of PDFs at Q2 = 102 GeV2 between the NNPDF3.0, CT14 and MMHT14 sets, all of them at
NNLO, with ↵S(m2

Z)) = 0.118. From top to bottom, and from left to right, we show the gluon, the up quark, the
down quark, and the total strangeness PDFs. Results are shown normalized to the central value of NNPDF3.0.

only marginal, for instance for the d PDF at large-x. In general, it is at small and large values of x, in
regions with limited kinematical coverage, that the differences between the three fits are more marked.
For some PDF combinations, the size of the PDF uncertaintiy can also show differences between the
three groups, such in the total strangeness s+ PDF at intermediate values of x.

Next, we turn to a comparison of PDF luminosities for the LHC at a center of mass energy of 13
TeV. To illustrate the differences between the previous releases from NNPDF, CT and MSTW/MMHT, in
Fig. 2 we compare the quark-quark and quark-antiquark luminosities in NNPDF2.3, CT10 and MSTW08
with the same results from NNPDF3.0, CT14 and MMHT14. The corresponding comparison for the
gluon-gluon and quark-gluon luminosities is shown in Fig. 3. The comparison has been performed at
NNLO and ↵

S

(m2

Z

) = 0.118, as a function of the invariant mass of the final state system M

X

. Results
are shown normalized to the central value of the NNPDF sets.

Comparing the newer and the older PDF sets, we notice that in general there has been improved
agreement between the three sets in a number of phenomenologically important regions, like the gg

luminosity at intermediate values of the final-state invariant mass M

X

. For the four luminosities that
are compared here, the three PDF sets agree at the one-sigma level or better in all the relevant range of
M

X

values. The differences are larger at large invariant masses, a key region for massive New Physics
searches at the LHC, where also the intrinsic PDF uncertainties for each group are substantial due to the
lack of experimental constraints. We also find that in some cases, like the quark-quark luminosity, the
agreement is only marginal, driven by the differences at the level of u and d PDFs observed in Fig. 1.
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Fig. 1: Comparison of PDFs at Q2 = 102 GeV2 between the NNPDF3.0, CT14 and MMHT14 sets, all of them at
NNLO, with ↵S(m2

Z)) = 0.118. From top to bottom, and from left to right, we show the gluon, the up quark, the
down quark, and the total strangeness PDFs. Results are shown normalized to the central value of NNPDF3.0.

only marginal, for instance for the d PDF at large-x. In general, it is at small and large values of x, in
regions with limited kinematical coverage, that the differences between the three fits are more marked.
For some PDF combinations, the size of the PDF uncertaintiy can also show differences between the
three groups, such in the total strangeness s+ PDF at intermediate values of x.

Next, we turn to a comparison of PDF luminosities for the LHC at a center of mass energy of 13
TeV. To illustrate the differences between the previous releases from NNPDF, CT and MSTW/MMHT, in
Fig. 2 we compare the quark-quark and quark-antiquark luminosities in NNPDF2.3, CT10 and MSTW08
with the same results from NNPDF3.0, CT14 and MMHT14. The corresponding comparison for the
gluon-gluon and quark-gluon luminosities is shown in Fig. 3. The comparison has been performed at
NNLO and ↵

S

(m2

Z

) = 0.118, as a function of the invariant mass of the final state system M

X

. Results
are shown normalized to the central value of the NNPDF sets.

Comparing the newer and the older PDF sets, we notice that in general there has been improved
agreement between the three sets in a number of phenomenologically important regions, like the gg

luminosity at intermediate values of the final-state invariant mass M

X

. For the four luminosities that
are compared here, the three PDF sets agree at the one-sigma level or better in all the relevant range of
M

X

values. The differences are larger at large invariant masses, a key region for massive New Physics
searches at the LHC, where also the intrinsic PDF uncertainties for each group are substantial due to the
lack of experimental constraints. We also find that in some cases, like the quark-quark luminosity, the
agreement is only marginal, driven by the differences at the level of u and d PDFs observed in Fig. 1.
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CT14, MMHT14, NNPDF3.0 NNLO PDFs with αs(mZ)=0.118

1401.0013, J Gao, Nadolsky



Puzzle on strangeness
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✦ It is still not clear whether the strangeness is suppressed comparing to u 
and d sea-quarks or not; tensions between DIS data and LHC W/Z data
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Figure 31: Determination of the relative strange-to-down sea quark fractions rs (left) and Rs (right). Bands: Present
result and its uncertainty contributions from experimental data, QCD fit, and theoretical uncertainties, see text;
Closed symbols with horizontal error bars: predictions from di↵erent NNLO PDF sets; Open square: previous
ATLAS result [37]. The ratios are calculated at the initial scale Q2

0 = 1.9GeV2 and at x = 0.023 corresponding to
the point of largest sensitivity at central rapidity of the ATLAS data.

• To test the sensitivity to assumptions about the low-x behaviour of the light-quark sea, the constraint
on ū = d̄ as x ! 0 is removed by allowing Ad̄ and Bd̄ to vary independently from the respective
Aū and Bū. The resulting ū is compatible with d̄ within uncertainties of ' 8% at x ⇠ 0.001 and Q2

0,
while s + s̄ is found to be unsuppressed with rs = 1.16.

• The ATLAS-epWZ16 PDF set results in a slightly negative central value of xd̄�xū at x ⇠ 0.1, which
with large uncertainties is compatible with zero. This result is about two standard deviations below
the determination from E866 fixed-target Drell–Yan data [134] according to which xd̄ � xū ⇠ 0.04
at x ⇠ 0.1. It has been suggested that the ATLAS parameterization forces a too small xd̄ distribution
if the strange-quark PDF is unsuppressed [132]. However, the E866 observation is made at x ⇠ 0.1,
while the ATLAS W, Z data have the largest constraining power at x ⇠ 0.023. For a cross-check, the
E866 cross-section data was added to the QCD fit with predictions computed at NLO QCD. In this
fit xd̄ � xū is enhanced and nevertheless the strange-quark distribution is found to be unsuppressed
with rs near unity.

• Separate analyses of the electron and muon data give results about one standard deviation above
and below the result using their combination. If the W± and Z-peak data are used without the Z/�⇤
data at lower and higher m``, a value of rs = 1.23 is found with a relative experimental uncertainty
almost the same as in the nominal fit.

• A suppressed strange-quark PDF may be enforced by fixing rs = 0.5 and setting Cs̄ = Cd̄. The total
�2 obtained this way is 1503, which is 182 units higher than the fit allowing these two parameters to
be free. The ATLAS partial �2 increases from 108 units to 226 units for the 61 degrees of freedom.
A particularly large increase is observed for the Z-peak data, where �2/n.d.f. = 53/12 is found for
a fit with suppressed strangeness.

A final estimate of uncertainties is performed with regard to choosing the renormalization and factor-
ization scales in the calculation of the Drell–Yan cross sections. The central fit is performed using the
dilepton and W masses, m`` and mW , as default scale choices. Conventionally both scales are varied by

63

‣ ATLAS determination prefers 
unsuppressed strange sea in 
opposite to global fit 

‣ previous dimuon data are only fitted 
using NLO theory 

‣ NNLO QCD corrections to dimuon 
production are calculated recently; 
effects are under investigation

(s+sb)/(u+d)

Dimuon production in semi-
inclusive CC DIS, e.g., NuTeV, 
CCFR, NOMAD, directly probe 

7

        y-3 -2 -1 0 1 2 3

/d
y 

[n
b]

σ
   

   
   

   
   

   
   

 d

-210

-110

1

  Tevatron−W

du

dc

sc
su

        y-3 -2 -1 0 1 2 3

/d
y 

[n
b]

σ
   

   
   

   
   

   
   

 d

-210

-110

1

    TevatronW+

du

dc

sc
su

        y-3 -2 -1 0 1 2 3

/d
y 

[n
b]

σ
   

   
   

   
   

   
   

 d

-210

-110

1

  Tevatron0Z
uu

cc

ss
dd

(a) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the Tevatron.
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(b) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the LHC with
√
S = 7 TeV.

        y-4 -2 0 2 4

/d
y 

[n
b]

σ
   

  d

-210

-110

1

10
   LHC 14−W

du
dc

sc

su

        y-4 -2 0 2 4

/d
y 

[n
b]

σ
   

  d

-210

-110

1

10
   LHC 14W+

du

dc

sc

su

           y-4 -2 0 2 4

/d
y 

[n
b]

σ
   

 d

-210

-110

1

10
  LHC 140Z

uu

cc

ssdd

(c) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the LHC with
√
S = 14 TeV.

Figure 7: Partonic contributions to the differential cross section of on-shell W±/Z boson production at LO as a
function of the vector boson rapidity. Partonic contributions containing a strange or anti-strange quark are denoted

by (red) dashed and (blue) dot-dashed lines. The solid lines show the total contribution.

duction, were studied in Refs. [55–57]. In the following,
we will investigate the influence of the PDFs on the ra-
pidity distributions of the Drell-Yan production process.
Conversely, it may be possible to use the W/Z production
process to further constrain the parton distribution func-
tions in general, and the strange quark PDF in particular.
As noted in Ref. [49], when looking for new physics sig-
nals it is important not to mix the information used to
constrain the PDFs and the new physics as this would
lead to circular reasoning.

As we move from the Tevatron to the LHC scatter-
ing processes, the kinematics of the incoming partons
changes considerably; in Fig. 6 we show the momentum
fractions xA and xB of the incoming parton A and par-
ton B for the Tevatron Run-2 (

√
S = 1.96 TeV) and

the LHC with
√
S = 7 TeV and

√
S = 14 TeV. The

solid (red) lines show the range of xA and xB probed by
W± and Z boson production. At the Tevatron, values
of xA,B down to 2× 10−3 are probed for large rapidities
of yW/Z = 3. However, at the LHC much smaller values

of xA and xB become important due to the larger CMS
energy and broader rapidity span. For

√
S = 7 TeV, the

PDFs are probed for x-values as small as 2 × 10−4 for
rapidities up to ∼ 4.5. With

√
S = 14 TeV, even larger

rapidities of y ∼ 5 and smaller values of xA/B of 4×10−5

might be reached.

A. LHC Measurements

The importance of the PDF uncertainties to the LHC
measurements was already evident in the 2010 and pre-
liminary 2011 data.

ATLAS presented measurements of the Drell-Yan W/Z
production at the

√
S = 7 TeV with 35 pb−1 [58]. These

results include not only the measurement of total cross
section and transverse distributions, but also a first mea-
surement of the rapidity distributions for Z → l+l− as
well as W+ → l+νl and W− → l−ν̄l. Additionally,
ATLAS has used W/Z production to infer constraints

LHC precise W/Z data can also 
disentangle different flavor seas  

1612.03016, 4.6 fb-1

1601.05430, Berger, J Gao, CS Li et al.



Brightness of the proton
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✦ A new approach for precision determination of photon PDF from 
electron proton scattering data, LUXqed 

1607.04266, Manohar et al.

photon PDF directly from proton SFs
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FIG. 4. The ratio of common PDF sets to our LUXqed result,
along with the LUXqed uncertainty band (light red). The CT14
and MRST bands correspond to the range from the PDF mem-
bers shown in brackets (95% cl. in CT14’s case). The NNPDF

bands span from max(µr � �r, r16) to µr + �r, where µr is
the average (represented by the blue line), �r is the standard
deviation over replicas, and r16 denotes the 16th percentile
among replicas. Note the di↵erent y-axes for the panels.

as the di↵erence between the CLAS and CB fits (RES);
a systematic uncertainty due to the choice of the transi-
tion scale between the HERMES F

2

fit and the pertur-
bative determination from the PDFs, obtained by reduc-
ing the transition scale from 9 to 5 GeV2 (M); missing
higher order e↵ects, estimated using a modification of
Eq. (6), with the upper bound of the Q2 integration set
to µ2 and the last term adjusted to maintain ↵2(↵

s

L)n

accuracy (HO); a potential twist-4 contribution to F
L

parametrised as a factor (1 + 5.5 GeV2/Q2) [54] for
Q2 � 9GeV2 (T). One-sided errors are all symmetrised.
Our final uncertainty, shown as a solid line in Fig. 3, is
obtained by combining all sources in quadrature and is
about 1-2% over a large range of x values.

In Fig. 4 we compare our LUXqed result for the MS f
�/p

to determinations available publicly within LHAPDF [55].
Of the model-based estimates CT14qed inc, CT14qed [23]
and MRST2004 [21], it is CT14qed inc that comes closest
to LUXqed. Its model for the inelastic component is con-
strained by ep ! e� + X data from ZEUS [24]. It also

FIG. 5. �� luminosity in pp collisions as a function of the
�� invariant mass M , at four collider centre-of-mass energies.
The NNPDF30 results are shown only for 8 and 100 TeV. The
uncertainty of our LUXqed results is smaller than the width of
the lines.

includes an elastic component. Note however that, for
the neutron, CT14qed inc neglects the important neu-
tron magnetic form factor. As for the model-independent
determinations, NNPDF30 [56], which notably extends
NNPDF23 [22] with full treatment of ↵(↵

s

L)n terms in
the evolution [57], almost agrees with our result at small
x. At large x its band overlaps with our result, but the
central value and error are both much larger.
Similar features are visible in the corresponding ��

partonic luminosities, defined as

dL
��

d lnM2

=
M2

s

Z
dz

z
f
�/p

(z,M2) f
�/p

✓
M2

zs
,M2

◆
, (9)

and shown in Fig. 5, as a function of the �� invariant
mass M , for several centre-of-mass energies.
As an application, we consider pp ! HW+(! `+⌫) +

X at
p
s = 13 TeV, for which the total cross section with-

out photon-induced contributions is 91.2±1.8 fb [6], with
the error dominated by (non-photonic) PDF uncertain-
ties. Using HAWK 2.0.1 [58], we find a photon-induced
contribution of 5.5+4.3

�2.9

fb with NNPDF30, to be compared
to 4.4± 0.1 fb with LUXqed.
In conclusion, we have obtained a formula (i.e. Eq. (6))

for the MS photon PDF in terms of the proton structure
functions, which includes all terms of order ↵L (↵

s

L)n,
↵ (↵

s

L)n and ↵2L2 (↵
s

L)n. Our method can be eas-
ily generalised to higher orders in ↵

s

and holds for any
hadronic bound state. Using current experimental in-
formation on F

2

and F
L

for protons we obtain a pho-
ton PDF with much smaller uncertainties than existing
determinations, as can be seen from Fig. 4. The pho-
ton PDF has a substantial contribution from the elas-
tic form factor (⇠ 20%) and from the resonance region
(⇠5%) even for high values of µ ⇠ 100�1000 GeV. Our

comparison with previous results, 
normalized to LUXqed (in red)

2

�, one in terms of standard proton structure functions,
F
2

and F
L

(or F
1

), the other in terms of the proton PDFs
f
a/p

, where the dominant flavour that contributes will be
a = �. Equating the latter with the former will allow us
to determine f

�/p

.
We start with the inclusive cross section for l(k) +

p(p) ! L(k0) + X. Defining q = k � k0, Q2 = �q2 and
x

Bj

= Q2/(2pq), we have

� =
1

4p · k

Z
d4q

(2⇡)4q4
e2
ph

(q2) [4⇡W
µ⌫

(p, q)Lµ⌫(k, q)]

⇥ 2⇡�((k � q)2 �M2) , (1)

where the proton hadronic tensor (as defined
in [32]) is given by W

µ⌫

(p, q) = �g
µ⌫

F
1

(x
Bj

, Q2) +
p
µ

p
⌫

/(pq)F
2

(x
Bj

, Q2) up to terms proportional
to q

µ

, q
⌫

, and the leptonic tensor is Lµ⌫(k, q) =
1

2

(e2
ph

(q2)/⇤2)Tr
⇣
/k
0 ⇥
/q, �µ

⇤
(/k0 +M)

⇥
�⌫ , /q

⇤⌘
. In Eq. (1)

we introduced the physical QED coupling

e2
ph

(q2) = e2(µ2)/(1�⇧(q2, µ2, e2(µ2))), (2)

where ⇧ is the photon self energy and µ is the renormal-
isation scale. We stress that Eq. (1) is accurate up to
corrections of order

p
s/⇤, since neither the electromag-

netic current nor the L̄�l vertex are renormalised.
We find

� =
c
0

2⇡

Z
1� 2xm

p

M

x

dz

z

Z
Q

2

max

Q

2

min

dQ2

Q2

↵2

ph

(�Q2)

"✓
2�2z+z2

+
2x2m2

p

Q2

+
z2Q2

M2

� 2zQ2

M2

�
2x2Q2m2

p

M4

◆
F
2

(x/z,Q2)

+

✓
�z2 � z2Q2

2M2

+
z2Q4

2M4

◆
F
L

(x/z,Q2)

#
, (3)

where x = M2/(s � m2

p

), m
p

is the proton mass,
F
L

(x,Q2) = (1+4m2

p

x2/Q2)F
2

(x,Q2)�2xF
1

(x,Q2) and
c
0

= 16⇡2/⇤2. Assuming that M2 � m2

p

, we have
Q2

min

= x2m2

p

/(1� z) and Q2

max

= M2(1� z)/z.
The same result in terms of parton distributions can

be written as

� = c
0

X

a

Z
1

x

dz

z
�̂
a

(z, µ2)
M2

zs
f
a/p

✓
M2

zs
, µ2

◆
, (4)

where in the MS factorisation scheme

�̂
a

(z, µ2) = ↵(µ2)�(1� z)�
a�

+
↵2(µ2)

2⇡

"
� 2 + 3z+

+ zp
�q

(z) ln
M2(1� z)2

zµ2

#
X

i2{q,q̄}

e2
i

�
ai

+ . . . , (5)

where e
i

is the charge of quark flavour i and zp
�q

(z) =
1 + (1 � z)2. To understand which terms we choose to

keep, observe that the photon will be suppressed by ↵L
relative to the quark and gluon distributions, which are
of order (↵

s

L)n, where L = lnµ2/m2

p

⇠ 1/↵
s

. The first
term in Eq. (3) is of order ↵2L(↵

s

L)n, the second one is
of order ↵2(↵

s

L)n. We neglect terms that would be of
order ↵3L(↵

s

L)n or ↵2↵
s

(↵
s

L)n. By requiring the equiv-
alence of Eqs. (3) and (4) up to the orders considered, one
obtains (in the MS scheme):

xf
�/p

(x, µ2) =
1

2⇡↵(µ2)

Z
1

x

dz

z

(Z µ

2

1�z

x

2

m

2

p

1�z

dQ2

Q2

↵2(Q2)

" 
zp

�q

(z) +
2x2m2

p

Q2

!
F
2

(x/z,Q2)� z2F
L

⇣x
z
,Q2

⌘#

� ↵2(µ2)z2F
2

⇣x
z
, µ2

⌘)
, (6)

where the result includes all terms of order ↵L (↵
s

L)n,
↵ (↵

s

L)n and ↵2L2 (↵
s

L)n [33]. Within our accuracy
↵
ph

(�Q2) ⇡ ↵(Q2). The conversion to the MS factorisa-
tion scheme, the last term in Eq. (6), is small (see Fig. 2).
From Eq. (6) we have derived expressions up to order

↵↵
s

for the P
�q

, P
�g

and P
��

splitting functions using
known results for the F

2

and F
L

coe�cient functions and
for the QED �-function. Those expressions agree with
the results of a direct evaluation in Ref. [34].
The evaluation of Eq. (6) requires information on F

2

and F
L

. Firstly (and somewhat unusually in a PDF con-
text), we will need the elastic contributions to F

2

and
F
L

,

F el

2

(x,Q2) =
[G

E

(Q2)]2 + [G
M

(Q2)]2⌧

1 + ⌧
�(1� x) , (7a)

F el

L

(x,Q2) =
[G

E

(Q2)]2

⌧
�(1� x) , (7b)

where ⌧ = Q2/(4m2

p

) and G
E

and G
M

are the elec-
tric and magnetic Sachs form factors of the proton (see
e.g. Eqs.(19) and (20) of Ref. [35]). A widely used ap-
proximation for G

E,M

is the dipole form G
E

(Q2) =
1/(1 + Q2/m2

dip

)2, G
M

(Q2) = µ
p

G
E

(Q2) with m2

dip

=

0.71 GeV2 and µ
p

' 2.793. This form is of interest for
understanding qualitative asymptotic behaviours, pre-
dicting f

�/p

(x) ⇠ ↵(1 � x)4 at large x dominated by
the magnetic component, and xf

�/p

(x) ⇠ ↵ ln 1/x at
small x dominated by the electric component. However
for accurate results, we will rather make use of a recent
fit to precise world data by the A1 collaboration [36],
which shows clear deviations from the dipole form, with
an impact of up to 10% on the elastic part of f

�/p

(x)
for x . 0.5. The data constrains the form factors for
Q2 . 10 GeV2. At large x, Eq. (6) receives contribu-
tions only from Q2 > x2m2

p

/(1 � x), which implies that
the elastic contribution to f

�

/p is known for x . 0.9.
Note that the last term in Eq. (6) does not have an elas-

two diff. interpretations on imaginary exp. 
l+P->L+X, proton SFs vs. photon PDF
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FIG. 3: Amplitudes for the process ep → eγ +X. For each diagram shown there is an additional

diagram where the photon is emitted off the initial-state lepton or quark.

consistently without double-counting.

In the literature there have been two approaches to calculations of the process ep →
eγ + X . The calculation of MRST [5], which was preceded by studies of Blümlein et

al. [21–23], included just the photon-initiated contribution of Fig. 3(a). The calculation

of Gehrmann-De Ridder, Gehrmann, and Poulsen (GGP) [24, 25] included just the quark-

initiated contributions of Figs. 3(b,c). In the GGP analysis it was found convenient to make

the Lorentz-invariant separation of the cross section into three components, depending on

the fermion line off which the final-state photon is emitted: LL for emission off the lepton

line, given by the square of the partonic amplitude in Fig. 3(b); QQ for emission off the quark

line, given by the square of the partonic amplitude in Fig. 3(c); and QL for the interference

between the two sets of diagrams.4 In the GGP calculation a cut on the outgoing quark

was necessary to remove the divergence in the amplitude as the photon off-shellness went to

zero in the LL amplitude. A hybrid calculation was also considered by the ZEUS Collabo-

ration in their analysis of the DIS-plus-isolated photon data [10], where the LL component

of the quark-initiated subprocess of GGP was replaced by the photon-initiated subprocess

of MRST.

In this section we introduce a consistent and systematic method of combining the photon-

and quark-initiated subprocesses, which also reduces the factorization scale dependence of

either calculation. First, consider the calculation of the differential cross section as a power

series in α without consideration of the relative sizes of fγ and fq. It can be written as a

convolution over partonic cross sections

dσ =
∑

a

∫ 1

0

dξ fa(ξ, µF )dσ̂a , (13)

4 Note that each of the diagrams in Fig. 3 actually represents two Feynman diagrams, where the final-state

photon is emitted off the initial-state lepton or quark as well as off the final-state lepton or quark.
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✦ Full NNLO QCD corrections for differential distributions based on 
sector improved phase space method and a numerical evaluation of the 
two-loop virtual amplitude

4

PP → tt-+X(8TeV)
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FIG. 5: As in Fig. 3 but for the top pair rapidity.

of the mtt̄ distribution. The stability of this distribution
with respect to higher-order corrections makes it, among
others, an ideal place to search for BSM physics. It will
be very interesting to check if this property is maintained
with dynamic scales and if it extends to higher mtt̄.

The K factors in Figs. 3 and 4 show a peculiar rise at
low pT,t and mtt̄, respectively, which is due to soft gluon
and Coulomb threshold effects. We do not investigate
them in detail in the present work; related past studies
include Refs. [57–66].

A feature of our calculation that needs to be addressed
more extensively is the fact that we use fixed scales. Run-
ning scales are usually thought to be more appropriate
for such a differential calculation. However, in this first
work on the subject, we opt for the simplicity of fixed
scales in order to perform checks with existing NNLO
calculations. We intend to extend our result to dynami-
cal scales, which typically involve the top transverse mass
√

p2T +m2
t and thus start to deviate from fixed scales at

large pT , in future publications. The result presented
here, however, should not be affected substantially by
such a change due to the limited kinematical range con-
sidered (for instance pT,t < 400GeV).

CONCLUSIONS

In this Letter, we present for the first time NNLO ac-
curate differential distributions for top-quark pair pro-
duction at the LHC at 8 TeV. It is easy to conclude
from the shown K factors that our calculation is of very
high quality (i.e. MC errors are small). Our result is
exact in the sense that it fully includes all partonic chan-
nels contributing to NNLO and, moreover, includes them
completely (in particular, we do not resort to the leading
color approximation).

Partial NNLO results have been computed by two
groups [67–69]. At the level of the total inclusive cross
section these results agree with our previous calculations
[6–9]. Although highly desirable, a comparison at the dif-
ferential level is not possible at present since in our cur-
rent calculation we do not separate subsets of partonic
reactions or implement the leading colour approximation.
Additionally, various NNLO approximations exist in the
literature [61–64, 70, 71]. A dedicated comparison with
these approximate results would be valuable.

The results derived in this Letter would allow one
to undertake a number of high-caliber phenomenological
LHC analyses. Some examples are: validation of differ-
ent implementations of higher-order effects in MC event
generators, extraction of NNLO PDFs from LHC data,
improved determination of the top-quark mass, and di-
rect measurement of the running of αS at high scales.
Moreover, SM predictions with improved precision will
enable a higher level of scrutiny of the SM with the help
of LHC data as well as novel searches for BSM physics,
possibly along the lines of Refs. [3, 72]. Finally, this result
will serve as the basis for future inclusion of top-quark
decay [73, 74].
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Figure 14: Same as Fig. 13 for the global fits.

gluon while, at the same time, leads to a good agreement between data and theory. First of all,
an inspection of Fig. 14 highlights the fact that, in the global fit, normalized distributions sup-
plemented with the total cross-section have superior constraining power than the corresponding
absolute distributions. This is especially the case for the yt and mtt̄ distributions. Secondly,
since each distribution provides di↵erent kinematic coverage of the gluon, one would like to
include in the fit a given distribution from ATLAS and a di↵erent one from CMS. Moreover, in
order to avoid distortions in the fit due to potential inconsistencies between ATLAS and CMS, it
is advisable to include only distributions that can be satisfactory described (�2 ' 1) when both
ATLAS and CMS data are simultaneously included. Finally, the selected distributions should
be among the ones leading to the largest reduction of the PDF uncertainty of the large-x gluon.

Taking these guidelines into account, we suggest the following optimal combination:

• the normalized top-quark rapidity distribution (1/�)d�/dyt from ATLAS;

• the normalized top-quark pair rapidity distribution (1/�)d�/dytt̄ from CMS;

• and the total inclusive cross-section �tt̄ from ATLAS and CMS at
p
s = 8 TeV.

From the results of Fig. 14 it also follows that other possible choices, consistent with the above

23
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Single top-quark fiducial cross section
✦ NNLO QCD corrections to fiducial cross sections in t-channel single 

top-quark production with leptonic decay in double DIS approach

1606.08463, Berger, J Gao, CP Yuan, HX Zhu

2

t

W ∗

W

b

u

b

νe

e+

d

Vl

Vh Vd

FIG. 1. Sketch of t-channel single-top quark production and
decay; ub ! dt with t ! e+⌫eb. Vl represents QCD cor-
rections to the light quark line, which could include interfer-
ence of the tree-diagram and the two-loop diagram, square of
the one-loop diagram (double-virtual), interference of the one-
loop diagram with one additional gluon and the tree-level dia-
gram with one additional gluon (real-virtual), and the square
of tree-level diagram with a pair of additional partons (double-
real). Vh and Vd represent the same type of corrections to the
heavy quark line and the decay part, respectively. There is
no cross talk between the light quark line, heavy quark line,
and the decay part in our calculation.

crucial for making this calculation feasible, because inter-
ference contributions between the light and heavy-quark
lines are not yet available [30] for the full two-loop vir-
tual diagrams. The structure function approximation at
NNLO is also used in an earlier calculation of t-channel
on-shell single top-quark production [24], and in Higgs
boson production through weak boson fusion [31, 32].

The NNLO QCD corrections to the heavy-quark line
are straightforward if we use phase-space slicing with the
N -jettiness variable [33–35]. A similar calculation was
performed for charm quark production in neutrino deep
inelastic scattering (DIS) in Ref. [36]. For the correc-
tions to the light-quark line, we adopted the method of
“projection-to-Born” in Ref. [32]. The key ingredients
in this approach are the inclusive NNLO DIS coe�cient
functions [37–39], for which a conveniently parametrized
version is available [40, 41]. For the real-virtual correc-
tions, we extracted the one-loop helicity amplitudes from
DIS 2 jet production in Ref. [42], and we cross checked
with Gosam [43]. These ingredients were combined ac-
cording to Ref. [32], by constructing appropriate counter-
events with opposite weights for every event in the Monte
Carlo (MC) integration of double-real and real-virtual
contributions, which render the phase space integrals fi-
nite for infrared (IR) safe observables. For the decay part
of the calculation, we adopted the results in Ref. [44]. We
also take into account the product of two NLO correc-
tions from di↵erent combinations of the light-quark line,
the heavy-quark line, and the decay part.

Finally, we combine corrections to the production part
and decay part consistently in the NWA, as in Refs. [45–

47]. Schematically, we write

�
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where d�i and d�i

t

denote the O(↵i

S) corrections to the
production and decay parts, respectively. For the full
NNLO corrections there are contributions from O(↵2

S)
production only, from the product of O(↵S) production
and O(↵S) decay, and from O(↵2

S) decay only, as shown
in Eq. (1). Inclusive production cross sections at each
order can be obtained after integration over the decay
phase space.

III. NUMERICAL RESULTS

We use a top quark mass of 173.2 GeV and a W boson
mass of 80.385 GeV. We set the W boson decay branch-
ing ratio to 0.1086 for one lepton family. We choose
|V

tb

| = 1 and the CT14 NNLO parton distribution func-
tions (PDFs) [48] with ↵

s

(M
Z

) = 0.118. The nominal
central scale choice is µ

R

= µ

F

= m

t

with scale variation
calculated by varying the two together over the range
0.5 < µ/µ

o

< 2. We list the LO, NLO and NNLO re-
sults for top quark and anti-quark production in Table. I.
The NNLO QCD corrections reduce the cross sections by
2 ⇠ 3 % compared to a reduction of 4 ⇠ 5 % at NLO.
The full NNLO corrections consist of pieces from the
heavy-quark line, the light-quark line, and the products
of them. There are cancellations between these pieces as
well as cancellations among di↵erent partonic channels.
Perturbative convergence of the separate QCD series is
well maintained, as we verified by checking the individ-
ual pieces. Variations of the theoretical results associated
with choices of the hard scales are reduced by a factor of
4 at NLO compared with LO, and by a further factor of
3 at NNLO with respect to NLO.

inclusive [pb] LO NLO NNLO

t quark 143.7+8.1%
�10% 138.0+2.9%

�1.7% 134.3+1.0%
�0.5%

t̄ quark 85.8+8.3%
�10% 81.8+3.0%

�1.6% 79.3+1.0%
�0.6%

TABLE I. Inclusive cross sections for top (anti-)quark pro-
duction at 13 TeV at various orders in QCD. The scale
uncertainties are calculated by varying the hard scale from
µF = µR = mt/2 to 2mt, and are shown in percentages.

Fiducial cross sections for t-channel single top-quark
production have been measured at 7 and 8 TeV [25, 26].

‣ neglecting cross talks in heavy 
and light-quark lines [color 
suppressed,~1/Nc2] 

‣ NNLO top decay included 
using NWA 

‣ apply similar fiducial cuts as in 
CMS 8 TeV analysis, including 
requiring exact two jets

4

decay independently by a factor of two around m

t

and
then adding the variations in quadrature. In general we
found large NLO corrections to the fiducial distributions,
which makes our NNLO calculation a necessity in order
to assess the convergence and reliability of pQCD series.
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FIG. 2. Predicted pseudorapidity distribution of the non-b
jet in the final state from top quark production with decay at
13 TeV with fiducial cuts applied.

As mentioned in Sec. II, we neglect cross-talk between
incoming protons, and we discuss the justification for this
approximation for the inclusive cross section. Exchanges
associated with cross-talk, although suppressed by a fac-
tor of 1/N2

c

, might lead to di↵erent kinematical shape
dependence for di↵erential distributions, compared with
the corrections considered in this manuscript. It would
be valuable to compute the cross-talk contributions in the
future, once the relevant techniques are developed. We
believe that the calculation presented in this manuscript
represents the best available results in the literature so
far.

Charge asymmetry is one of the precision observables
at the LHC, e.g., as measured in W boson produc-
tion [52–54]. It is insensitive to high-order corrections
and is less subject to experimental systematic uncertain-
ties. Moreover, since it is determined largely by the
PDFs, it can provide stringent constraints in PDF de-
terminations [48, 55]. The predicted ratio of the fiducial
cross sections for top anti-quark and top quark produc-
tion is presented in the upper panel of Fig. 4 as a function
of the pseudorapidity of the charged lepton. The ratio
is less than one since there are more u-valence quarks
than d-valence quarks in the proton, and it decreases
with pseudorapidity because the d/u ratio decreases at
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FIG. 3. Predicted transverse momentum distribution of the
leading b-jet from top quark production with decay at 13 TeV
with fiducial cuts applied.

large x [48]. The uncertainty flags show the statistical
uncertainty from the MC integration. The ratios of the
three curves are shown in the lower panel. The spread
of the LO, NLO, and NNLO predictions is about 1% in
the central region. At large |⌘

l

|, the NLO correction can
reach about 2%, and the additional NNLO correction is
well below one percent. Also shown in the lower panel
are the 68% confidence-level uncertainty bands for three
sets of NNLO PDFs: CT14 [48], MMHT2014 [56] and
NNPDF3.0 [57]. For simplicity, we obtained these bands
using the LO matrix elements and the NNLO PDFs, and
we verified that quantitatively similar central values of
the bands are obtained if we use NLO matrix elements.
Since the PDF induced uncertainty is much larger than
the theoretical uncertainty of its NNLO prediction, the
charge ratio can be used reliably to further discriminate
among and constrain the PDFs, provided that experi-
mental uncertainties can be controlled to the same level,
as is also pointed out in [24, 58, 59]. This charge ratio
may also be sensitive to certain kinds of physics beyond
the SM [60].

V. SUMMARY

We present the first calculation of NNLO QCD
corrections to t-channel single top quark production
with decay at the LHC in the 5-flavor scheme in QCD,
neglecting the cross-talk between the hadronic systems
of the two incoming protons. Our calculation provides
a fully di↵erential simulation at NNLO for t-channel

3

We choose a fiducial region for 13 TeV that is similar to
the one used in the CMS analysis [26] at 8 TeV. We use
the anti-k

T

jet algorithm [49] with a distance parameter
D = 0.5. Jets are defined to have transverse momentum
p

T

> 40 GeV and pseudorapidity |⌘| < 5. We require
exactly two jets in the final state, following the CMS and
ATLAS analyses, meaning that events with additional
jets are vetoed, and we require at least one of these to be
a b-jet with |⌘| < 2.4 [50, 51]. We demand the charged
lepton to have a p

T

greater than 30 GeV and rapidity
|⌘| < 2.4. For the fiducial cross sections reported below
we include top-quark decay to only one family of leptons.

Table II shows our predictions of the fiducial cross sec-
tions at di↵erent perturbative orders, with scale varia-
tions shown in percentages. We vary the renormalization
and factorization scales µ

R

= µ

F

in the top-quark pro-
duction stage, and the renormalization scale in the decay
stage, independently by a factor of two around the nom-
inal central scale choice. The resulting scale variations
are added in quadrature to obtain the numbers shown in
Table II. We also show the QCD corrections from pro-
duction and decay separately as defined in Eq. (1). All
results shown in Table II are for the central scale choice
m

t

, as for the inclusive cross sections. The NNLO correc-
tions from the product of O(↵S) production and O(↵S)
decay can be derived by subtracting the above two con-
tributions from the full NNLO corrections.

Changes of the QCD corrections after all kinematic
cuts are applied are evident if one compares Table II
with Table I. Acceptance in the charged lepton, the b-
jet, and the non-b jet produce these changes, as well as
the jet veto. We call attention to the fact that the NLO
QCD corrections in production have changed to �19%.
The NLO corrections in decay further reduce the cross
sections by about 8%. At NNLO the correction in pro-
duction is still dominant and can reach �6%. The size
of the NNLO correction in decay is smaller by about a
factor of 2, and it almost cancels with the correction
from the product of one-loop production and one-loop
decay. Scale variations have been reduced to about ±1%
at NNLO. Scale variation bands at various orders do not
overlap with each other in general.

With fiducial cuts applied, the jet veto introduces an-
other hard scattering scale of p

T,veto

= 40 GeV in addi-
tion to m

t

. Thus it may be appropriate to choose a QCD
scale of (p

T,veto

m

t

)1/2 ⇠ m

t

/2, especially at lower per-
turbative orders where the gluon splitting contributions
are absorbed into the bottom-quark PDF. Alternative re-
sults with a central scale choice of m

t

/2 in production,
with the central scale m

t

retained in the decay part, show
better convergence of the series although the NNLO pre-
dictions are almost unchanged.

In experimental analyses, the total inclusive cross sec-
tions are usually determined through extrapolation of the
fiducial cross sections based on acceptance estimates ob-
tained from MC simulations. We can use the numbers
shown in Tables I and II to derive the parton-level ac-
ceptance at various orders. For top quark production,

fiducial [pb] LO NLO NNLO

t quark
total 4.07+7.6%

�9.8% 2.95+4.1%
�2.2% 2.70+1.2%

�0.7%

corr. in pro. -0.79 -0.24

corr. in dec. -0.33 -0.13

t̄ quark
total 2.45+7.8%

�10% 1.78+3.9%
�2.0% 1.62+1.2%

�0.8%

corr. in pro. -0.46 -0.15

corr. in dec. -0.21 -0.08

TABLE II. Fiducial cross sections for top (anti-)quark produc-
tion with decay at 13 TeV at various orders in QCD with a
central scale choice of mt in both production and decay. The
scale uncertainties correspond to a quadratic sum of varia-
tions from scales in production and decay, and are shown in
percentages. Corrections from pure production and decay are
also shown.

the acceptances are 0.0283, 0.0214, and 0.0201 at LO,
NLO, and NNLO respectively. The NNLO corrections
can change the acceptance by 6% relative to the NLO
value. This change also propagates into the measurement
of the total inclusive cross section through extrapolation.
To compare our results with those in Ref. [24], we cal-

culated the NNLO total inclusive cross sections at 8 TeV
using the same choices of parameters. We found a dif-
ference of ⇠ 1% on the NNLO cross sections. With a
refined comparison through private communications, we
traced the source of this discrepancy to NNLO contribu-
tions associated with V

h

, with the b-quark initial state.
All other parts in the NNLO corrections and all parts
of the NLO contributions agree between the two results
within numerical uncertainties. It has not been possible
to further pin down the di↵erences. We leave this issue
for possible future investigation.

IV. DIFFERENTIAL DISTRIBUTIONS

We present di↵erential distributions including NNLO
corrections for top quark production with decay. The
e↵ects for top anti-quark distributions are similar. The
full QCD corrections for the pseudorapidity distribution
of the non-b jet are shown in Fig. 2 after all fiducial cuts
are applied. Events with two b-jets in the fiducial region
are not included in the plot. The corrections depend
strongly on the pseudorapidity. The NNLO corrections
have a di↵erent shape from those at NLO and can be even
larger than the NLO corrections in the regions of large
pseudorapidity. The transverse momentum distribution
of the leading b-jet is plotted in Fig. 3, again includ-
ing the full QCD corrrections in production and decay.
The corrections reach a maximum for p

T,b

of about 80
GeV. Acceptance limitations explain the peculiar shape
of the p

T

distribution. We observe a reduction in the
hard scale variations in both Figs. 2 and 3, calculated
by varying the corresponding scales in production and

large negative QCD corrections

b-jet pT distribution
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Figure 8: The dependence of the cross-section on a common renormalization and factorization
scale µ = µF = µR.

�scale
EFT,k

LO (k = 0) ±14.8%

NLO (k = 1) ±16.6%

NNLO (k = 2) ±8.8%

N3LO (k = 3) ±1.9%

Table 5: Scale variation of the cross-section as defined in eq. (3.11) for a common renormalization
and factorization scale µ = µF = µR.

the treatment of both infrared and ultraviolet singularities. For a physical process such

as inclusive Higgs production, where one cannot identify very disparate physical scales,

large separations between the renormalization from the factorization scale entail the risk

of introducing unnecessarily large logarithms. In Fig. 8 we present the dependence of the

cross-section on a common renormalization and factorization scale µ = µR = µF . Through

N3LO, the behaviour is very close to the scale-variation pattern observed when varying

only the renormalization scale with the factorization scale held fixed. More precisely, using

the same quantifier as introduced in eq. (3.11) for the variation of the renormalization scale

only, the variation of the cross-section in the range [mH/4,mH ] for the common scale µ

is shown in Tab. 5. We observe that the scale variation with µR = µF is slightly reduced

compared to varying only the renormalization scale at NLO and NNLO, and this di↵erence

becomes indeed imperceptible at N3LO.

The scale variation is the main tool for estimating the theoretical uncertainty of a

cross-section in perturbative QCD, and it has been successfully applied to a multitude of

– 16 –

scale variations

Next, let us analyze the uncertainties quoted in our cross-section prediction. We

present our result in eq. (8.1) with two uncertainties which we describe in the following. The

first uncertainty in eq. (8.1) is the theory uncertainty related to missing corrections in the

perturbative description of the cross-section. Just like for the central value, it is interesting

to look at the breakdown of how the di↵erent e↵ects build up the final number. Collecting

all the uncertainties described in previous sections, we find the following components:

�(scale) �(trunc) �(PDF-TH) �(EW) �(t, b, c) �(1/mt)

+0.10 pb
�1.15 pb ±0.18 pb ±0.56 pb ±0.49 pb ±0.40 pb ±0.49 pb

+0.21%
�2.37% ±0.37% ±1.16% ±1% ±0.83% ±1%

In the previous table, �(scale) and �(trunc) denote the scale and truncation uncertainties

on the rEFT cross-section, and �(PDF-TH) denotes the uncertainty on the cross-section

prediction due to our ignorance of N3LO parton densities, cf. Section 3. �(EW), �(t, b, c)

and �(1/mt) denote the uncertainties on the cross-section due to missing quark-mass e↵ects

at NNLO and mixed QCD-EW corrections. The first uncertainty in eq. (8.1) is then

obtained by adding linearly all these e↵ects. The parametric uncertainty due to the mass

values of the top, bottom and charm quarks is at the per mille level, and hence completely

negligible. We note that including into our prediction resummation e↵ects in the schemes

that we have studied in Section 4 would lead to a very small scale variation, which we

believe unrealistic and which we do not expect to capture the uncertainty due to missing

higher-order corrections at N4LO and beyond. Based on this observation, as well as on the

fact that the definition of the resummation scheme may su↵er from large ambiguities, we

prefer a prudent approach and we adopt to adhere to fixed-order perturbation theory as

an estimator of remaining theoretical uncertainty from QCD.

The second uncertainty in eq. (8.1) is the PDF+↵s uncertainty due to the determina-

tion of the parton distribution functions and the strong coupling constant, following the

PDF4LHC recommendation. When studying the correlations with other uncertainties in

Monte-Carlo simulations, it is often necessary to separate the PDF and ↵s uncertainties:

�(PDF) �(↵s)

±0.90 pb +1.27pb
�1.25pb

±1.86% +2.61%
�2.58%

Since the �(↵s) error is asymmetric, in the combination presented in eq. (8.1) we conser-

vatively add in quadrature the largest of the two errors to the PDF error.

As pointed out in Section 7, the PDF4LHC uncertainty estimate quoted above does

not cover the cross-section value as predicted by the ABM12 set of parton distribution func-

tions. For comparison we quote here the corresponding cross-section value and PDF+↵s
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‣ expand the N3LO partonic cross 
sections in threshold parameter z 

‣ soft-virtual part also calculated in 
1404.4839, by Y Li, HX Zhu et al. 

‣ analytical results are calculated 
for cn up to n=37

2

threshold expansion of each master integral. An impor-
tant part of our computation has been the evaluation of
the boundary conditions which are needed for solving the
di↵erential equations for the master integrals. Many of
the boundary conditions required in this project had al-
ready been derived in the context of the soft-virtual and
next-to-soft results [15–18, 20]. Using similar techniques,
we have computed the remaining few unknown boundary
conditions for master integrals which start to be relevant
only at a high order in the threshold expansion.

Having at our disposal the complete set of master
integrals as expansions around the threshold limit, we
can easily obtain the cross-sections at N3LO for all par-
tonic channels contributing to Higgs production via gluon
fusion. The partonic cross-sections are related to the
hadronic cross-section at the LHC through the integral

� =
X

i,j

Z
dx1dx2fi(x1, µf )fj(x2, µf )�̂ij(z, µr, µf ) , (1)

where the summation indices i, j run over the parton fla-
vors in the proton, fi are parton densities and �̂ij are

partonic cross-sections. Furthermore, we define z = m2

H

s ,
where mH is the mass of the Higgs boson and

p
s is the

partonic center-of-mass energy, related to the hadronic
center-of-mass energy

p
S through s = x1 x2 S. The

renormalisation and factorisation scales are denoted by
µr and µf . We work in an e↵ective theory approach
where the top-quark is integrated out. The e↵ective La-
grangian describing the interaction of the Higgs boson
and the gluons is,

Le↵ = �C

4
H Ga

µ⌫G
aµ⌫ , (2)

where H is the Higgs field, Ga
µ⌫ is the gluon field

strength tensor and C the Wilson coe�cient, known up
to N4LO [26]. We expand the partonic cross-sections
into a perturbative series in the strong coupling constant
evaluated at the scale µr,

�̂ij = �̂0

"
�ig �jg �(1� z) +

1X

`=1

✓
↵s(µr)

⇡

◆`

�̂
(`)
ij

#
. (3)

In this expression �̂0 denotes the leading order cross-
section, and the terms through NNLO in the above ex-
pansion have been computed in [23, 30, 31]. The main
result of this Letter is the result for the N3LO coe�-
cient, corresponding to ` = 3 in eq. (3), for all possible
parton flavours in the initial state. We cast the N3LO
coe�cients in the form

�̂
(3)
ij = lim

N!1
�̂
(3,N)
ij , (4)

where we introduce the truncated threshold expansions
defined by

�̂
(3,N)
ij = �ig �jg �̂

(3)
SV +

NX

n=0

c
(n)
ij (1� z)n . (5)

FIG. 1: The N3LO correction from the gg channel to the
hadronic cross-section as a function of the truncation order
N in the threshold expansion for the scale choice µ = mH .

Here, �̂(3)
SV denotes the soft-virtual cross-section at N3LO

of ref. [17–19] and N = 0 is the next-to-soft approxi-
mation of ref. [20]. Using our method for the threshold
expansion of the master integrals, we were able to deter-

mine the c(n)ij analytically up to at least n = 30. Note that
at any given order in the expansion these coe�cients are
polynomials in log(1� z). While this approach does not
cast the partonic cross-sections in a closed analytic form,
we argue that it yields the complete result for the value
of the hadronic cross-section. In Fig. 1 we show the con-
tribution of the partonic cross-section coe�cients N3LO
to the hadronic cross-section for a proton-proton collider
with 13TeV center-of-mass energy as a function of the
truncation order N . We use NNLO MSTW2008 [28] par-
ton densities and a value for the strong coupling at the
mass of the Z-boson of ↵s(mZ) = 0.117 as initial value
for the evolution, and we set the factorisation scale to
µf = mH . We observe that the threshold expansion sta-
bilises starting from N = 4, leaving a negligible trun-
cation uncertainty for the hadronic cross-section there-
after. We note, though, that we observe a very small,
but systematic, increase of the expansion in the range
N 2 [15, 37], as illustrated in Fig. 1. We have observed
that a similar behaviour is observed for the threshold
expansion at NNLO. The systematic increase originates
from values of the partonic cross-section at very small z.
Indeed, this increase appears only in the contributions
to the hadronic cross-section integral for values z < 0.1.
It is natural that the terms of the threshold expansion
computed here do not furnish a good approximation of
the hadronic integral in the small z region due to the di-
vergent high energy behaviour of the partonic cross sec-
tions [29]. However, it is observed that this region is
suppressed in the total hadronic integral and for z < 0.1
contributes less than 0.4% of the total N3LO correction.
The same region at NLO and NNLO, where analytic ex-

Next, let us analyze the uncertainties quoted in our cross-section prediction. We

present our result in eq. (8.1) with two uncertainties which we describe in the following. The

first uncertainty in eq. (8.1) is the theory uncertainty related to missing corrections in the

perturbative description of the cross-section. Just like for the central value, it is interesting

to look at the breakdown of how the di↵erent e↵ects build up the final number. Collecting

all the uncertainties described in previous sections, we find the following components:

�(scale) �(trunc) �(PDF-TH) �(EW) �(t, b, c) �(1/mt)

+0.10 pb
�1.15 pb ±0.18 pb ±0.56 pb ±0.49 pb ±0.40 pb ±0.49 pb

+0.21%
�2.37% ±0.37% ±1.16% ±1% ±0.83% ±1%

In the previous table, �(scale) and �(trunc) denote the scale and truncation uncertainties

on the rEFT cross-section, and �(PDF-TH) denotes the uncertainty on the cross-section

prediction due to our ignorance of N3LO parton densities, cf. Section 3. �(EW), �(t, b, c)

and �(1/mt) denote the uncertainties on the cross-section due to missing quark-mass e↵ects

at NNLO and mixed QCD-EW corrections. The first uncertainty in eq. (8.1) is then

obtained by adding linearly all these e↵ects. The parametric uncertainty due to the mass

values of the top, bottom and charm quarks is at the per mille level, and hence completely

negligible. We note that including into our prediction resummation e↵ects in the schemes

that we have studied in Section 4 would lead to a very small scale variation, which we

believe unrealistic and which we do not expect to capture the uncertainty due to missing

higher-order corrections at N4LO and beyond. Based on this observation, as well as on the

fact that the definition of the resummation scheme may su↵er from large ambiguities, we

prefer a prudent approach and we adopt to adhere to fixed-order perturbation theory as

an estimator of remaining theoretical uncertainty from QCD.

The second uncertainty in eq. (8.1) is the PDF+↵s uncertainty due to the determina-

tion of the parton distribution functions and the strong coupling constant, following the

PDF4LHC recommendation. When studying the correlations with other uncertainties in

Monte-Carlo simulations, it is often necessary to separate the PDF and ↵s uncertainties:

�(PDF) �(↵s)

±0.90 pb +1.27pb
�1.25pb

±1.86% +2.61%
�2.58%

Since the �(↵s) error is asymmetric, in the combination presented in eq. (8.1) we conser-

vatively add in quadrature the largest of the two errors to the PDF error.

As pointed out in Section 7, the PDF4LHC uncertainty estimate quoted above does

not cover the cross-section value as predicted by the ABM12 set of parton distribution func-

tions. For comparison we quote here the corresponding cross-section value and PDF+↵s
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Université catholique de Louvain,
Chemin du Cyclotron 2, 1348 Louvain-La-Neuve, Belgium
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Abstract: We present the most precise value for the Higgs boson cross-section in the

gluon-fusion production mode at the LHC. Our result is based on a perturbative expansion

through N3LO in QCD, in an e↵ective theory where the top-quark is assumed to be in-

finitely heavy, while all other Standard Model quarks are massless. We combine this result

with QCD corrections to the cross-section where all finite quark-mass e↵ects are included

exactly through NLO. In addition, electroweak corrections and the first corrections in the

inverse mass of the top-quark are incorporated at three loops. We also investigate the

e↵ects of threshold resummation, both in the traditional QCD framework and following a

SCET approach, which resums a class of ⇡2 contributions to all orders. We assess the uncer-

tainty of the cross-section from missing higher-order corrections due to both perturbative

QCD e↵ects beyond N3LO and unknown mixed QCD-electroweak e↵ects. In addition, we

determine the sensitivity of the cross-section to the choice of parton distribution function

(PDF) sets and to the parametric uncertainty in the strong coupling constant and quark

masses. For a Higgs mass of mH = 125 GeV and an LHC center-of-mass energy of 13 TeV,

our best prediction for the gluon fusion cross-section is

� = 48.58 pb+2.22 pb (+4.56%)
�3.27 pb (�6.72%) (theory)± 1.56 pb (3.20%) (PDF+↵s)

Keywords: Higgs physics, QCD, gluon fusion.

⇤On leave from the ‘Fonds National de la Recherche Scientifique’ (FNRS), Belgium.
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Figure 3: The numerical e↵ect in Setup 1 of the N3LO correction in the main partonic channels
and the total cross-section as a function of the truncation order in the threshold expansion, for
n = 0 in eq. (3.6).

the convolution (3.6). This leads to a slower apparent convergence, at least in the case

where only a few terms are taken into account in the threshold expansion. While the

spread between the di↵erent curves gives a measure for the quality of the convergence of

the threshold expansion, we know of no compelling argument why any of this curves should

be preferable over others at this order of the expansion. We observe, however, that the

di↵erent curves agree among each other within a range of 0.1 pb, thereby corroborating

our claim that the threshold expansion provides reliable results for the N3LO cross-section.

In Fig. 3 we plot the N3LO corrections for the gg and qg channels2, as well as the total

inclusive cross-section, as a function of the truncation order (for n = 0). The quark-initiated

channels contribute only a small fraction to the inclusive cross-section. The convergence of

the threshold expansion for these channels is less rapid than for the dominant gluon-gluon

channel. This is better demonstrated in Fig. 4, where we plot the ratio

�X(N) ⌘ �(3)
X,EFT (N)� �(3)

X,EFT (Nlast)

�(3)
X,EFT (Nlast)

100% . (3.8)

Here, �(3)
X,EFT (N) denotes the contribution of the partonic channel X to the N3LO correc-

tion to the hadronic cross-section when computed through O(z̄N ) in the threshold expan-

sion. Nlast (equal to 37) is the highest truncation order used in our current computation.

Although the convergence of the quark-gluon and the quark channels is rather slow, the
2We sum of course over all possible quark and anti-quark flavours.

– 10 –
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✦ Calculations on NNLO QCD corrections including all partonic channels 
based on antenna subtraction method [not included subleading color 
contributions expected to be small] 2
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FIG. 1: Double-di↵erential inclusive jet cross-sections mea-
surement by ATLAS [6] and NNLO perturbative QCD pre-
dictions as a function of the jet pT in slices of rapidity, for
anti-kT jets with R = 0.4 normalized to the NLO result. The
shaded bands represent the scale uncertainty of the theory
predictions obtained by varying µR and µF as described in
the text. The red dashed line displays the NNLO/NLO ratio
corrected multiplicatively for electroweak corrections [37].

Nc, to all these subprocesses. In practice this amounts
to calculating the N2

c , NcNF and N2
F corrections to all

LO subprocesses, where NF is the number of light quark
flavours. We include the full LO and NLO coe�cients in
this calculation but note that retaining only the leading
colour correction to all partonic subprocesses at NLO
gives the full result to within a few percent across all
distributions. The analogous subleading colour contri-
butions at NNLO are expected to be small and we do
not include them in this study. To support this assump-
tion we note that the subleading colour NNLO contribu-
tion for pure gluon scattering was presented in a previ-
ous study [34] and found to be negligible. We construct
subtraction terms to regulate all IR divergences in the
phase space integrals and cancel all explicit poles in the
dimensional regularization parameter, ✏ = (4� d)/2, the
details of which for the antenna subtraction method can
be found in [25, 34, 36]. The IR finite cross section at
NNLO is then integrated numerically in four dimensions
over the appropriate two-, three- or four-parton massless
phase space to yield the final result.

In Fig. 1 we present the results for the double-
di↵erential inclusive jet cross section at NLO and NNLO,
normalized to the NLO theoretical prediction to empha-
size the impact of the NNLO correction to the NLO re-

FIG. 2: NLO and NNLO k-factors for jet production atp
s = 7 TeV. The lines correspond to the double di↵erential

k-factors (ratios of perturbative predictions in the perturba-
tive expansion) for pT > 100 GeV and across six rapidity |y|
slices.

sult. The collider setup is proton-proton collisions at a
centre of mass energy of

p
s = 7 TeV where the jets are

reconstructed using the anti-kT jet algorithm [35] with
R = 0.4. We use the NNPDF3.0 NNLO PDF set [15]
with ↵s(M2

Z) = 0.118 throughout this paper for LO,
NLO and NNLO predictions to emphasise the behaviour
of the higher order coe�cient functions at each pertur-
bative order. By default we set the renormalization and
factorization scales µR = µF = pT1, where pT1 is the
pT of the leading jet in each event. To obtain the scale
uncertainty of the theory prediction we vary both scales
independently by a factor of 1/2 and 2 with the constraint
1/2  µR/µF  2. We find that the NNLO coe�cient
has a moderate positive e↵ect on the cross section, 10%
at low pT across all rapidity slices relative to NLO. This is
significant because it is precisely in this region where the
majority of the cross section lies, especially in the cen-
tral rapidity slices, and it is where we observe the largest
NNLO e↵ects. At higher pT we see that the relative size
of the NNLO correction to NLO decreases to the 1-2%
level and so the perturbative series converges rapidly.

Given that we see a moderate NNLO correction to the
NLO prediction in the region where the bulk of the cross
section lies, it is instructive to compare to the available
data. The data points in Fig. 1 represent the ATLAS
data for an integrated luminosity of 4.5 fb�1 [6], nor-
malized to the NLO prediction. We do not include non-

1611.01460, Currie, Glover, Pires

‣ corrections are found to 
be large in small pT 
region 

‣ a reduction of scale 
variations at large pT, but 
not small pT 

‣ possible bias in current 
NNLO PDF analyses 

‣ EW corrections are 
important at large pT

inclusive jet pT distribution



15

W/Z boson plus jet(s) 
✦ NLO predictions available for W plus up to 5 jets production from 

BLACKHAT+SHERPA
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FIG. 7: The pT distributions of the leading five jets in W+ + 5-jet production at the LHC at
√
s = 7 TeV.

Jets
W+/W−

W− + n

W− + (n−1)

W+ + n

W+ + (n−1)

LO NLO LO NLO LO NLO

1 1.467(0.002) 1.47(0.01) — — — —

2 1.552(0.002) 1.50(0.01) 0.2949(0.0003) 0.238(0.001) 0.3119(0.0005) 0.242(0.002)

3 1.651(0.003) 1.61(0.01) 0.2511(0.0005) 0.220(0.001) 0.2671(0.0004) 0.235(0.002)

4 1.753(0.006) 1.72(0.03) 0.2345(0.0008) 0.211(0.003) 0.2490(0.0005) 0.225(0.003)

5 1.864(0.008) 1.87(0.06) 0.218(0.001) 0.200(0.006) 0.2319(0.0008) 0.218(0.006)

TABLE II: The first two columns give cross-section ratios for W+ production to W− production,

as a function of the number of associated jest. The last two columns give the ratios of the cross

section for the given process to that with one fewer jet. The numerical integration uncertainty is

in parentheses.

to larger W+ cross sections. As the number of jets increases, production of a W requires a

larger value of the momentum fraction x. This alters the mix of subprocesses that contribute

18

1304.1253,  Bern et al.
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W/Z boson plus jet(s) 
✦ NNLO predictions for W/Z plus jet production have been calculated by 

using both the jettiness cutoff and the antenna subtraction method 

leading jet pseudo rapidity dis. in 
W+jet production

leading jet pseudo rapidity dis. in 
Z+jet production

FIG. 3. Plots of the HT distribution for both 8 TeV and 13 TeV collisions. In each plot the upper

inset shows the LO, NLO and NNLO distributions, while the lower inset shows KNLO and KNNLO.

The bands indicate the scale variation.

The pseudorapidity distribution of the leading jet is shown in Fig. 4. Both the NLO and

NNLO K-factors are flat over the range of |⌘J1 | considered in the analysis. The residual

scale dependence at NNLO remains at the 1� 2% level. The results for 8 TeV and 13 TeV

collisions are similar.

FIG. 4. Plots of the pseudorapidity distribution of the leading jet for both 8 TeV and 13 TeV

collisions. In each plot the upper inset shows the LO, NLO and NNLO distributions, while the

lower inset shows KNLO and KNNLO. The bands indicate the scale variation.

In Fig. 5 we show the rapidity distribution of the dilepton pair, which we label as the

reconstructed Z-boson. Both the NLO and NNLO corrections are nearly completely flat

8

FIG. 4. Plots of the leading-jet pseudorapidity distribution for the following scenarios: 8 TeV

inclusive 1-jet bin (upper left), 8 TeV exclusive 1-jet bin (upper right), 13 TeV inclusive 1-jet bin

(lower left), 13 TeV exclusive 1-jet bin (lower right). In each plot the upper inset shows the LO,

NLO and NNLO distributions, while the lower inset shows KNLO and KNNLO. The bands indicate

the scale variation, while the dashed lines in the lower panel indicate the result for the central scale

choice.

1-jet bin, but a di↵erent magnitude. The NNLO correction decreases the result for central

rapidities by about 3%. There is a slight increase in the NLO and NNLO K-factors as |Y
W

|

is increased.

Finally, we show in Fig. 6 the results for the transverse mass distribution. To explain the

observed distributions, we recall that the m
T

distribution for on-shell W -boson production

exhibits a Jacobian peak at M
W

. Higher values of m
T

beyond the W -boson mass are gener-

ated by non-zero pW
T

, as well as the W -boson width. However, the high m
T

region requires

a very large pW
T

, as is well known [31], leading to the strong peak of the distribution around

13

1602.02695,  1602.08140, Boughezal, XH Liu, Petriello

‣ generalized phase-space cutoff method up to NNLO based on N-jettiness 
variable as the regulator and factorization in SCET, motivated by the QT cutoff 
method from Catani et al.

similar SCET approach, J Gao, CS Li, HX Zhu, 2012



1. Parton Distribution Functions 

2. Fixed Order Calculations 

3. QCD Resummation 

4. Parton Shower and Generator
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Higgs boson production at small QT

✦ N3LL resummation on transverse momentum distribution of the Higgs 
boson at small QT in gluon fusion is recently achieved and matched 
with NLO calculation at finite QT

‣ The resummation is carried out in 
the rapidity renormalization group 
framework 

‣ soft functions relevant for QT 
resummation of Higgs or W/Z 
boson production are calculated 
to 3-loop level  

‣ the rapidity anomalous 
dimensions are extracted to the 
same order and allows a N3LL 
resummation; also derived 3-loop 
B function in CSS framework 

Y Li, Steward, HX Zhu et al., 2016

Higgs boson pT distribution
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Boosted top-quark pair production 
✦ Simultaneous resummation of Sudakov-type double logarithm and  the 

logarithm from top-quark mass at NNLL’+NLO level
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µr = µf = mt, and also used a slightly di↵erent top-
quark mass, mt = 173.3 GeV. At low pT , it is clear
that both the NLO+NNLL0 and the NNLO results de-
scribe the data fairly well. With the increase of pT , it
appears that the NNLO prediction systematically overes-
timates the data, although there is still agreement within
errors. On the other hand, with the simultaneous resum-
mation of the soft gluon logarithms and the mass log-
arithms and also with the dynamical scale choices, our
NLO+NNLL0 resummed formula produces a softer spec-
trum which agrees well with the data.

In [4], the ATLAS collaboration carried out a measure-
ment of the top-quark pT spectrum in the highly-boosted
region using fat-jet techniques. Although the experimen-
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tal uncertainty is rather large due to limited statistics, it
is interesting to compare it with the theoretical predic-
tions here, since it is expected that the soft and small-
mass logarithms become more relevant at higher energies.
In Fig. 2 we show such a comparison. The NNLO result
for such high pT values is not yet available, so we com-
pare instead with the NLO result computed using MCFM
with MSTW2008NLO PDFs and dynamical renormaliza-
tion and factorization scales, whose default values are
µr = µf = mT . Scale uncertainties of the NLO results
are estimated through variations of µr = µf by a factor of
two around the default value. From the plot one can see
that the NLO result calculated in this way does a good
job in estimating the residual uncertainty from higher
order corrections, as the resummed band lies almost in-
side the NLO one up to pT = 1.2 TeV. On the other
hand, the inclusion of the higher-order logarithms in the
NLO+NNLL0 result significantly reduces the theoretical
uncertainty, which is crucial for future high precision ex-
periments at the LHC.

Our formalism is flexible and can be applied to other
di↵erential distributions as well. To demonstrate this
fact, in Fig. 3 we show the NLO+NNLL0 resummed pre-
diction for the top-quark pair invariant mass distribution
along with a measurement from the ATLAS collaboration
[16] at the 8 TeV LHC. Since the NNLO result in [1] for
this distribution has an incompatible binning, it is cur-
rently not possible to include it in the plot, so we show
instead the NLO result computed with the same input
as in Fig. 2, but this time with the default scale choice
µr = µf = Mtt̄. One can see from the plot that the NLO
result with this scale choice is consistently lower than
the experimental data. The resummation e↵ects signif-
icantly enhance the di↵erential cross sections, especially
at high Mtt̄. As a result, the NLO+NNLL0 prediction
agrees with data quite well. We have found that choos-
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µr = µf = mt, and also used a slightly di↵erent top-
quark mass, mt = 173.3 GeV. At low pT , it is clear
that both the NLO+NNLL0 and the NNLO results de-
scribe the data fairly well. With the increase of pT , it
appears that the NNLO prediction systematically overes-
timates the data, although there is still agreement within
errors. On the other hand, with the simultaneous resum-
mation of the soft gluon logarithms and the mass log-
arithms and also with the dynamical scale choices, our
NLO+NNLL0 resummed formula produces a softer spec-
trum which agrees well with the data.

In [4], the ATLAS collaboration carried out a measure-
ment of the top-quark pT spectrum in the highly-boosted
region using fat-jet techniques. Although the experimen-
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tal uncertainty is rather large due to limited statistics, it
is interesting to compare it with the theoretical predic-
tions here, since it is expected that the soft and small-
mass logarithms become more relevant at higher energies.
In Fig. 2 we show such a comparison. The NNLO result
for such high pT values is not yet available, so we com-
pare instead with the NLO result computed using MCFM
with MSTW2008NLO PDFs and dynamical renormaliza-
tion and factorization scales, whose default values are
µr = µf = mT . Scale uncertainties of the NLO results
are estimated through variations of µr = µf by a factor of
two around the default value. From the plot one can see
that the NLO result calculated in this way does a good
job in estimating the residual uncertainty from higher
order corrections, as the resummed band lies almost in-
side the NLO one up to pT = 1.2 TeV. On the other
hand, the inclusion of the higher-order logarithms in the
NLO+NNLL0 result significantly reduces the theoretical
uncertainty, which is crucial for future high precision ex-
periments at the LHC.

Our formalism is flexible and can be applied to other
di↵erential distributions as well. To demonstrate this
fact, in Fig. 3 we show the NLO+NNLL0 resummed pre-
diction for the top-quark pair invariant mass distribution
along with a measurement from the ATLAS collaboration
[16] at the 8 TeV LHC. Since the NNLO result in [1] for
this distribution has an incompatible binning, it is cur-
rently not possible to include it in the plot, so we show
instead the NLO result computed with the same input
as in Fig. 2, but this time with the default scale choice
µr = µf = Mtt̄. One can see from the plot that the NLO
result with this scale choice is consistently lower than
the experimental data. The resummation e↵ects signif-
icantly enhance the di↵erential cross sections, especially
at high Mtt̄. As a result, the NLO+NNLL0 prediction
agrees with data quite well. We have found that choos-

1601.07020,  Pecjak, Scott, X Wang, LLYang

‣ there are the usual soft gluon 
double logarithm as well as terms 
of ~Log(pT/mt) needs to be 
resummed 

‣ resummed results show a better 
agreements with data in boost 
region 

‣ resummed corrections beyond 
NNLO are found to be large in 
tail region
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Mtt̄ distributions at the 13 TeV LHC compared with the NLO
results (magenta bands).

ing the default renormalization and factorization scales
to be half the invariant mass increases the fixed-order
cross section and therefore mimics to some extent the
resummation e↵ects. In fact, this procedure has been ex-
tensively employed in the literature for processes such as
Higgs production [17], where higher-order corrections are
also large. Consequently, it may be advisable to employ
a renormalization and factorization scale of the order of
Mtt̄/2 in fixed-order calculations (and Monte Carlo event
generators), and we shall use this choice when studying
the Mtt̄ distribution at the 13 TeV LHC below.

The LHC has started the 13 TeV run in 2015. So far
there are only two CMS measurements [18, 19] of dif-
ferential cross sections for tt̄ production, based on just
42 pb�1 of data. The resulting experimental uncertain-
ties are therefore quite large and it is not yet possible to
probe higher pT or Mtt̄ values. Nevertheless, in the near
future there will be a large amount of high-energy data,
which will enable high-precision measurements of tt̄ kine-
matic distributions, also in the boosted regime. In Fig. 4
we show our predictions for the pT and Mtt̄ spectrum
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up to pT = 2 TeV and Mtt̄ = 4.34 TeV, contrasted with
the NLO results. Note that for the Mtt̄ distribution, we
have changed the default µf to a lower value Mtt̄/2 for
the reasons explained above. The plots exhibit similar
patterns as observed at 8 TeV, namely that the higher-
order resummation e↵ects serve to soften the tail of the
pT distribution but enhance that of the Mtt̄ distribution
compared to a pure NLO calculation.

As mentioned before, we would like to match our calcu-
lations with the NNLO results when they become avail-
able in the future. We end this section by discussing
the expected e↵ects of such a matching, by estimating
the size of resummation corrections beyond NNLO. We
do this in Fig. 5, where the relative sizes of the beyond-
NNLO corrections generated through the resummation
formula are displayed as a function of Mtt̄ or pT with
the default scale choices. The exact NNLO results for
these scale choices are not yet available, so we show in
comparison the relative sizes of the approximate NNLO
(aNNLO) corrections obtained by expanding and trun-
cating our resummation formula to that order. More
precisely, the blue and black curves in Fig. 5 correspond
to

aNNLO correction ⌘ d�aNNLO � d�NLO

d�NLO
, (3)

Beyond NNLO ⌘ d�NLO+NNLL0 � d�aNNLO

d�NLO
,

where d�aNNLO refers to the approximate NNLO result.
The figure clearly shows that corrections beyond NNLO
are significant in the tails of the distributions, especially
in the case of the Mtt̄ distribution.

top quark pT distribution

top pair invariant mass distribution

corrections from beyond NNLO
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Matching NNLO with parton shower
✦ Attempts for matching NNLO fixed-order corrections of Higgs boson 

production via gluon fusion, or W/Z production, with parton shower  

1405.3607, 1407.3773, Hoche, Y Li, Prestel  
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FIG. 2. Transverse momentum and rapidity spectrum of the electron. The gray solid (blue hatched) band shows scale
uncertainties obtained by varying µR/F (µQ) in the range mll/2  µ  2mll.
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FIG. 3. UN2LOPS prediction for the transverse momentum spectrum of the Drell-Yan lepton pair in comparison to ATLAS
data from [39] (left) and CMS data from [38] (right). The gray solid (blue hatched) band shows scale uncertainties obtained
by varying µR/F (µQ) in the range mll/2  µ  2mll.

V. OUTLOOK

We have presented a simple method for matching NNLO calculations in perturbative QCD to existing parton
showers, based on the UNLOPS technique. In contrast to the original implementation of UNLOPS, the event generation
algorithm does not lead to large cancellations, and convergence of the Monte Carlo integration is much improved.
Remaining uncertainties of the method are related to the treatment of finite remainders of the virtual corrections after
UV renormalization and IR subtraction, and to the treatment of exceptional configurations in the hard remainder of
double real corrections. Our method can be applied to arbitrary processes, and it can be systematically improved by
using parton showers with higher logarithmic accuracy, which is currently an area of active research. The combination
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FIG. 2. Rapidity spectrum of the Higgs boson in individual matching (left) and factorized matching (right). See Sec. IV for
details.
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FIG. 3. Transverse momentum spectrum of the Higgs boson in individual matching (left) and factorized matching (right). See
Sec. IV for details.

In order to cross-check our implementation we first compare the total cross section to results obtained from
HNNLO [6, 7]. Table I shows that the predictions agree within the permille-level statistical uncertainty of the Monte-
Carlo integration. Additionally, we have checked that our results are identical when varying qT,cut between 0.1 GeV
and 1 GeV. The default value is qT,cut =1 GeV. Figure 1 shows a comparison of the Higgs rapidity and transverse
momentum spectrum between Sherpa and HNNLO. The excellent agreement over a wide range of phase space confirms
the correct implementation of the NNLO calculation in Sherpa.

lepton pT dis. in Z boson production Higgs boson pT dis. in gluon fusion

‣ matched results benefit from both exclusive resummation in PS and the hard 
emissions in FO; similar approach HJ-MINLO by Hamilton, Nason et al. 2013 

‣ a possible framework on including NLO corrections into Sudakov form factor 
for final state shower, HT Li, Skands, 1611.00013
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Summary
✦ Understanding in various topics of QCD ensures precision test of the 

standard model and also searches of new physics 

✦ Tremendous theoretical progress have been made in the past few years 
especially on the perturbative calculations at NNLO and beyond

✦ Also improvements are still needed, like the knowledge on PDFs at 
large-x, NNLO corrections for specific 2 to 3 processes, NLO parton 
shower, PS matching with NNLO for general cases, and so on
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Summary
✦ Understanding in various topics of QCD ensures precision test of the 

standard model and also searches of new physics 

✦ Tremendous theoretical progress have been made in the past few years 
especially on the perturbative calculations at NNLO and beyond

✦ Also improvements are still needed, like the knowledge on PDFs at 
large-x, NNLO corrections for specific 2 to 3 processes, NLO parton 
shower, PS matching with NNLO for general cases, and so on

Thanks for your attention!
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✦ Excellent agreement of data and theory at LHC not only prove successful 
of EW and flavor sectors of the SM, but also QCD 



Higgs boson fully differential cross section in VBF
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✦ NNLO QCD corrections to Higgs boson production via vector boson 
fusion in double DIS approximation with VBF cuts 

3

matrix-element weights for the assignments of partons
to upper and lower sectors. We therefore re-engineered
the code so that for each set of 4-momenta, weights are
decomposed into the contributions for each of the dif-
ferent possible sets of assignments of partons to the two
sectors. For every element of this decomposition it is
then possible to unambiguously obtain the vector-boson
momenta and so correctly generate a counterevent. The
POWHEG-BOX’s [29, 30] “tagging” facility was particularly
useful in this respect, notably for the NLO subtraction
terms. To check the correctness of the assignment to
sectors, we verified that as the rapidity separation be-
tween the two leading jets increases, there was a decreas-
ing relative fraction of the cross section for which partons
assigned to the upper (lower) sector were found in the ra-
pidity region associated with the lower (upper) leading
jet. We also tested that the sum of inclusive and exclu-
sive contributions at NLO agrees with the POWHEG NLO
implementation of the VBF H+2-jet process.

To investigate the phenomenological consequences of
the NNLO corrections, we study 13 TeV proton-proton
collisions. We use a diagonal CKM matrix, full Breit-
Wigners for the W , Z and the narrow-width approxima-
tion for the Higgs boson. We take NNPDF 3.0 parton
distribution functions at NNLO with ↵s(MZ) = 0.118
(NNPDF30 nnlo as 0118) [31], also for our LO and NLO
results. We have five light flavours and ignore contribu-
tions with top-quarks in the final state or internal lines.
We set the Higgs mass to MH = 125 GeV, compati-
ble with the experimentally measured value [32]. Elec-
troweak parameters are set according to known exper-
imental values and tree-level electroweak relations. As
inputs we use MW = 80.398 GeV, MZ = 91.1876 GeV
and GF = 1.16637 ⇥ 10�5 GeV�1. For the widths
of the vector bosons we use �W = 2.141 GeV and
�Z = 2.4952 GeV.

Some care is needed with the renormalisation and fac-
torisation scale choice. A natural option would be to use
Q

1

and Q
2

as our central values for the upper and lower
sectors, respectively. While this is straightforward in the
inclusive code, in the exclusive code we had the limitation
that the underlying POWHEG-BOX code can presently only
easily assign a single scale (or set of scales) to a given
event. However, for each POWHEG phase-space point, we
have multiple upper/lower classifications of the partons,
leading to several {Q

1

, Q
2

} pairs for each event. Thus the
use of Q

1

and Q
2

would require some further degree of
modification of the POWHEG-BOX, which we leave to future
work. We instead choose a central scale that depends on
the Higgs transverse momentum pt,H :

µ2

0

(pt,H) =
MH

2

s✓
MH

2

◆
2

+ p2t,H . (2)

This choice of µ
0

is usually close to
p
Q

1

Q
2

. It represents
a good compromise between satisfying the requirement of
a single scale for each event, while dynamically adapting
to the structure of the event. In order to estimate missing

�(no cuts) [pb] �(VBF cuts) [pb]

LO 4.032+0.057
�0.069 0.957+0.066

�0.059

NLO 3.929+0.024
�0.023 0.876+0.008

�0.018

NNLO 3.888+0.016
�0.012 0.826+0.013

�0.014

TABLE I: Cross sections at LO, NLO and NNLO for VBF
Higgs production, fully inclusively and with VBF cuts. The
quoted uncertainties correspond to scale dependence, while
statistical errors at NNLO are about 0.1% with VBF cuts
and much smaller without.

higher-order uncertainties, we vary the renormalisation
and factorisation scales symmetrically (i.e. keeping µR =
µF ) by a factor 2 up and down around µ

0

.4

To pass our VBF selection cuts, events should have at
least two jets with transverse momentum pt > 25 GeV;
the two hardest (i.e. highest pt) jets should have absolute
rapidity |y| < 4.5, be separated by a rapidity �yj1,j2 >
4.5, have a dijet invariant mass mj1,j2 > 600 GeV and
be in opposite hemispheres (yj1yj2 < 0). Jets are de-
fined using the anti-kt algorithm [33], as implemented in
FastJet v3.1.2 [34], with radius parameter R = 0.4.
Results are shown in table I for the fully inclusive cross

section and with our VBF cuts. One sees that the NNLO
corrections modify the fully inclusive cross section only
at the percent level, which is compatible with the find-
ings of Ref. [9]. However, after VBF cuts, the NNLO
corrections are about 5 times larger, reducing the cross
section by 5�6% relative to NLO. The magnitude of the
NNLO e↵ects after cuts implies that it will be essential
to take them into account for future precision studies.
Note that in both the inclusive and VBF-cut cases, the
NNLO contributions are larger than would be expected
from NLO scale variation.
Di↵erential cross sections are shown in Fig. 2, for

events that pass the VBF cuts. From left to right, the
plot shows the transverse momentum distributions for
the two leading jets, pt,j1 and pt,j2 , for the Higgs boson,
pt,H , and the distribution for the rapidity separation be-
tween the two leading jets, �yj1,j2 . The bands and the
patterned boxes denote the scale uncertainties, while the
vertical error-bars denote the statistical uncertainty. The
e↵ect of the NNLO corrections on the jets appears to be
to reduce their transverse momentum, leading to nega-
tive (positive) corrections in regions of falling (rising) jet
spectra. One can see e↵ects of up to 10 � 12%. Turn-
ing to pt,H , one might initially be surprised that such an
inclusive observable should also have substantial NNLO
corrections, of about 8% for low and moderate pt,H . Our

4 We verified that an expanded scale variation, allowing µR 6= µF

with 1

2

< µR/µF < 2, led only to very small changes in the
NNLO scale uncertainties for the VBF-cut cross section and the
pt,H distribution.

QCD effects differ largely for 
inclusive and with VBF cuts 

4
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FIG. 2: From left to right, di↵erential cross sections for the transverse momentum distributions for the two leading jets, pt,j1
and pt,j2 , for the Higgs boson, pt,H , and the distribution for the rapidity separation between the two leading jets, �yj1,j2 .

interpretation is that since NNLO e↵ects redistribute jets
from higher to lower pt’s (cf. the plots for pt,j1 and pt,j2),
they reduce the cross section for any observable defined
with VBF cuts. As pt,H grows larger, the forward jets
tend naturally to get harder and so automatically pass
the pt thresholds, reducing the impact of NNLO terms.

As observed above for the total cross section with VBF
cuts, the NNLO di↵erential corrections are sizeable and
often outside the uncertainty band suggested by NLO
scale variation. One reason for this might be that NLO
is the first order where the non-inclusiveness of the jet
definition matters, e.g. radiation outside the cone modi-
fies the cross section. Thus NLO is, in e↵ect, a leading-
order calculation for the exclusive corrections, with all
associated limitations.

To further understand the size of the NNLO correc-
tions, it is instructive to examine a NLO plus parton
shower (NLOPS) calculation, since the parton shower
will include some approximation of the NNLO correc-
tions. For this purpose we have used the POWHEG VBF
H+2-jet calculation [20], showered with PYTHIA version
6.428 with the Perugia 2012 tune [35]. The POWHEG part
of this NLOPS calculation uses the same PDF, scale
choices and electroweak parameters as our full NNLO
calculation. The NLOPS results are included in Fig. 2,
at parton level, with multi-parton interactions (MPI)
switched o↵. They di↵er from the NLO by an amount
that is of a similar order of magnitude to the NNLO
e↵ects. This lends support to our interpretation that fi-
nal (and initial)-state radiation from the hard partons
is responsible for a substantial part of the NNLO correc-
tions. However, while the NLOPS calculation reproduces
the shape of the NNLO corrections for some observables

(especially pt,H), there are others for which this is not
the case, the most striking being perhaps �yj1,j2 . Par-
ton shower e↵ects were also studied in Ref. [36], using
the MC@NLO approach [37]. Various parton showers
di↵ered there by up to about 10%.

In addition to the NNLO contributions, precise phe-
nomenological studies require the inclusion of EW con-
tributions and non-perturbative hadronisation and MPI
corrections. The former are of the same order of magni-
tude as our NNLO corrections [13]. Using Pythia 6.428
and Pythia 8.185 we find that hadronisation corrections
are between �2 and 0%, while MPI brings up to +5%
at low pt’s. The small hadronisation corrections appear
to be due to a partial cancellation between shifts in pt
and rapidity. We leave a combined study of all e↵ects
to future work. The code for our calculation will also be
made public.

With the calculation presented in this letter, di↵er-
ential VBF Higgs production has been brought to the
same NNLO level of accuracy that has been available for
some time now for the ggH [38, 39] and VH [40] pro-
duction channels. This constitutes the first fully di↵er-
ential NNLO 2 ! 3 hadron-collider calculation, an ad-
vance made possible thanks to the factorisable nature of
the process. The NNLO corrections are non-negligible,
5–10%, i.e. an order of magnitude larger than the cor-
rections to the inclusive cross section. Their size might
even motivate a calculation one order higher, to N3LO,
to match the precision achieved recently for the ggH to-
tal cross section [41]. With the new “projection-to-Born”
approach introduced here, we believe that this is within
reach. It would also be of interest to obtain NNLO plus
parton shower predictions, again matching the accuracy

leading jet pT after applying cuts

1506.02660,  Cacciari et al.

‣ neglecting cross talks in two quark 
lines [color suppressed,~1/Nc2] 

‣ a new method, projection to born, 
is introduced for NNLO fully 
differential case, based on 
analytical results on DIS structure 
functions 

‣ similar approach was used in 
Higgs pair production by LL Sheng, 
RY Zhang, WG Ma et al. 2013
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W/Z boson plus jet(s) 
✦ NLO predictions available for W plus up to 5 jets production from 
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FIG. 7: The pT distributions of the leading five jets in W+ + 5-jet production at the LHC at
√
s = 7 TeV.

Jets
W+/W−

W− + n

W− + (n−1)

W+ + n

W+ + (n−1)

LO NLO LO NLO LO NLO

1 1.467(0.002) 1.47(0.01) — — — —

2 1.552(0.002) 1.50(0.01) 0.2949(0.0003) 0.238(0.001) 0.3119(0.0005) 0.242(0.002)

3 1.651(0.003) 1.61(0.01) 0.2511(0.0005) 0.220(0.001) 0.2671(0.0004) 0.235(0.002)

4 1.753(0.006) 1.72(0.03) 0.2345(0.0008) 0.211(0.003) 0.2490(0.0005) 0.225(0.003)

5 1.864(0.008) 1.87(0.06) 0.218(0.001) 0.200(0.006) 0.2319(0.0008) 0.218(0.006)

TABLE II: The first two columns give cross-section ratios for W+ production to W− production,

as a function of the number of associated jest. The last two columns give the ratios of the cross

section for the given process to that with one fewer jet. The numerical integration uncertainty is

in parentheses.

to larger W+ cross sections. As the number of jets increases, production of a W requires a

larger value of the momentum fraction x. This alters the mix of subprocesses that contribute

18

1304.1253,  Bern et al.


