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Disclaimer

Impressive experimental program at the LHC keeps 
pushing for further development in our understanding of 
QCD → a lot of recent progress

•Impossible / useless to cover everything in one talk

•In the following: more or less coherent overview of some 
key ingredients needed for precision physics at the LHC, 
with CHERRY-PICKED EXAMPLES OF NEW RESULTS

•Apologies if your favorite topic is not covered…



Precision QCD: Why?
The LHC machine and experimental program are running 

extremely well. Precision physics in a hadronic environment possible

PRECISION QCD IS NOW A PRIVILEGED TOOL FOR 
DISCOVERY AT THE LHC

Why do we care about precision QCD:

•better understanding of the theory itself. Despite the framework 
being well known, many aspects still eluding (IR perturbative 
behavior, non perturbative effects…)

•NO SPECTACULAR NEW PHYSICS APPEARED SO FAR. Extremely 
good control on many different key observables may highlight 
(small) deviations from SM behavior → indication of new 
physics



What do we need to achieve?

SM ~ v.e.v.

ΛNP

direct  
bounds 
~ TeV

Imagine to have new physics at a 
(heavish) scale ΛNP

Typical modification to observable 
w.r.t. standard model prediction: 

δO ~ Q2/ΛNP 2 

To gain over direct bounds:

IN THE BULK: 
Q~MH → few percent

IN THE TAIL:
Q≳ 500 GEV → 

~10-20%
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THESE KINDS OF ACCURACIES ARE WITHIN REACH OF 
LHC EXPERIMENTS CAPABILITIES. 

WE SHOULD PUSH OUR UNDERSTANDING OF QCD TO 
MATCH THEM ON THE THEORY SIDE

What do we need to achieve?



QCD at colliders: factorization

The ``interesting’’ short 
distance cross-section

Extracting partons 
from protons: Parton 
Distribution Functions

The experimental 
world: hadrons / jets 
in the detector

Different physics at different 
scales, can be TREATED SEPARATELY. 
Picture valid up to few percent
(already a limiting factor for mt,W)

d� =

Z
dx1dx2f(x1)f(x2)d�part(x1, x2)FJ(1 +O(⇤QCD/Q))



PDFs: the GPS plots
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N
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Figure 5.9: The relative uncertainty on the luminosities of Fig. 5.8, plotted as a function of the invariant
mass MX and the rapidity y of the final state; the left plots show results for NNPDF3.0 and the right
plots for NNPDF3.1 (upper four rows). The bottom row shows results for the up-antidown luminosity.
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Figure 5.9: The relative uncertainty on the luminosities of Fig. 5.8, plotted as a function of the invariant
mass MX and the rapidity y of the final state; the left plots show results for NNPDF3.0 and the right
plots for NNPDF3.1 (upper four rows). The bottom row shows results for the up-antidown luminosity.
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•Big improvement w.r.t. few years ago (new methodology, LHC data)
•FOR CENTRAL EW PRODUCTION: PERCENT PRECISION (although be careful to take 

these uncertainties at face value)
•This month: first steps towards even more precise evolution ([Moch et al (1017)])



The photon PDF

THE PROBLEM:
•Although the photon content of the proton is small, it could become 

relevant for production of high-mass resonances
•If considered on the same footing of other partons → large uncertainties

Parton distribution functions: the photon PDF
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Drell-Yan production
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Figure 4: The di↵erential lepton pair production cross sections at
p
s = 13 TeV and 100 TeV

with respect to the invariant mass of the pair M

ll

, for lepton |⌘| < 2.5 and p? > 20 GeV.
The photon–initiated contributions predicted following the approach of Section 2.2 and the
NNPDF3.0QED [10] set, including the 68% C.L. uncertainty bands are shown, in addition
to the NLO Drell–Yan cross section, calculated with MCFM [23]. An uncertainty band due to
varying the incoherent component between x�(x,Q

0

) = 0 and the upper bound of (11) is
shown for our prediction.

Figure 5: The di↵erential W boson pair production cross sections at
p
s = 13 TeV and 100

TeV with respect to the invariant mass of the pair M

WW

, for W pseudorapidity |⌘| < 4.
The photon–initiated contributions predicted following the approach of Section 2.2 and the
NNPDF3.0QED [10], including the 68% C.L. uncertainty bands are shown, in addition to
the NLO QCD cross section, calculated with MCFM [23], and including the gluon–initiated
box contribution. An uncertainty band due to varying the incoherent component between
x�(x,Q

0

) = 0 and the upper bound of (11) is shown for our prediction.
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• Consider lepton pair production at LHC/FCC. As       increases find 
central NNPDF       prediction becomes sizeable/dominant. Discussed 
in detail in 1606.00523, 1606.06646, 1607.01831.
• Follows directly from previous slide: relatively gentle decrease of 
NNPDF      luminosity at higher mass.
• We find this is not expected. Photon-initiated contribution             .        

arXiv:1607.04635

Mll

��

��

. 10%

25

LUXqed (1)

• Recent study of arXiv:1607.04266:
CERN-TH/2016-155

How bright is the proton?
A precise determination of the photon PDF
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It has become apparent in recent years that it is important, notably for a range of physics stud-
ies at the Large Hadron Collider, to have accurate knowledge on the distribution of photons in the
proton. We show how the photon parton distribution function (PDF) can be determined in a model-
independent manner, using electron–proton (ep) scattering data, in e↵ect viewing the ep ! e +X

process as an electron scattering o↵ the photon field of the proton. To this end, we consider an
imaginary BSM process with a flavour changing photon–lepton vertex. We write its cross section
in two ways, one in terms of proton structure functions, the other in terms of a photon distribu-
tion. Requiring their equivalence yields the photon distribution as an integral over proton structure
functions. As a result of the good precision of ep data, we constrain the photon PDF at the level of
1�2% over a wide range of x values.

A fast-moving particle generates an associated electro-
magnetic field which can be interpreted as a distribution
of photons, as originally calculated by Fermi, Weizsäcker
and Williams [1–3] for point-like charges. The corre-
sponding determination of the photon distribution for
hadrons, specifically f

�/p

for the proton, has however
been the subject of debate over recent years.

The photon distribution is small compared to that of
the quarks and gluons, since it is suppressed by a power
of the electromagnetic coupling ↵. Nevertheless, it has
been realised in the past few years that its poor knowl-
edge is becoming a limiting factor in our ability to pre-
dict key scattering reactions at CERN’s Large Hadron
Collider (LHC). Notable examples are the production of
the Higgs boson throughW/Z fusion [4], or in association
with an outgoing weak boson [5]. For W±H production
it is the largest source of uncertainty [6]. The photon
distribution is also potentially relevant for the produc-
tion of lepton-pairs [7–11], top-quarks [12], pairs of weak
bosons [13–18] and generally enters into electroweak cor-
rections for almost any LHC process. The diphoton ex-
cess around 750 GeV seen by ATLAS and CMS [19, 20]
has also generated interest in understanding f

�/p

.

The two most widely used estimates of f
�/p

are those
included in the MRST2004QED [21] and NNPDF23QED [22]
parametrisations of the proton structure. In the NNPDF
approach, the photon distribution is constrained mainly
by LHC data on the production of pairs of leptons,
pp ! `+`�. This is dominated by qq̄ ! `+`�, with a
small component from �� ! `+`�. The drawback of
this approach is that even with very small uncertainties
in `+`� production data [8], in the QCD corrections to
qq̄ ! `+`� and in the quark and anti-quark distribu-
tions, it is di�cult to obtain high precision constraints
on f

�/p

.

In the MRST2004QED approach, the photon is instead
modeled. It is assumed to be generated as emissions

from free, point-like quarks, using quark distributions fit-
ted from deep-inelastic scattering (DIS) and other data.
The free parameter in the model is an e↵ective mass-
scale below which quarks stop radiating, which was taken
in the range between current-quark masses (a few MeV)
and constituent-quark masses (a few hundred MeV). The
CT14QED [23] variant of this approach constrains the e↵ec-
tive mass scale using ep ! e� +X data [24], sensitive to
the photon in a limited momentum range through the re-
action e� ! e� [25]. A more sophisticated approach [26]
supplements a model of the photon component generated
from quarks (“inelastic” part) with a calculation of the
“elastic” component (whose importance has been under-
stood at least since the early 1970’s [27]) generated by
coherent radiation from the proton as a whole. This was
recently revived in Refs. [28–30].

In this article we point out that electron-proton (ep)
scattering data already contains all the information that
is needed to accurately determine f

�/p

. It is common
to think of ep scattering as a process in which a pho-
ton emitted from the electron probes the structure of the
proton. However one can equivalently think of it as an
electron probing the photon field generated by the proton
itself. Thus the ep scattering cross section is necessarily
connected with f

�/p

. A simple way to make the connec-
tion manifest is to consider, instead of ep scattering, the
fictitious process l+ p ! L+X, where l and L are neu-
tral leptons, with l massless and L massive with mass M .
We assume a transition magnetic moment coupling of the
form L

int

= (e/⇤)L�µ⌫F
µ⌫

l. Here e2(µ2)/(4⇡) ⌘ ↵(µ2)
is the MS QED coupling evaluated at the scale µ, and the
arbitrary scale ⇤ �

p
s (where

p
s is the centre-of-mass

energy) is introduced to ensure the correct dimensions.

The crucial observation that we rely on is inspired in
part by Drees and Zeppenfeld’s study of supersymmetric
particle production at ep colliders [31]: there are two
ways of writing the heavy-lepton production cross section
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(mass M)
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e2/(4⇡) ⌘ ↵ is the QED coupling and the arbitrary scale
⇤ �

p
s is introduced to ensure the correct dimensions.

The crucial observation that we rely on is inspired in
part by Drees and Zeppenfeld’s study of supersymmet-
ric particle production at ep colliders [29]: there are two
ways of writing the heavy-lepton production cross section
�, one in terms of standard proton structure functions,
F
2

(x,Q2) and F
L

(x,Q2), the other in terms of the proton
parton distribution functions (PDFs) f

a/p

(x, µ2), where
the dominant flavour that contributes will be a = �.
Equating the latter with the former will allow us to de-
termine f

�/p

.
We start with the inclusive cross section for l(k) +

p(p) ! L(k0) +X

� =
1

4p · k

Z
d4q

(2⇡)4q4
e2
ph

(q2) [4⇡W
µ⌫

Lµ⌫(k, q)]

⇥ 2⇡�((k � q)2 �M2) , (1)

where q = k � k0, Q2 = �q2, W
µ⌫

(p, q) is the pro-
ton hadronic tensor as defined in [30], and Lµ⌫(k, q) =
1

2

(e2
ph

(q2)/⇤2)Tr
⇣
/k
0 ⇥
/q, �µ

⇤
(/k0 +M)

⇥
�⌫ , /q

⇤⌘
is the lep-

tonic tensor. We define the physical QED coupling

e2
ph

(q2) = e2(µ2)/(1�⇧(q2, µ2, e2(µ2))). (2)

where ⇧ is the photon self energy and µ is the renormal-
isation scale. We stress that Eq. (1) is accurate up to
corrections of order

p
s/⇤, since neither the electromag-

netic current nor the lL̄� vertex are renormalised.
For s,M2 � m2

p

, where
p
s is the centre-of-mass en-

ergy and m
p

the proton mass, one obtains

� =
c
0

2⇡

Z
1

x

dz

z

Z
Q

2

max

Q

2

min

dQ2

Q2

↵2

ph

(�Q2)

"✓
2�2z+z2+

2x2m2

p

Q2

+
z2Q2

M2

� 2zQ2

M2

�
2x2Q2m2

p

M4

◆
F
2

(x/z,Q2)

+

✓
�z2 � z2Q2

2M2

+
z2Q4

2M4

◆
F
L

(x/z,Q2)

#
, (3)

where x = M2/s, Q2

min

= x2m2

p

/(1�z), Q2

max

= M2/(1�
z) and c

0

= 16⇡2/⇤2.
The same result in terms of parton distributions can

be written as

� = c
0

X

a

Z
dz

z
�̂
a

(z, µ2)
M2

zs
f
a/p

✓
M2

zs
, µ2

◆
, (4)

where in the MS factorisation scheme

�̂
a

(z, µ2) = ↵(µ2)�(1� z)�
a�

+
↵2(µ2)

2⇡

"
�2+3z� z2+

zp
�q

(z)

✓
ln

M2

µ2

+ ln
(1� z)2

z

◆#
e2
q

�
aq

+ . . . , (5)

with e
q

the charge of quark flavour q and zp
�q

(z) =
1 + (1 � z)2. To understand which terms we choose to
keep, observe that the photon will be suppressed by ↵L
relative to the quark and gluon distributions, which are
of order (↵

s

L)n, where L = lnµ2/m2

p

⇠ 1/↵
s

. The first
term in Eq. (3) is of order ↵2L(↵

s

L)n, the second one is
of order ↵2(↵

s

L)n. We neglect terms that would be of
order ↵3L(↵

s

L)n or ↵2↵
s

(↵
s

L)n. By requiring the equiv-
alence of Eqs. (3) and (5) up to the orders considered, one
obtains (in the MS scheme):

xf
�/p

(x, µ2) =
1

2⇡↵(µ2)

Z
1

x

dz

z

(Z µ2

1�z

Q

2

min

dQ2

Q2

↵2(Q2)

" 
2� 2z + z2 +

2x2m2

p

Q2

!
F
2

(x/z,Q2)

� z2F
L

⇣x
z
,Q2

⌘#
� ↵2(µ2)z2F

2

⇣x
z
, µ2

⌘)
, (6)

where the result includes all terms of order ↵L (↵
s

L)n,
↵ (↵

s

L)n and ↵2L2 (↵
s

L)n. The last term in this equa-
tion is the conversion to the MS scheme, and is small (see
Fig. 2).
From Eq. (6) one can derive expressions up to order

↵↵
s

for the P
�q

, P
�g

and P
��

splitting functions using
known results for the F

2

and F
L

coe�cient functions and
for the QED �-function. Those expressions agree with
the results of a direct evaluation in Ref. [31].
The evaluation of Eq. (6) requires information on F

2

and F
L

. Firstly (and somewhat unusually in a PDF con-
text), we will need the elastic contributions to F

2

and
F
L

,

F el

2

=
[G

E

(Q2)]2 + [G
M

(Q2)]2⌧

1 + ⌧
�(1� x) , (7a)

F el

L

=
[G

E

(Q2)]2

⌧
�(1� x) , (7b)

where ⌧ = Q2/(4m2

p

) and G
E

and G
M

are the elec-
tric and magnetic Sachs form factors of the proton (see
e.g. Eqs.(19) and (20) of Ref. [32]). A widely used ap-
proximation for G

E,M

is the dipole form G
E

(Q2) =
1/(1 + Q2/m2

dip

)2, G
M

(Q2) = µ
p

G
E

(Q2) with m2

dip

=

0.71 GeV2 and µ
p

' 2.793. The dipole form is of inter-
est for understanding qualitative asymptotic behaviours,
predicting f

�/p

(x) ⇠ ↵(1 � x)4 at large x dominated
by the magnetic component, and f

�/p

(x) ⇠ ↵ ln 1/x at
small x dominated by the electric component. However
for accurate results, we will rather make use of a recent
fit to precise world data by the A1 collaboration [33],
which shows clear deviations from the dipole form, with
an impact of up to 10% on the elastic part of f

�/p

(x)
for x . 0.5. The data constrains the form factors for
Q2 . 10 GeV2. At large x, Eq.(6) receives contributions
only from Q2 > x2m2

p

/(1 � x), which implies that the

Wµ⌫(p, q)

� =
1

4p · k

Z
d4q

(2⇡)4q4
e2ph(q

2) [4⇡Wµ⌫ L
µ⌫(k, q)]⇥ 2⇡�((k � q)2 �M2)

STEP 1 
work out a cross section (exact) in terms of F2 and FL struct. fns.

hadronic tensor,  
known in terms of F2 and FL

• Show how photon PDF can be expressed in terms of        and       . 
Use measurements of these to provide well constrained                
photon PDF.

2

�, one in terms of standard proton structure functions,
F
2

and F
L

(or F
1

), the other in terms of the proton PDFs
f
a/p

, where the dominant flavour that contributes will be
a = �. Equating the latter with the former will allow us
to determine f

�/p

.
We start with the inclusive cross section for l(k) +

p(p) ! L(k0) + X. Defining q = k � k0, Q2 = �q2 and
x

Bj

= Q2/(2pq), we have

� =
1

4p · k

Z
d4q

(2⇡)4q4
e2
ph

(q2) [4⇡W
µ⌫

(p, q)Lµ⌫(k, q)]

⇥ 2⇡�((k � q)2 �M2) , (1)

where the proton hadronic tensor (as defined
in [32]) is given by W

µ⌫

(p, q) = �g
µ⌫

F
1

(x
Bj

, Q2) +
p
µ

p
⌫

/(pq)F
2

(x
Bj

, Q2) up to terms proportional
to q

µ

, q
⌫

, and the leptonic tensor is Lµ⌫(k, q) =
1

2

(e2
ph

(q2)/⇤2)Tr
⇣
/k
0 ⇥
/q, �µ

⇤
(/k0 +M)

⇥
�⌫ , /q

⇤⌘
. In Eq. (1)

we introduced the physical QED coupling

e2
ph

(q2) = e2(µ2)/(1�⇧(q2, µ2, e2(µ2))), (2)

where ⇧ is the photon self energy and µ is the renormal-
isation scale. We stress that Eq. (1) is accurate up to
corrections of order

p
s/⇤, since neither the electromag-

netic current nor the L̄�l vertex are renormalised.
We find

� =
c
0

2⇡

Z
1� 2xm

p

M

x

dz

z

Z
Q

2

max

Q

2

min

dQ2

Q2

↵2

ph

(�Q2)

"✓
2�2z+z2

+
2x2m2

p

Q2

+
z2Q2

M2

� 2zQ2

M2

�
2x2Q2m2

p

M4

◆
F
2

(x/z,Q2)

+

✓
�z2 � z2Q2

2M2

+
z2Q4

2M4

◆
F
L

(x/z,Q2)

#
, (3)

where x = M2/(s � m2

p

), m
p

is the proton mass,
F
L

(x,Q2) = (1+4m2

p

x2/Q2)F
2

(x,Q2)�2xF
1

(x,Q2) and
c
0

= 16⇡2/⇤2. Assuming that M2 � m2

p

, we have
Q2

min

= x2m2

p

/(1� z) and Q2

max

= M2(1� z)/z.
The same result in terms of parton distributions can

be written as

� = c
0

X

a

Z
1

x

dz

z
�̂
a

(z, µ2)
M2

zs
f
a/p

✓
M2

zs
, µ2

◆
, (4)

where in the MS factorisation scheme

�̂
a

(z, µ2) = ↵(µ2)�(1� z)�
a�

+
↵2(µ2)

2⇡

"
� 2 + 3z+

+ zp
�q

(z) ln
M2(1� z)2

zµ2

#
X

i2{q,q̄}

e2
i

�
ai

+ . . . , (5)

where e
i

is the charge of quark flavour i and zp
�q

(z) =
1 + (1 � z)2. To understand which terms we choose to

keep, observe that the photon will be suppressed by ↵L
relative to the quark and gluon distributions, which are
of order (↵

s

L)n, where L = lnµ2/m2

p

⇠ 1/↵
s

. The first
term in Eq. (3) is of order ↵2L(↵

s

L)n, the second one is
of order ↵2(↵

s

L)n. We neglect terms that would be of
order ↵3L(↵

s

L)n or ↵2↵
s

(↵
s

L)n. By requiring the equiv-
alence of Eqs. (3) and (4) up to the orders considered, one
obtains (in the MS scheme):

xf
�/p

(x, µ2) =
1

2⇡↵(µ2)

Z
1

x

dz

z

(Z µ

2

1�z

x

2

m

2

p

1�z

dQ2

Q2

↵2(Q2)

" 
zp

�q

(z) +
2x2m2

p

Q2

!
F
2

(x/z,Q2)� z2F
L

⇣x
z
,Q2

⌘#

� ↵2(µ2)z2F
2

⇣x
z
, µ2

⌘)
, (6)

where the result includes all terms of order ↵L (↵
s

L)n,
↵ (↵

s

L)n and ↵2L2 (↵
s

L)n [33]. Within our accuracy
↵
ph

(�Q2) ⇡ ↵(Q2). The conversion to the MS factorisa-
tion scheme, the last term in Eq. (6), is small (see Fig. 2).
From Eq. (6) we have derived expressions up to order

↵↵
s

for the P
�q

, P
�g

and P
��

splitting functions using
known results for the F
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tric and magnetic Sachs form factors of the proton (see
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for accurate results, we will rather make use of a recent
fit to precise world data by the A1 collaboration [36],
which shows clear deviations from the dipole form, with
an impact of up to 10% on the elastic part of f

�/p

(x)
for x . 0.5. The data constrains the form factors for
Q2 . 10 GeV2. At large x, Eq. (6) receives contribu-
tions only from Q2 > x2m2
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/(1 � x), which implies that
the elastic contribution to f

�

/p is known for x . 0.9.
Note that the last term in Eq. (6) does not have an elas-
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Figure 2: The photon PDF x�(x, µ2) subject to the rapidity gap constraint (12), for di↵erent
values of � and for µ2 = 200, 104 GeV2, with the usual inclusive PDF shown for comparison.

We now consider some numerical results. As described above, for the input photon PDF,
following [25] we include a coherent component due to purely elastic photon emission and an
incoherent component due to emission from the individual quark lines, such that
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where q
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is the transverse momentum of the emitted photon, and Q2 is the modulus of the
photon virtuality, given by
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in the dipole approximation, where G
E

and G
M

are the ‘Sachs’ form factors. The incoherent
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‣ Coherent: due to elastic               emission        extremely well 
understood.
‣ Incoherent: emission from individual quarks. Some theoretical 
guidance, but known less precisely.
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Q0 ⇠ 1GeV• Photon at                      given as sum of ‘coherent’ and ‘incoherent’ terms:

Photon PDF is very different since it has  large (75%) 
elastic contribution known with absolute precision and,  
practically, no evolution/Sudakov effects of its own 
since the fine structure constant is tiny.  

Talk by Harland-Lang

Manohar, Nason, Salam, Zanderighi 

Friday, August 26, 16

[Manohar, Nason, Salam, Zanderighi; Harland-Lang, Khoze, Ryskin (2016-17)]

THE SOLUTION:
•The photon is not just another 

parton. QED is long range force → 
large coherent component

•Photon PDF can be constrained very 
precisely, model independently
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Relatively small photon contribution



The hard process: precise computations
d� =

Z
dx1dx2f(x1)f(x2)d�part(x1, x2)FJ(1 +O(⇤QCD/Q))

THE ``INTERESTING’’ SHORT 
DISTANCE CROSS-SECTION

•Asymptotic freedom → at 
high scale QCD is perturbative

•Still, for typical EW scales      
αS ~ 0.1

•The path to precision: NLO ~ 
10%, NNLO ~ 1%. Gluonic 
processes (e.g. Higgs): large 
color charges αS CA~ 0.3. Even 
higher orders may be required 
(N3LO…)

•Must be able to compare with 
actual experimental result → 
keep information on all final 
state particles (fully exclusive)



Fully exclusive NNLO: how to get there
Imagine you want to describe the Higgs boson pT distribution

 H

 jet

At NNLO: two extra partonsAt LO:

TWO BIG PROBLEMS:

• loop amplitudes

• IR structure of extra emission



Two-loop amplitudes
•Amplitude COMPLEXITY GROWS VERY FAST with the number of 

scales: invariants (~# legs) and particle masses
•Despite a lot of recent progress (some inspired by N=4 SYM 

ideas), still pretty limited knowledge. State of the art: 
•Analytically: 2 -> 2, external masses (pp->VV*)  [FC, Henn, Melnikov, 

Smirnov, Smirnov (2014-15); Gehrmann, Manteuffel, Tancredi (2014-15)]

•Numerically: 2->2, internal/external masses (pp-> tt, pp->HH) 
[Czakon; Borowka, Greiner, Heinrich, Jones, Kerner, Schlenk, Schubert, Zirke (2016)]

@

x

~

f = ✏Â

x

(x, y, z, ...)~f

G(an, an�1, ..., a1, t) =

Z t

0

dt

tn � an
G(an�1, ..., a1, tn)

•Important steps towards 2->3 
and structure of massive 
amplitudes [Badger et al., Bonciani et 
al., Papadopoulos et al., Gehrmann et al., 
Melnikov et al…]

•GOING BEYOND THAT MAY 
REQUIRE SUBSTANTIAL 
RETHINKING OF OUR APPROACH



IR structure of real emission
•Even if all amplitudes are known, IR structure of real emission makes 

NNLO computations conceptually challenging, especially for 
processes with non trivial color flow and when taking into account 
proper experimental setup (cuts, fiducial region > excl. predictions)

•Recent past: conceptual progress that allows to overcome in principle 
this problem (Antenna, Stripper, FKS+sector decomposition, P2B, qT,  N-
jettiness, colorful NNLO…)

•In practice, we can compute 2 → 2 processes, with large computer 
clusters (average time: ~100.000 CPU hours, x1000 increase w.r.t. 2 →1)

•Past year: from ``PROOF OF PRINCIPLE’’ to ACTUAL PHENOMENOLOGY, 
for 2->2 processes

•Once again: going beyond that may be problematic

Fully inclusive: pheno predictions for H@N3LO in gluon fusion [Anastasiou et al. 
(2016)] and VBF in the DIS2 approx [Dreyer and Karlberg (2016)]



2016-17: 2→2 phenomenology at NNLO
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sector improved r.s. 
projection to Born
colorful

[G
. H

einrich, C
ERN

 colloquium
 Jul. 2017]

Great progress, but going beyond hadronic 2→2 highly non trivial



Results 1: (high enough) pert. theory is reliable

HIGGS BOSON

▸ Precise measurement 

▸ 3.8 sigma deviation 

▸ 1500 papers about new 
physics on the arXiv 
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[Anastasiou et al]
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Similar picture at the differential level: 
O(αs5) [NNLO] needed to match exp. systematics

Figure 6: Distribution of the photon decay angle in the Collins-Soper frame at the 8 TeV LHC.

The inset shows ratios of di↵erential cross sections at di↵erent orders in perturbation theory for

the factorization and the renormalization scales set to the mass of the Higgs boson.
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Figure 7: Left pane: comparison of exclusive jet cross sections in pp ! H + j ! ��+ j computed

in this paper and measured by the ATLAS collaboration. Right pane: comparison of the leading

jet transverse momentum distribution. The selection criteria are described in the text.

predictions in all p?-bins except one where the experimental error is the largest. It is also

clear that the shapes of theoretical and experimental distributions are di↵erent. It follows

from the plots in Fig. 7 that, currently, the ATLAS data is not precise enough to allow for a

meaningful comparison with available theoretical predictions. This will undoubtedly change

once enough luminosity at the 13 TeV LHC is collected.

B. H ! W+W� ! e+µ�⌫⌫̄

In this subsection, we present the results for the process pp ! H+j ! W+W�+j at the

13 TeV LHC. The selection criteria are described in Section II. In principle, many kinematic

12

13 TeV data are coming in…

[Chen et al (2016)]

[FC, Melnikov, Schulze]

Results 1: (high enough) pert. theory is reliable



Results 2: (high enough) pert. theory is robust

•  Focus	on	low	PTZ	region:	(PTZ		>	2	GeV)				
–  Challenge	for	NNLO	computaAon:	numerical	stability	
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NLO:	Insufficient	to	describe	the	data		

										below	pT
Z		=	40	GeV	

	

NNLO:	reliable	in	shape	

													down	to	pT
Z		=	5	GeV			

	

Below	5	GeV	

•  resummaAon	is	required		

•  data	insufficiently	precise:					

						“	large”		bins		
	

Ex.:	binning	in	lepton	pair	invariant	mass:		mll		

Aude Gehrmann-De Ridder,  CERN Theory Institute, 20.06.2017 12	
[Gehrmann-De Ridder et al. (2016-17)]

Application of f.o. results: H and jet vetoes
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Figure 2. Comparison of matched N3LO+NNLO results for the jet veto efficiency to NNLO+NNLL
results (left) and to pure N3LO predictions (right).

transverse momentum differential spectrum. For a more detailed discussion of this we refer
the reader to Appendix A.

Fig. 2 shows the impact of matching the NNLL resummed results with the N3LO
result, compared to NNLO+NNLL results (left) and to pure N3LO results (right). In the
left-hand plot, one sees a clear reduction in uncertainties in going from NNLO+NNLL to
N3LO+NNLL, as expected given the impact of the N3LO results shown in Fig. 1. While
the NNLO+NNLL results had a substantially smaller uncertainty band than pure NNLO,
once one includes one additional order in ↵s, resummation brings essentially no further
reduction, as is visible in the right-hand plot. It does, however, induce a small shift in
the central value (and uncertainty band), whose magnitude is slightly smaller than the
uncertainty itself.

2.4 Jet-radius dependence and small-R effects

Two terms in Eq. (2.5) are connected with the choice of jet definition and in particular
depend on the jet radius R. Fclust

(R) accounts for clustering of independent soft emissions
and for commonly used values of R is given by [5, 13]

Fclust
(R) =

4↵2
s(pt,veto)C

2
AL

⇡2

✓
� ⇡2R2

12

+

R4

16

◆
. (2.12)

Fcorrel
(R) [13] comes from the correlated part of the matrix element for the emission of two

soft partons. For our purposes it is useful to further split it into two parts,

Fcorrel
(R) =

4↵2
s(pt,veto)CAL

⇡2

✓
f1 ln

1

R
+ freg(R)

◆
, (2.13)

where the coefficient of the logarithm of R is

– 8 –

[Banfi, FC, Dreyer, Monni, Salam, Zanderighi, Dulat (2015)]

•Combination of f.o. N3LO (Higgs inclusive) and NNLO (H+J 
exclusive) with NNLL resummation, LLR resummation, mass effects…

•No breakdown of fixed (high) order till very low scales
•Even more so for Z+jet [Gerhmann-De Ridder et al (2016)]
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•Combination of f.o. N3LO (Higgs inclusive) and NNLO (H+J 
exclusive) with NNLL resummation, LLR resummation, mass effects…

•No breakdown of fixed (high) order till very low scales
•Even more so for Z+jet [Gerhmann-De Ridder et al (2016)]
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Z PT: DATA/THEORY

NNLO works down to ~5 GeV
(NLO: ~ 40 GeV)

HIGGS WITH JET VETO

•Adding NNLL+ to N3LO: no big 
effect for pt ≳ 25 GeV

•Adding N3LO to NNLO+NNLL+: 
drastic reduction in uncertainties

CA ln2 (25/mh) ⇠ CF ln2 (5/mZ)



Results 3: fiducial comparisons are crucial
Especially for processes / 
obs. / cuts involving jets

NNLO: what have we learned so far?
•Properly modeling the actual experimental setup is crucial 

(especially for cuts constraining QCD radiation)

Example: WW, 13 TeV: qq- vs gg-initiated sub-processes
•full inclusive [unobservable]: qq@NNLO +7%, gg + 4%
•WW fiducial region: qq@NNLO -2%, gg +9% (similar result for Higgs-cuts)

(a) (b)

Figure 4: Distribution in the invariant mass of the W+W� pair, mW+W� = mµ+e�⌫µ⌫̄e . No
acceptance cuts are applied. Absolute LO (black, dotted), NLO (red, dashed) and NNLO (blue,
solid) predictions at

p
s = 8TeV (left) and

p
s = 13TeV (right) are plotted in the upper frames.

The lower frames display NLO0+gg (green, dot-dashed) and NNLO predictions normalized to NLO.
The bands illustrate the scale dependence of the NLO and NNLO predictions. In the case of ratios,
scale variations are applied only to the numerator, while the NLO prediction in the denominator
corresponds to the central scale.

contributes only at its leading order at O(↵2
S) and thus could receive large relative corrections, was

not expected to break this picture due to its overall smallness already in Ref. [46]. That conclusion
is supported by the recent calculation of the NLO corrections to the loop-induced gg channel [37].

In Figures 4–7 we present distributions that characterize the kinematics of the reconstructed
W bosons¶. Absolute predictions at the various perturbative orders are complemented by ratio
plots that illustrate the relative di↵erences with respect to NLO. In order to assess the importance
of genuine NNLO corrections, full NNLO results are compared to NLO0+gg predictions in the
ratio plots.

In Figure 4 we show the distribution in the total invariant mass, mW+W� = mµ+e�⌫µ⌫̄e . This
observable features the characteristic threshold behaviour around 2mW , with a rather long tail
and a steeply falling cross section in the o↵-shell region below threshold. Although suppressed by
two orders of magnitude, the Z-boson resonance that originates from topologies of type (b) and
(c) in Figure 1 is clearly visible at mµ+e�⌫µ⌫̄e = mZ . Radiative QCD e↵ects turn out to be largely
insensitive to the EW dynamics that governs o↵-shell W -boson decays and dictates the shape of

¶The various kinematic variables are defined in terms of the o↵-shell W -boson momenta, pW+ = pµ+ + p⌫µ and
pW� = pe� + p⌫̄e .
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Figure 11: Distribution in the W+W� transverse mass. W+W� cuts are applied. Absolute
predictions and relative corrections as in Figure 4.

that is not subject to the jet veto, i.e. in the strongly suppressed rapidity range |yj| > 4.5. At
NNLO, the presence of a second parton relaxes this restriction to some extent, thereby reducing
the suppression by about one order of magnitude. The loop-induced gg contribution does not
involve any QCD radiation and contributes only at ��ll,⌫⌫ = ⇡. As a consequence, the NLO and
NLO0+gg predictions at ��ll,⌫⌫ < ⇡ are almost identical, apart from minor di↵erences due to the
PDFs.

The invariant-mass distribution of the dilepton pair is presented in Figure 10. On the one hand,
if one takes into account NNLO scale variations, the NLO0+gg result is by and large consistent with
the NNLO prediction. On the other hand, the shapes of the NLO0+gg and NNLO distributions
feature non-negligible di↵erences, which range from +5% at low masses to �5% in the high-mass
tail. Nevertheless, NLO0+gg provides a reasonable approximation of the full NNLO result, in
particular regarding the normalization.

The distribution in the W+W� transverse mass,

mATLAS
T =

q
(ET,l1 + ET,l2 + pmiss

T )2 � (pT,l1 + pT,l2 + pmiss
T )2 , (5)

is displayed in Figure 11. Also in this case, apart from the strongly suppressed region of small
mATLAS

T , the NLO0+gg approximation is in quite good agreement with the full NNLO prediction.

In Figures 12 and 13 we show results for the pT distributions of the leading and subleading
lepton, respectively. In both cases the impact of NNLO corrections grows with pT . This is driven
by the gluon-induced contribution, which overshoots the complete NNLO result in the small-pT
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Figure 4: Distribution in the invariant mass of the W+W� pair, mW+W� = mµ+e�⌫µ⌫̄e . No
acceptance cuts are applied. Absolute LO (black, dotted), NLO (red, dashed) and NNLO (blue,
solid) predictions at

p
s = 8TeV (left) and
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s = 13TeV (right) are plotted in the upper frames.

The lower frames display NLO0+gg (green, dot-dashed) and NNLO predictions normalized to NLO.
The bands illustrate the scale dependence of the NLO and NNLO predictions. In the case of ratios,
scale variations are applied only to the numerator, while the NLO prediction in the denominator
corresponds to the central scale.

contributes only at its leading order at O(↵2
S) and thus could receive large relative corrections, was

not expected to break this picture due to its overall smallness already in Ref. [46]. That conclusion
is supported by the recent calculation of the NLO corrections to the loop-induced gg channel [37].

In Figures 4–7 we present distributions that characterize the kinematics of the reconstructed
W bosons¶. Absolute predictions at the various perturbative orders are complemented by ratio
plots that illustrate the relative di↵erences with respect to NLO. In order to assess the importance
of genuine NNLO corrections, full NNLO results are compared to NLO0+gg predictions in the
ratio plots.

In Figure 4 we show the distribution in the total invariant mass, mW+W� = mµ+e�⌫µ⌫̄e . This
observable features the characteristic threshold behaviour around 2mW , with a rather long tail
and a steeply falling cross section in the o↵-shell region below threshold. Although suppressed by
two orders of magnitude, the Z-boson resonance that originates from topologies of type (b) and
(c) in Figure 1 is clearly visible at mµ+e�⌫µ⌫̄e = mZ . Radiative QCD e↵ects turn out to be largely
insensitive to the EW dynamics that governs o↵-shell W -boson decays and dictates the shape of

¶The various kinematic variables are defined in terms of the o↵-shell W -boson momenta, pW+ = pµ+ + p⌫µ and
pW� = pe� + p⌫̄e .
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that is not subject to the jet veto, i.e. in the strongly suppressed rapidity range |yj| > 4.5. At
NNLO, the presence of a second parton relaxes this restriction to some extent, thereby reducing
the suppression by about one order of magnitude. The loop-induced gg contribution does not
involve any QCD radiation and contributes only at ��ll,⌫⌫ = ⇡. As a consequence, the NLO and
NLO0+gg predictions at ��ll,⌫⌫ < ⇡ are almost identical, apart from minor di↵erences due to the
PDFs.

The invariant-mass distribution of the dilepton pair is presented in Figure 10. On the one hand,
if one takes into account NNLO scale variations, the NLO0+gg result is by and large consistent with
the NNLO prediction. On the other hand, the shapes of the NLO0+gg and NNLO distributions
feature non-negligible di↵erences, which range from +5% at low masses to �5% in the high-mass
tail. Nevertheless, NLO0+gg provides a reasonable approximation of the full NNLO result, in
particular regarding the normalization.

The distribution in the W+W� transverse mass,

mATLAS
T =

q
(ET,l1 + ET,l2 + pmiss

T )2 � (pT,l1 + pT,l2 + pmiss
T )2 , (5)

is displayed in Figure 11. Also in this case, apart from the strongly suppressed region of small
mATLAS

T , the NLO0+gg approximation is in quite good agreement with the full NNLO prediction.

In Figures 12 and 13 we show results for the pT distributions of the leading and subleading
lepton, respectively. In both cases the impact of NNLO corrections grows with pT . This is driven
by the gluon-induced contribution, which overshoots the complete NNLO result in the small-pT
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The lower frames display NLO0+gg (green, dot-dashed) and NNLO predictions normalized to NLO.
The bands illustrate the scale dependence of the NLO and NNLO predictions. In the case of ratios,
scale variations are applied only to the numerator, while the NLO prediction in the denominator
corresponds to the central scale.

contributes only at its leading order at O(↵2
S) and thus could receive large relative corrections, was

not expected to break this picture due to its overall smallness already in Ref. [46]. That conclusion
is supported by the recent calculation of the NLO corrections to the loop-induced gg channel [37].

In Figures 4–7 we present distributions that characterize the kinematics of the reconstructed
W bosons¶. Absolute predictions at the various perturbative orders are complemented by ratio
plots that illustrate the relative di↵erences with respect to NLO. In order to assess the importance
of genuine NNLO corrections, full NNLO results are compared to NLO0+gg predictions in the
ratio plots.

In Figure 4 we show the distribution in the total invariant mass, mW+W� = mµ+e�⌫µ⌫̄e . This
observable features the characteristic threshold behaviour around 2mW , with a rather long tail
and a steeply falling cross section in the o↵-shell region below threshold. Although suppressed by
two orders of magnitude, the Z-boson resonance that originates from topologies of type (b) and
(c) in Figure 1 is clearly visible at mµ+e�⌫µ⌫̄e = mZ . Radiative QCD e↵ects turn out to be largely
insensitive to the EW dynamics that governs o↵-shell W -boson decays and dictates the shape of

¶The various kinematic variables are defined in terms of the o↵-shell W -boson momenta, pW+ = pµ+ + p⌫µ and
pW� = pe� + p⌫̄e .
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Figure 11: Distribution in the W+W� transverse mass. W+W� cuts are applied. Absolute
predictions and relative corrections as in Figure 4.

that is not subject to the jet veto, i.e. in the strongly suppressed rapidity range |yj| > 4.5. At
NNLO, the presence of a second parton relaxes this restriction to some extent, thereby reducing
the suppression by about one order of magnitude. The loop-induced gg contribution does not
involve any QCD radiation and contributes only at ��ll,⌫⌫ = ⇡. As a consequence, the NLO and
NLO0+gg predictions at ��ll,⌫⌫ < ⇡ are almost identical, apart from minor di↵erences due to the
PDFs.

The invariant-mass distribution of the dilepton pair is presented in Figure 10. On the one hand,
if one takes into account NNLO scale variations, the NLO0+gg result is by and large consistent with
the NNLO prediction. On the other hand, the shapes of the NLO0+gg and NNLO distributions
feature non-negligible di↵erences, which range from +5% at low masses to �5% in the high-mass
tail. Nevertheless, NLO0+gg provides a reasonable approximation of the full NNLO result, in
particular regarding the normalization.

The distribution in the W+W� transverse mass,

mATLAS
T =

q
(ET,l1 + ET,l2 + pmiss

T )2 � (pT,l1 + pT,l2 + pmiss
T )2 , (5)

is displayed in Figure 11. Also in this case, apart from the strongly suppressed region of small
mATLAS

T , the NLO0+gg approximation is in quite good agreement with the full NNLO prediction.

In Figures 12 and 13 we show results for the pT distributions of the leading and subleading
lepton, respectively. In both cases the impact of NNLO corrections grows with pT . This is driven
by the gluon-induced contribution, which overshoots the complete NNLO result in the small-pT
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scale variations are applied only to the numerator, while the NLO prediction in the denominator
corresponds to the central scale.

contributes only at its leading order at O(↵2
S) and thus could receive large relative corrections, was

not expected to break this picture due to its overall smallness already in Ref. [46]. That conclusion
is supported by the recent calculation of the NLO corrections to the loop-induced gg channel [37].

In Figures 4–7 we present distributions that characterize the kinematics of the reconstructed
W bosons¶. Absolute predictions at the various perturbative orders are complemented by ratio
plots that illustrate the relative di↵erences with respect to NLO. In order to assess the importance
of genuine NNLO corrections, full NNLO results are compared to NLO0+gg predictions in the
ratio plots.

In Figure 4 we show the distribution in the total invariant mass, mW+W� = mµ+e�⌫µ⌫̄e . This
observable features the characteristic threshold behaviour around 2mW , with a rather long tail
and a steeply falling cross section in the o↵-shell region below threshold. Although suppressed by
two orders of magnitude, the Z-boson resonance that originates from topologies of type (b) and
(c) in Figure 1 is clearly visible at mµ+e�⌫µ⌫̄e = mZ . Radiative QCD e↵ects turn out to be largely
insensitive to the EW dynamics that governs o↵-shell W -boson decays and dictates the shape of

¶The various kinematic variables are defined in terms of the o↵-shell W -boson momenta, pW+ = pµ+ + p⌫µ and
pW� = pe� + p⌫̄e .
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that is not subject to the jet veto, i.e. in the strongly suppressed rapidity range |yj| > 4.5. At
NNLO, the presence of a second parton relaxes this restriction to some extent, thereby reducing
the suppression by about one order of magnitude. The loop-induced gg contribution does not
involve any QCD radiation and contributes only at ��ll,⌫⌫ = ⇡. As a consequence, the NLO and
NLO0+gg predictions at ��ll,⌫⌫ < ⇡ are almost identical, apart from minor di↵erences due to the
PDFs.

The invariant-mass distribution of the dilepton pair is presented in Figure 10. On the one hand,
if one takes into account NNLO scale variations, the NLO0+gg result is by and large consistent with
the NNLO prediction. On the other hand, the shapes of the NLO0+gg and NNLO distributions
feature non-negligible di↵erences, which range from +5% at low masses to �5% in the high-mass
tail. Nevertheless, NLO0+gg provides a reasonable approximation of the full NNLO result, in
particular regarding the normalization.

The distribution in the W+W� transverse mass,

mATLAS
T =

q
(ET,l1 + ET,l2 + pmiss

T )2 � (pT,l1 + pT,l2 + pmiss
T )2 , (5)

is displayed in Figure 11. Also in this case, apart from the strongly suppressed region of small
mATLAS

T , the NLO0+gg approximation is in quite good agreement with the full NNLO prediction.

In Figures 12 and 13 we show results for the pT distributions of the leading and subleading
lepton, respectively. In both cases the impact of NNLO corrections grows with pT . This is driven
by the gluon-induced contribution, which overshoots the complete NNLO result in the small-pT
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FIG. 2. Predicted pseudorapidity distribution of the non-b
jet in the final state from top quark production with decay at
13 TeV with fiducial cuts applied. Only QCD corrections in
production are included.
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FIG. 3. Predicted transverse momentum distribution of the
leading b-jet from top quark production with decay at 13 TeV
with fiducial cuts applied. Only QCD corrections in decay are
included.

is less than one since there are more u-valence quarks
than d-valence quarks in the proton, and it decreases
with pseudorapidity because the d/u ratio decreases at

large x [48]. The uncertainty flags show the statistical
uncertainty from the MC integration. The ratios of the
three curves are shown in the lower panel. The spread
of the LO, NLO, and NNLO predictions is about 1% in
the central region. At large |⌘

l

|, the NLO correction can
reach about 2%, and the additional NNLO correction is
well below one percent. Also shown in the lower panel
are the 68% confidence-level uncertainty bands for three
sets of NNLO PDFs: CT14 [48], MMHT2014 [56] and
NNPDF3.0 [57]. For simplicity, we obtained these bands
using the LO matrix elements and the NNLO PDFs, and
we verified that quantitatively similar central values of
the bands are obtained if we use NLO matrix elements.
Since the PDF induced uncertainty is much larger than
the theoretical uncertainty of its NNLO prediction, the
charge ratio can be used reliably to further discriminate
among and constrain the PDFs, provided that experi-
mental uncertainties can be controlled to the same level,
as is also pointed out in [24]. This charge ratio may
also be sensitive to certain kinds of physics beyond the
SM [58].
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FIG. 4. Ratios of the fiducial cross sections of top anti-quark
to top quark production with decay at 13 TeV as a function
of the pseudorapidity of the charged lepton. The lower panel
shows ratios to the LO prediction as well as dependence on
the choice of PDFs.

Summary. We present the first calculation of NNLO
QCD corrections to t-channel single top quark produc-
tion with decay at the LHC in the 5-flavor scheme in
QCD, neglecting the cross-talk between the hadronic
systems of the two incoming protons. Our calculation
provides a fully di↵erential simulation at NNLO for
t-channel single top-quark production with leptonic
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NNLO: what have we learned so far?
Example: VBF

In the fiducial region: ~5-10% corrections, i.e. one order of magnitude 
larger than for the inclusive cross-section. Non trivial shapes 4
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FIG. 2: From left to right, di↵erential cross sections for the transverse momentum distributions for the two leading jets, pt,j1
and pt,j2 , for the Higgs boson, pt,H , and the distribution for the rapidity separation between the two leading jets, �yj1,j2 .

interpretation is that since NNLO e↵ects redistribute jets
from higher to lower pt’s (cf. the plots for pt,j1 and pt,j2),
they reduce the cross section for any observable defined
with VBF cuts. As pt,H grows larger, the forward jets
tend naturally to get harder and so automatically pass
the pt thresholds, reducing the impact of NNLO terms.

As observed above for the total cross section with VBF
cuts, the NNLO di↵erential corrections are sizeable and
often outside the uncertainty band suggested by NLO
scale variation. One reason for this might be that NLO
is the first order where the non-inclusiveness of the jet
definition matters, e.g. radiation outside the cone modi-
fies the cross section. Thus NLO is, in e↵ect, a leading-
order calculation for the exclusive corrections, with all
associated limitations.

To further understand the size of the NNLO correc-
tions, it is instructive to examine a NLO plus parton
shower (NLOPS) calculation, since the parton shower
will include some approximation of the NNLO correc-
tions. For this purpose we have used the POWHEG VBF
H+2-jet calculation [20], showered with PYTHIA version
6.428 with the Perugia 2012 tune [35]. The POWHEG part
of this NLOPS calculation uses the same PDF, scale
choices and electroweak parameters as our full NNLO
calculation. The NLOPS results are included in Fig. 2,
at parton level, with multi-parton interactions (MPI)
switched o↵. They di↵er from the NLO by an amount
that is of a similar order of magnitude to the NNLO
e↵ects. This lends support to our interpretation that fi-
nal (and initial)-state radiation from the hard partons
is responsible for a substantial part of the NNLO correc-
tions. However, while the NLOPS calculation reproduces
the shape of the NNLO corrections for some observables

(especially pt,H), there are others for which this is not
the case, the most striking being perhaps �yj1,j2 . Par-
ton shower e↵ects were also studied in Ref. [36], using
the MC@NLO approach [37]. Various parton showers
di↵ered there by up to about 10%.

In addition to the NNLO contributions, precise phe-
nomenological studies require the inclusion of EW con-
tributions and non-perturbative hadronisation and MPI
corrections. The former are of the same order of magni-
tude as our NNLO corrections [13]. Using Pythia 6.428
and Pythia 8.185 we find that hadronisation corrections
are between �2 and 0%, while MPI brings up to +5%
at low pt’s. The small hadronisation corrections appear
to be due to a partial cancellation between shifts in pt
and rapidity. We leave a combined study of all e↵ects
to future work. The code for our calculation will also be
made public.

With the calculation presented in this letter, di↵er-
ential VBF Higgs production has been brought to the
same NNLO level of accuracy that has been available for
some time now for the ggH [38, 39] and VH [40] pro-
duction channels. This constitutes the first fully di↵er-
ential NNLO 2 ! 3 hadron-collider calculation, an ad-
vance made possible thanks to the factorisable nature of
the process. The NNLO corrections are non-negligible,
5–10%, i.e. an order of magnitude larger than the cor-
rections to the inclusive cross section. Their size might
even motivate a calculation one order higher, to N3LO,
to match the precision achieved recently for the ggH to-
tal cross section [41]. With the new “projection-to-Born”
approach introduced here, we believe that this is within
reach. It would also be of interest to obtain NNLO plus
parton shower predictions, again matching the accuracy

[Cacciari, Dreyer, Karlberg, Salam, Zanderighi (2016)]

towards N3LO differential in ggF → see B. Mistlberger’s talk

VFB HIGGS PRODUCTION

[Cacciari, Dreyer, Karlberg, Salam, 
Zanderighi (2016)]

•small ~ 1% 
corrections to 
total cross-section

•large ~5-10% 
corrections to 
important 
observables

•non trivial jet 
dynamics at play 
[Rauch and 
Zeppenfeld (2017)]
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Same conclusion in all measurements examined so far

 With more data NLO likely to be insufficient
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•NNLO and EW alleviate 
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theory 
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⇒ see talk of A. Huss

[Gehrmann-De Ridder et al. (2016-17)]
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PDF fits, calibrations…

More on the (gluon) PDF…
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Figure 7: Same as Fig. 5 for the top quark rapidity distribution yt.
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Recent NNLO results: dijet
[Currie, Glover, Pires (2016)]

~40 partonic channels, highly non-trivial color flow. Realistic jet
2
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FIG. 1: Double-di↵erential inclusive jet cross-sections mea-
surement by ATLAS [6] and NNLO perturbative QCD pre-
dictions as a function of the jet pT in slices of rapidity, for
anti-kT jets with R = 0.4 normalized to the NLO result. The
shaded bands represent the scale uncertainty of the theory
predictions obtained by varying µR and µF as described in
the text. The red dashed line displays the NNLO/NLO ratio
corrected multiplicatively for electroweak corrections [37].

Nc, to all these subprocesses. In practice this amounts
to calculating the N2

c , NcNF and N2
F corrections to all

LO subprocesses, where NF is the number of light quark
flavours. We include the full LO and NLO coe�cients in
this calculation but note that retaining only the leading
colour correction to all partonic subprocesses at NLO
gives the full result to within a few percent across all
distributions. The analogous subleading colour contri-
butions at NNLO are expected to be small and we do
not include them in this study. To support this assump-
tion we note that the subleading colour NNLO contribu-
tion for pure gluon scattering was presented in a previ-
ous study [34] and found to be negligible. We construct
subtraction terms to regulate all IR divergences in the
phase space integrals and cancel all explicit poles in the
dimensional regularization parameter, ✏ = (4� d)/2, the
details of which for the antenna subtraction method can
be found in [25, 34, 36]. The IR finite cross section at
NNLO is then integrated numerically in four dimensions
over the appropriate two-, three- or four-parton massless
phase space to yield the final result.

In Fig. 1 we present the results for the double-
di↵erential inclusive jet cross section at NLO and NNLO,
normalized to the NLO theoretical prediction to empha-
size the impact of the NNLO correction to the NLO re-

FIG. 2: NLO and NNLO k-factors for jet production atp
s = 7 TeV. The lines correspond to the double di↵erential

k-factors (ratios of perturbative predictions in the perturba-
tive expansion) for pT > 100 GeV and across six rapidity |y|
slices.

sult. The collider setup is proton-proton collisions at a
centre of mass energy of

p
s = 7 TeV where the jets are

reconstructed using the anti-kT jet algorithm [35] with
R = 0.4. We use the NNPDF3.0 NNLO PDF set [15]
with ↵s(M2

Z) = 0.118 throughout this paper for LO,
NLO and NNLO predictions to emphasise the behaviour
of the higher order coe�cient functions at each pertur-
bative order. By default we set the renormalization and
factorization scales µR = µF = pT1, where pT1 is the
pT of the leading jet in each event. To obtain the scale
uncertainty of the theory prediction we vary both scales
independently by a factor of 1/2 and 2 with the constraint
1/2  µR/µF  2. We find that the NNLO coe�cient
has a moderate positive e↵ect on the cross section, 10%
at low pT across all rapidity slices relative to NLO. This is
significant because it is precisely in this region where the
majority of the cross section lies, especially in the cen-
tral rapidity slices, and it is where we observe the largest
NNLO e↵ects. At higher pT we see that the relative size
of the NNLO correction to NLO decreases to the 1-2%
level and so the perturbative series converges rapidly.

Given that we see a moderate NNLO correction to the
NLO prediction in the region where the bulk of the cross
section lies, it is instructive to compare to the available
data. The data points in Fig. 1 represent the ATLAS
data for an integrated luminosity of 4.5 fb�1 [6], nor-
malized to the NLO prediction. We do not include non-

•Non trivial shape correction (scale choice?), sizable effect (jet dynamics?)
•Large effect on PDF? (see also jj in DIS [Niehues, Currie, Gehrmann (2016)])

TOP PAIRS

[C
za

ko
n 

et
 a

l (
20

17
)]

[C
urrie, G

lover, Pires et al (2016-17)]

INCLUSIVE JET SPECTRUM

Some features begs for a better 
understanding. Entering an unchartered 

territory, explorations just started!



Moving away from the ``safe zone’’
•In an ideal world, we would only consider high-Q observables, 

insensitive to IR radiation → ``standard’’ f.o. perturbation theory
•In a real world, this is often non possible. FOR EXAMPLE:

CONSTRAINING THE LIGHT YUKAWA COUPLINGS

Introduction: 𝐻 + 𝑗 production
2

Introduction

y Shape of 𝒑𝑻,𝑯 distribution may put stronger constraints on light-quark Yukawa couplings [Bishara, Monni et al ’16; 
Soreq et al ’16]

y Non-trivial Higgs transverse momentum (𝒑𝑻,𝑯) distribution generated when extra jet is radiated:  𝑯+ 𝒋

Reliable theoretical predictions for 𝐻 + 𝑗 differential cross section required

[Bishara, Monni et al ’16]y Bounds expected from HL-LHC

[Soreq et al; Bishara et al (2016)]

45

2. Higgs coupling to 2nd generation 

• Higgs produced dominantly via top-
quark loop (largest coupling)


• but interference effects with light 
quarks are not negligible


• provided theoretical predictions are 
accurate enough, constraint on 
charm (and possible strange) Yukawa 
can be significantly improved 

 Bishara, Haisch, Monni, Re ’16

[similar ideas in Soreq, Zhu, Zupan ’16]


•Interesting information in the medium-
low pt region

•Internal details of (virtual) quark 
dynamics cannot be neglected (≠top) → 
highly non trivial loop amplitudes

•NLO EFFECTS COMPUTED ONLY RECENTLY 
[Melnikov, Tancredi, Wever + Lindert (2017)]

•Soft/collinear extra emission can distort 
the picture  → must be under control



Taming logs: the low-pt Higgs spectrum
↵s ln

2 pt,H
MH

⇠ 0.5, pt ⇠ 15 GeV

•In the low pt region, 
perturbation theory develops 
largish logs

•Universal effects → can be 
resummed to all orders

•RECENTLY, INGREDIENTS FOR 
VERY PRECISE RESUMMATION 
COMPUTED [Li and Zhu (2017)]

•THIS ALLOWED FOR N3LL 
RESUMMATION → VERY GOOD 
CONTROL OF THE QCD PART  
[Bizon, Monni, Re, Rottoli, 
Torrielli (2017)]

Study of the transition between 
(recently computed) NLO and 

resummation under way

RadISH, 13 TeV, mH = 125 GeV

µR = µF = mH, Q = mH/2

PDF4LHC15 (NNLO)
uncertainties with µR, µF, Q variations (x 3/2)

Fixed order from PRL 115 (2015) 082003
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Figure 4. Comparison among the matched normalised distributions at N3LL+NNLO, NNLL+NNLO, and
NNLO. The uncertainties are obtained as described in the text.

cancellations implicit in the observable’s defintion. In particular, we studied the class of inclusive
observables that do not depend on the rapidity of the QCD radiation. Members of this class are,
among others, the transverse momentum of a heavy colour singlet and the �⇤ observable in Drell-
Yan pair production. We obtained an all-order formula that is valid for all observables belonging
to this class, and we explicitly evaluated it to N3LL up to effects due to the yet unknown four-
loop cusp anomalous dimension. In the case of the transverse momentum of a colour singlet, we
proved that our formulation is equivalent to the more common solution in impact-parameter space
at this accuracy. This equivalence allowed us to extract the ingredients necessary to compute
the Sudakov radiator at N3LL using the recently computed B(3) coefficient [25]. The radiator is
universal for all observables of this class [41], which can therefore be resummed to this accuracy
with our approach. The all-order result was shown to reproduce the correct power-like scaling
in the small-pt limit, where the perturbative component of the coefficient of the intercept can be
systematically improved by including higher-order logarithmic corrections. We implemented our
results in the exclusive generator RadISH, which performs the resummation and the matching to
fixed order, and allows the user to apply arbitrary kinematic cuts on the Born phase space. Although
we explicitly treated the case of Higgs production, the code developed here can automatically handle
any colour-singlet system.

As a phenomenological application, we computed the Higgs transverse-momentum spectrum
at the LHC. In comparison to the NNLL+NLO prediction, we find that N3LL+NLO effects are
moderate in size, and lead to O(10%) corrections near the peak of the distribution and they are
somwhat larger for pt . 10GeV. The scale uncertainty of the matched calculation is reduced by
the inclusion of the N3LL corrections in the small transverse-momentum region. When matched
to NNLO, the effect of the N3LL is pushed towards lower pt values, leading to a few percent
correction to the previously known NNLL+NNLO prediction [37] around the peak, and to more
sizeable effects at smaller pt values. In order to further improve the theoretical control in the
small-medium transverse momentum region, it will be necessary to consider the deviations from
the large-mt approximation. Recently, progress has been made in this respect by computing the
NLO corrections to the top-bottom interference [12]. Higher-order effects due to the leading tower
of logarithms of pt/mb were addressed in ref. [79] and were found to be moderate in size. The

– 39 –

[Bizon et al (2017)]



Learning from logs: jet dynamics
A better understanding of the soft/collinear structure of QCD can give 
interesting information on underlying dynamics. Especially true for jetsPOWERFUL HANDLE: EXPLORE A RANGE OF JET RADII

3 effects: 
➤ perturbative (~ ln R) 
➤ hadronisation (~ 1/R) 
➤ MPI/UE (~ R2) 
To disentangle them, need ≥3 R 
values: 
➤ 0.6–0.7: large MPI/UE 
➤ 0.4: non-pert. effects cancel? 
➤ 0.2–0.3: large hadronisation
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Figure 19. Comparison between a range of theoretical predictions for the inclusive jet cross-
section ratio and data from ATLAS at

p
s = 7TeV [26]. The left-hand column shows NLO-based

comparisons, while the right-hand one shows NNLO(R)-based comparisons. Rectangular boxes
indicate our estimated systematic uncertainties on the data points, while the errors bars correspond
to the statistical uncertainties. Note that these estimates are known to be incomplete, insofar as
the information provided by the ATLAS collaboration on its results is not intended to be used for
the determination of uncertainties on cross section ratios at di↵erent radii.

1%.

Concerning the experimental results, the central value of the ratio can be obtained

directly from the ATLAS data at the two R values. However the ATLAS collaboration has

not provided information on the uncertainties in the ratio. It has provided information [71]

to facilitate the determination of correlations between pt and rapidity bins, specifically

10000 Monte Carlo replicas of their data to aid in estimating statistical correlations, as

well as a breakdown of systematic uncertainties into O (70) sources that are individually

100% correlated across bins and totally uncorrelated with each other. The information is

presented in a format such that, technically, it can also be used to estimate the uncertainties

in the ratio of cross section for two R values. However, we have been advised by the ATLAS

collaboration that the degree of correlation between systematic uncertainties at di↵erent

R values is not well known. Accordingly, we label the uncertainties obtained in this way

as “approx. uncert.” to emphasise that we do not have full knowledge of the experimental

uncertainties in the ratio and that they are potentially larger than our estimate.

Keeping in mind this caveat, we show in Fig. 19 a comparison between various theo-

retical predictions for the cross section ratio at R = 0.4 relative to R = 0.6, together with

the experimental data. One sees overall very good agreement with both the NNLOR and

NNLO+LLR-based results, and substantially worse accord with NLO-based predictions

(albeit consistent with pure NLO and NLO-mult. within their larger uncertainties).

– 30 –

37

Dasgupta, Dreyer, GPS  
& Soyez, 1602.01110

[G.P. Salam, “Future challenges for perturbative QCD” 2016]

other examples: new observables, jet substructure…



Towards realistic final states: PS
PARTON SHOWER EVOLUTION

•All order-emission of soft/collinear 
partons

•Does not capture hard emission/
virtual corrections

•As such, IRRELEVANT FOR HIGH-Q 
PHYSICS

•CAN GENERATE FULL EVENTS → 
HADRONIZATION† → DETECTOR 
SIMULATIONS

•Also, although in the (N)LL 
approximation only, capture multi-
parton dynamics (e.g. jet structure…)

•A lot of recent developments…

†here is where we wave goodbye to first principle QFT computations  
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FIG. 9. Comparison of Geneva with the analytic qT distribu-
tion at NNLL+NLO1 from Ref. [80]. The analytic results are
shown in blue, and the Geneva results are shown in black.

FIG. 10. Comparison of Geneva with the analytic �⇤ distri-
bution at NNLL+NLO1 from Ref. [80]. The analytic results
are shown in blue, and the Geneva results are shown in black.

tance cuts used by experimental analyses. Using the
same lepton cuts as in that study, we show our compari-

FIG. 11. Comparison of Geneva with the 0-jet cross section
as a function of pcutT from JetVHeto [81] at NNLL+NNLO.
The analytic results are shown in blue, and the Geneva re-
sults are shown in black. For Geneva, the uncertainties are
the FO uncertainties only, see text for details.

son in Fig. 9. Again, we observe a fairly good agreement
with the analytic NNLL prediction matched to NLO1.
Another variable, quite similar to the transverse momen-
tum of the vector boson, is the �⇤ between the two lep-
tons, with the precise definition of �⇤ given in [76]. The
comparison of Geneva to the NNLL+NLO1 calculation
of Ref. [80] is shown in Fig. 10, and we again observe
good agreement.

Finally, we show the result for the exclusive 0-jet
cross section as a function of pcutT in Fig. 11, where
the 0-jet sample is defined as all events containing no
jets with pT > pcutT . The jets are reconstructed with
the anti�kT algorithm [83] as implemented in Fast-
jet [84, 85], within a radius R = 0.4. We find good agree-
ment between Geneva and the dedicated NNLL+NNLO
calculation given by JetVHeto [81] within the pertur-
bative uncertainties. For this plot, we use the FO scale
uncertainties discussed in Sec. 2B 2, such that the uncer-
tainties at large pcutT are estimated correctly and thus pre-
cisely reproduce those of JetVHeto. At small pcutT they
are now underestimated and here the resummation un-
certainties should be added. The better agreement with
the NNLL+NNLO prediction compared to the lower or-
der NLL+NLO one, especially in the large pcutT region,
is of course driven by the correct inclusion of the NNLO
corrections in Geneva.

The best from both worlds: NNLOPS
Would like to combine very accurate predictions (NkLO…) to 
realistic description of final states (hadronization…). First ideas /
results on how to achieve this are emerging!

5

Ecms 7 TeV 14 TeV 33 TeV 100 TeV

HNNLO 13.494(7)+1.436
�1.382 pb 44.550(16)+4.293

�3.954 pb 160.84(13)+13.29
�12.36 pb –

SHERPA 13.515(7)+1.443
�1.382 pb 44.559(36)+4.226

�3.929 pb 160.39(17)+13.47
�11.88 pb 670.1(10)+47.9

�39.4 pb

TABLE I. Total cross sections at varying center-of-mass energy for a pp-collider. Uncertainties from scale variations are given
as sub-/superscripts. Statistical uncertainties from Monte-Carlo integration are quoted in parentheses.
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FIG. 1. Rapidity spectrum (left) and transverse momentum spectrum (right) of the Higgs boson, computed at fixed order and
compared between Sherpa and HNNLO.

• ‘individual’ matching

– Terms multiplying h(0) are matched using UN2LOPS

– Terms multiplying h(1) are matched using MC@NLO

– Terms multiplying h(2) are showered

• ‘factorized’ matching

– The NNLO result in HEFT, ignoring the Wilson coe�cient, is matched using UN2LOPS

– The matched result is multiplied by H in Eq. (9)

Note that the factorized matching increases the cross section by a few percent (see Sec. V). This increase can legiti-
mately be considered as part of the large NNLO theoretical uncertainty in the Higgs-production process.

V. RESULTS

This section presents results using an implementation of the UN2LOPS algorithm in the event generator Sherpa [38].
We use a parton shower [39] based on Catani-Seymour dipole subtraction [33, 39]. NLO virtual corrections for the
one-jet process [32] are taken from MCFM [40]. Dipole subtraction is performed using Amegic [41] and cross-checked
with Comix [42]. We use the MSTW 2008 PDF set [43] and the corresponding definition of the running coupling. We
work in the five flavor scheme. Electroweak parameters are given as GF = 1.1663787 · 10�5 GeV�2, mH = 125 GeV.
The results are derived in the limit mt � mH . Predictions for finite mt will be given elsewhere.
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Figure 5. Comparison of HWJ-MiNLO (blue), NNLO (green), and HW-NNLOPS (red) predictions for
pt,W (left) and pt,HW (right).

radiation, such as pt,W, the agreement among the HVNNLO and NNLOPS predictions is perfect,
as expected. As in the case of the fiducial cross-section one notices the sizable reduction of
the uncertainty band from around 7% in HWJ-MiNLO to about 1% in the case of HVNNLO and
HVNNLOPS. As no particularly tight cuts are imposed, the NNLO/NLO K-factor is almost
exactly flat.

The right panel shows instead the effects due to the Sudakov resummation. At small
transverse momenta, the NNLO cross section becomes larger and larger due to the sin-
gular behaviour of the matrix elements for HW production in association with arbitrarily
soft-collinear emissions. The MiNLO method resums the logarithms associated to these
emissions, thereby producing the typical Sudakov peak, which for this process is located at
2 GeV . pt,HW . 5 GeV, as expected from the fact that the LO process is Drell-Yan like.
It is also interesting to notice here two other features that occur away from the collinear
singularity, and which are useful to understand the plots which are shown later. Firstly,
the pt-dependence of the NNLO reweighting can be explicitly seen in the bottom panel,
where one can also appreciate that at very large values not only the NNLOPS and MiNLO
results approach each other, but also that the uncertainty band of HVNNLOPS becomes pro-
gressively larger (in fact, in this region, the nominal accuracy is NLO). Secondly, in the
region 30 GeV . pt,HW . 250 GeV, the NNLO and NNLOPS lines show deviations of up to
10%: these are due to both the compensation that needs to take place in order for the two
results to integrate to the same total cross section, and the fact that the scale choices are
different (fixed for the NNLO line, dynamic and set to pt,HW in MiNLO). When pt,HW & 250

GeV the two predictions start to approach, as this is the region of phase space where the
MiNLO scale is similar to that used at NNLO (µ = MH +MW ). At even higher transverse
momenta, pt,HW & 400 GeV, the MiNLO Sudakov is not active, however the MiNLO scale is
set to the transverse momentum which is higher than the scale in the NNLO calculation.
As consequence, the NNLOPS results are lower than the NNLO one.

It is interesting to look at a variable describing the decay of the HW resonance, e.g. the
azimuthal angle between the W+ boson and the Higgs particle (��HW). At leading order

– 14 –

Higgs
[Höche et al, 

UN2LOPS (2014)]
Drell-Yan

[Alioli et al, GENEVA (2015)]

WH
[Astill et al, MINLO (2016)]



Conclusions and outlook
•LHC is driving amazing progress in perturbative QCD
•“LHC as a precision machine”: possible!

•Sophisticated higher order computations achievable
•Big progress in multi-loop computations
•Better understanding of logarithmic structures / PS
•Reliable theory-experiment comparison possible (fiducial region…)

•Many other aspects not covered here
•NLO improvements (automation, EW automation, BSM…)
•Progress in input parameters: αs fits, evolution…
•Input parameters: the top mass…
•EW corrections, mixed QCD-EW…
•Resummation: non global observables, IR structures at higher orders…

•Going beyond state of the art: quite hard (technical/conceptual problems)

A LOT OF THEORETICAL FUN AHEAD, DIRECTLY 
RELEVANT FOR LHC PHENOMENOLOGY!



Thank you  
very much for 
your attention!
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Experimental data

14

The global QCD analysis requires combining different experiments with disparate characteristics!
Type of high energy collision (lepton-proton, proton-proton), center-of-mass energy of collision!
Whether of not experimental correlated systematics are available, and if so, in which format!
Mutually inconsistent datasets and datasets with few points but large constraining power vs 
datasets with many points but moderate constraining power

Juan Rojo                                                                                                          NuTune2016, Liverpool, 12/06/2016

The kinematical coverage of 
the experiments included in 
NNPDF3.0 span several 
orders of magnitude both in 
x and Q2!

•Parton content of the proton 
non pert → fitted to data

•Data at different scales related 
by first-principle computable 
AP evolution → universality

•Results consistent over many 
orders of magnitude → great 
test of pQCD

•A lot of precise data from the 
LHC are already now having 
great impact (tt, jj, Z/W…)

•We may soon discard `old’ 
low-Q data with limited 
theoretical control (nuclear 
corrections…)

•SOLID, ROBUST AND `CLEAN’ 
DETERMINATIONS

LHC (+TEV)

HERA

FT



PDFs: sanity checks
or how do we make sure we are not fitting new physics away…

34

Impact on the gluon
!

 In NNPDF3.1 we have three groups of processes that provide direct information on the gluon: 
inclusive jets, top pair differential, and the Z transverse momentum!

 Are the constraints from each of these groups consistent among them? Yes!
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Juan Rojo                                                                                                                   PDF4LHC WG Meeting, 07/03/2017

[J. Rojo, (2017)] 

•Fits are stable under 
inclusion/exclusion of extra 
data-set

•Effect of new data: mostly 
reduction in uncertainty, 
small change in the central 
value

•With more and more data, can also try to fit ``safest’’ PDF from 
PS regions which should be free from NP contaminations (e.g. 
forward jets…)…



Parton distribution functions circa 2016UNCERTAINTIES ON PARTONIC LUMINOSITIES — V. RAPIDITY(Y) AND MASS
����������� ���������� �����������

�� �� ���
�����������������
��� �������

�� �� �� �� �� � � � � � �
�

��

���

����

�����

�
��
��
�

����

��
��

��

���

���

��

���

����������� ���������� �����������

�� �� ���
�����������������
��� �������

���

���

��

��
��

��

����

�� �� �� �� �� � � � � � �
�

��

���

����

�����

�
��
��
�

����������� ���������� �����������

�� �� ���
�����������������
��� �������

�� �� �� �� �� � � � � � �
�

��

���

����

�����

�
��
��
�

����

��
��

��

���

���

��

���

����������� ���������� �����������

�� �� ���
�����������������
��� �������

���

���

����

��

��

��

��

��

��

��

����

����

����

�� �� �� �� �� � � � � � �
�

��

���

����

�����

�
��
��
�

����������� ���������� �����������

�� �� ���
�����������������
��� �������

�� �� �� �� �� � � � � � �
�

��

���

����

�����

�
��
��
�

����

��
��

��

���

���

��

���

����������� ���������� �����������

�� �� ���
�����������������
��� �������

���

���

��

��

��

��

��

��

��

��

�� �� �� �� �� � � � � � �
�

��

���

����

�����

�
��
��
�

��������������� ���������� �����������

�� �� ���
�����������������
��� �������

�� �� �� �� �� � � � � � �
�

��

���

����

�����

�
��
��
�

����

��
��

��

���

���

��

���

��������������� ���������� �����������

�� �� ���
�����������������
��� �������

���

���

��

��

��

��

��

����

�� �� �� �� �� � � � � � �
�

��

���

����

�����

�
��
��
�

gluon‒gluon quark‒gluon

quark-antiquarkquark‒quark

21

[plots by G
. Salam

]

•Big improvement w.r.t. few years ago [better handling on fit, larger data 
coverage (LHC)]. Reasonable consensus among different groups

•FOR CENTRAL EW PRODUCTION: 2/3% PRECISION

• Going below may require some rethinking of PDF uncertainty



The precision on input parameters: αS

PDG World Average: αs(MZ) = 0.1181 ± 0.0011 (0.9%)

36 1. Quantum chromodynamics
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Figure 1.2: Summary of determinations of αs(M2
Z) from the six sub-fields

discussed in the text. The yellow (light shaded) bands and dashed lines indicate the
pre-average values of each sub-field. The dotted line and grey (dark shaded) band
represent the final world average value of αs(M2

Z).

using the transverse energy-energy correlation function (TEEC) and its associated
azimuthal asymmetry (ATEEC), respectively [247]. All these results are at NLO only,
however they provide valuable new values of αs at energy scales now extending up to

May 5, 2016 21:57

Bethke, Dissertori & GPS in PDG ‘16

16

↵s(mZ) = 0.118± 1%

•Many different determinations, (more or 
less) consistent

•Lattice: the best hope for improvement?
•A lot of recent developments to properly 

connect the non-perturbative to the 
perturbative regime (finite size scaling…)

M��������� L������ QCD F����� ���� ������� H��� �������� L�� �������� M������� ���� QCD C����������

T�� �������: F����� ���� ������� [L�̈�����, W����, W���� ’��]

r

q q
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r

q q

L

r

q q

L

I Coupling ↵(µ) depends on no other scale but L (Notation: ↵(L),↵(1/L)).
I Small L =) small ↵(L)
I a ⌧ 1/µ easily achieved: L/a ⇠ 10 � 40
I Step scaling function: How much changes the coupling when we change the

renormalization scale:
�(u) = g2(µ/2)

�

�

�

g2(µ)=u

achieved by simple changing L/a ! 2L/a!
I 1/L is a IR cuto� ) simulate directly mq = 0
I We need dedicated simulations of the femto-universe

Finite volume renormalization schemes: fix µL = constant

13/52

[Lüscher et al (1991), ALPHA (2017)]

0.5% precision may be possible?



αS from DIS+J

Strong coupling at NNLO from H1 jet cross sections Daniel Britzger

parameter for the PDFs, α
f
s (mZ), and another parameter for the hard coefficients, ασ̂s (mZ). The fits

are performed using inclusive jet or dijet cross section measurements, with data points below or

above the renormalisation value of 15 GeV. The contours displaying the 68 % confidence level

of the fitted results are displayed in figure 1. The two αs(mZ) values determined in the fit are

consistent, while the sensitivity to αs(mZ) of the hard coefficients outperforms the one of the PDF.

The two fit parameters are negatively correlated, resulting in an increased sensitivity for fits using

a common αs(mZ).

Fits are also performed employing alternative definitions for the renormalisation and factorisa-

tion scales. The resulting αs-values and related values of χ2/ndof for the individual fits are displayed

in figure 2 for fits to inclusive jet and to dijet cross sections. The results obtained with alternative

scale choices are typically covered by the scale uncertainty. Choosing µ2
R = µ

2
F = Q2 is disfavored,

presumably because this scale is not sufficiently related to the dynamics of jet production. For com-

parison the fits are also repeated with hard coefficients calculated in NLO accuracy only. These

calculations typically yield higher values of χ2/ndof of the fits and the scale choice has a higher

impact on the NLO results. These observations emphasize the improved perturbative convergence

of the NNLO calculations as compared to NLO accuracy.
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Figure 3: Summary of the values of αs(mZ) ob-
tained from fits to the individual data sets and from
fits to multiple data sets. The inner errors bars indi-
cate the experimental uncertainty and the outer error
bars the total uncertainty.
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Figure 4: Values of αs(mZ) obtained from fits to
‘H1 jets’ data points with similar values of µR (full
circles) in comparison to values from other experi-
ments and processes, where all values are obtained
at least in NNLO accuracy. The fitted values of
αs(mZ) are translated to αs(µR) using the solution
of the QCD renormalisation group equation as they
also enter the calculations. The inner error bars dis-
play the experimental uncertainties and the outer er-
ror bars indicate the total uncertainties.

The values for αs(mZ) obtained from fits to the individual data sets are displayed in figure 3 and

compared to the world average value of αs(mZ) = 0.1181±0.0011 [11]. The results obtained when

using only inclusive jet data or only dijet data are also shown. An overall reasonable consistency

between the results from the individual data sets is found.

3

Strong coupling at NNLO from H1 jet cross sections Daniel Britzger
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are performed using inclusive jet or dijet cross section measurements, with data points below or
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of the fitted results are displayed in figure 1. The two αs(mZ) values determined in the fit are

consistent, while the sensitivity to αs(mZ) of the hard coefficients outperforms the one of the PDF.
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a common αs(mZ).
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tion scales. The resulting αs-values and related values of χ2/ndof for the individual fits are displayed

in figure 2 for fits to inclusive jet and to dijet cross sections. The results obtained with alternative

scale choices are typically covered by the scale uncertainty. Choosing µ2
R = µ
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F = Q2 is disfavored,

presumably because this scale is not sufficiently related to the dynamics of jet production. For com-

parison the fits are also repeated with hard coefficients calculated in NLO accuracy only. These

calculations typically yield higher values of χ2/ndof of the fits and the scale choice has a higher

impact on the NLO results. These observations emphasize the improved perturbative convergence

of the NNLO calculations as compared to NLO accuracy.
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The values for αs(mZ) obtained from fits to the individual data sets are displayed in figure 3 and

compared to the world average value of αs(mZ) = 0.1181±0.0011 [11]. The results obtained when

using only inclusive jet data or only dijet data are also shown. An overall reasonable consistency

between the results from the individual data sets is found.
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dijet: pt vs pt,1
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[J. Currie, CMS workshop Jan. 2017]



NNLO: open puzzles
•Inclusive jet spectrum: μ = pt,L vs pt
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Figure 1 – NLO/LO (green), NNLO/NLO (red) and NNLO/LO (blue) k-factors for jet production at
p
s = 7 TeV.

The lines correspond to the double di↵erential k-factors (ratios of perturbative predictions in the perturbative
expansion) for pT > 100 GeV and across six rapidity |y| slices. Lines correspond to theoretical predictions
evaluated with NNLO PDFs from NNPDF3.0 and central scale choice µ = pT1 (left plot) and µ = pT (right plot).

two-loop matrix elements are cancelled in analytic and local form against the ✏-poles of the
integrated antenna subtraction terms. All predictions presented in this talk have been obtained
with the parton level generator NNLOJET which implements the antenna subtraction scheme to
compute fully di↵erential jet cross sections at NNLO in QCD.

The results presented here are for the experimental setup (pT and rapidity bin widths) used
by the ATLAS 11 collaboration for the

p
s = 7 TeV 4.5 fb�1 data set with jets reconstructed

using the anti-kT jet algorithm with R = 0.4. The cuts imposed on the jet data include all
jets found with pT � 100 GeV and |y| < 3. The theoretical calculation uses the NNPDF3.0
NNLO PDF set with ↵s(M2

Z) = 0.118 for LO, NLO and NNLO contributions. Similarly to
the analysis performed by ATLAS 11 we set the renormalisation scale, µR, and the factorisation
scale, µF , in the theory prediction equal to the leading jet transverse momentum pT1 for each
event. Additionally we present results using the individual jet transverse momentum pT at the
event level as the µR and µF scales for each jet’s contribution to the single jet inclusive cross
section. For the leading jet in the event this scale is identical to pT1 and so its contribution
is insensitive to the scale choice between pT and pT1. Similarly, 2-jet events where the jets
are balanced in pT cannot generate any di↵erence as pT = pT1 = pT2. Away from these jet
configurations, the subleading jets will have smaller pT than the leading jet in the event and so
choosing the individual jet pT as the theoretical scale will mean that the scale used to calculate
the weight associated with a jet will on average be smaller than the scale pT1.

For these reasons at the LO the two scale choices generate the same prediction and similarly,
for all events at higher order that have LO kinematics there is no di↵erence between the two
scale choices. In particular at high-pT the scale choices once again converge as is to be expected
for the largely back-to back configurations found at high-pT . Kinematical configurations where
the scale choices do not coincide are events with three or more hard jets and events with hard
emissions outside the jet fiducial cuts that generate an imbalance in pT between the leading and
subleading jets in the event.

In Fig. 1 we show the potential for the NNLO correction to change the shape of the dis-
tribution relative to NLO. As a function of pT in six rapidity slices we show the k-factors for
NLO/LO, NNLO/NLO and NNLO/LO for a perturbative expansion using the scale µ = pT1

(left plot) and µ = pT (right plot). Using the pT1 scale choice we observe that the NNLO
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Figure 1 – NLO/LO (green), NNLO/NLO (red) and NNLO/LO (blue) k-factors for jet production at
p
s = 7 TeV.

The lines correspond to the double di↵erential k-factors (ratios of perturbative predictions in the perturbative
expansion) for pT > 100 GeV and across six rapidity |y| slices. Lines correspond to theoretical predictions
evaluated with NNLO PDFs from NNPDF3.0 and central scale choice µ = pT1 (left plot) and µ = pT (right plot).

two-loop matrix elements are cancelled in analytic and local form against the ✏-poles of the
integrated antenna subtraction terms. All predictions presented in this talk have been obtained
with the parton level generator NNLOJET which implements the antenna subtraction scheme to
compute fully di↵erential jet cross sections at NNLO in QCD.

The results presented here are for the experimental setup (pT and rapidity bin widths) used
by the ATLAS 11 collaboration for the

p
s = 7 TeV 4.5 fb�1 data set with jets reconstructed

using the anti-kT jet algorithm with R = 0.4. The cuts imposed on the jet data include all
jets found with pT � 100 GeV and |y| < 3. The theoretical calculation uses the NNPDF3.0
NNLO PDF set with ↵s(M2

Z) = 0.118 for LO, NLO and NNLO contributions. Similarly to
the analysis performed by ATLAS 11 we set the renormalisation scale, µR, and the factorisation
scale, µF , in the theory prediction equal to the leading jet transverse momentum pT1 for each
event. Additionally we present results using the individual jet transverse momentum pT at the
event level as the µR and µF scales for each jet’s contribution to the single jet inclusive cross
section. For the leading jet in the event this scale is identical to pT1 and so its contribution
is insensitive to the scale choice between pT and pT1. Similarly, 2-jet events where the jets
are balanced in pT cannot generate any di↵erence as pT = pT1 = pT2. Away from these jet
configurations, the subleading jets will have smaller pT than the leading jet in the event and so
choosing the individual jet pT as the theoretical scale will mean that the scale used to calculate
the weight associated with a jet will on average be smaller than the scale pT1.

For these reasons at the LO the two scale choices generate the same prediction and similarly,
for all events at higher order that have LO kinematics there is no di↵erence between the two
scale choices. In particular at high-pT the scale choices once again converge as is to be expected
for the largely back-to back configurations found at high-pT . Kinematical configurations where
the scale choices do not coincide are events with three or more hard jets and events with hard
emissions outside the jet fiducial cuts that generate an imbalance in pT between the leading and
subleading jets in the event.

In Fig. 1 we show the potential for the NNLO correction to change the shape of the dis-
tribution relative to NLO. As a function of pT in six rapidity slices we show the k-factors for
NLO/LO, NNLO/NLO and NNLO/LO for a perturbative expansion using the scale µ = pT1

(left plot) and µ = pT (right plot). Using the pT1 scale choice we observe that the NNLO
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[Currie, Glover, Gehrmann, Gehrmann-de Ridder, Huss, Pires (2017)]

•Despite small scale variation, very large dependence on scale choice 
(hardest jet in the event vs individual jet). Non trivial jet dynamics to 
be understood



A bonus of PS: merging
•Often, radiative corrections are dominated by real emission: new 

channels/new topologies opening up.
Sneak preview: NLO merging

NLO multi-jet merging for pp ! ��

• other processes already available with NLO multi-jet merging
ME+PS@NLO: Höche, Krauss, Schönherr, FS (2012)

• photon production was so far only available in ME+PS@LO
• here very very preliminary results from ongoing work towards

�� + 0,1jets @ NLO + 2,3jets @ LO Höche, FS (in preparation)
• current development version of the upcoming Sherpa 2.2.0 with NNPDF3.0 NNLO PDFs and the

interface to OpenLoops 1.1.1 matrix elements
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•Parton shower MC provide an ideal framework to perform ``merge 
together’’ processes with different jet multiplicities (CKKW, MLM, 
NLOPS, MEPS, MENLOPS, MEPS@NLO, FXFX, MINLO, GENEVA…)

•Because of (approx.) multi-parton emission, the result does not depend 
too much on the details of the merging

[C
atani et al, 

pp
→
γγ @

N
N

LO
]

[H
öche and Siegert, 

SH
ERPA

 m
erged N

LO
]

POSTER CHILD FOR “MERGING”: DI-PHOTON OPENING ANGLE



Merging: Higgs pt with finite top mass effects
Higgs transverse momentum spectrum: 8, 13 TeV
x Importance of exclusive H+2/3 jets contribution in Higgs pT spectrum:

25/10/2016 - Gionata Luisoni Future challenges for precision QCD, IPPP, Durham

Complete NLO corrections with full top-quark mass dependence: 
still unavailable (2-loop amplitudes) (NNLO in the HEFT)

•At high pt merged samples can 
give a good idea of the 
corrections [Frederix et al (2016), 
Greiner et al (2016)]

•Give similar result of 
approximate NLO of [Neumann, 
Williams (2016)]

•Same behavior as predicted by 
high energy resummation 
[Muselli et al (2016)]

•COHERENT PICTURE (waiting for 
the NLO result…)



Example: the mass of a quark…

Quarks don’t exist as asymptotic state. As such, the definition of their 
mass is subtle. Normal `pole of the propagator’ definitions suffer from 

inherent theoretical ambiguities. Nevertheless, this ambiguity is 
estimated to be (much) less than 500 MeV

At the LHC, top mass reconstructed from template fit to observables. 
Experimental reach ~ 500 MeV

Still, tops are created in an hadronic environment. At this level of precision, our 
understanding of it is hampered by our lack of understanding of it from first 

principles → phenomenological models for hadronization, underlying event, MPI…

PS Monte Carlos are an ideal playground to test the robustness of top 
quark mass restrictions under known perturbative and (modeled) 

non perturbative effects 



Summary

Extracted mWbj peak [GeV]
Full Parton level (no MPI)

PY8 HE7 PY8 HE7
No bb̄4l 172.828 172.935 172.527 172.497

smearing hvq 172.780 173.039 172.488 172.497
15 GeV bb̄4l 173.052 172.355 171.803 171.102
smearing hvq 172.613 172.375 171.385 171.279

Had we run HE7 as default, we would have concluded that bb̄4l
and hvq are equivalent for mass extraction purposes!
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Example: the mass of a quark…
Hadronization and MPI

I Hadronization: wider peak, raised tail below peak (Py8).
I MPI: raised tail above peak.

I Very important e↵ects; but
MPI+UE similar in He7/PY8.
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Some preliminary results…

[P. N
ason, talk at the TO

P 
W

orking group (2017)]


