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Outlook 
In this talk: 

!  Brief Introduction 
•  Toward the upgrade of CMS for the HL-LHC era 

!  The CMS Phase-II Endcap Calorimeter upgrade 
•  Introduction to CMS Phase-II upgrade 

!  The HGCal detector 
•  Layout, mechanics, read-out, electronics and performance 

!  The HGCal L1-Trigger 
•  The HGCal L1-Trigger: hardware and software 

!  Plans and Conclusions 
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LHC and HL-LHC timeline

Phase 0 Phase 1 Phase 2 (HL-LHC)
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Well beyond design

Completed

! Machine upgrade  
 " Luminosity needed to deliver the demanding physics program for Phase-2 
! Detector upgrade  
 " To maintain excellent performance in the harsh HL-LHC environment 
! Key role of the forward calorimeter  
  " SM and BSM searches, complementary to the tracker upgrade 



The CMS Phase-II Upgrade 
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The CMS detector
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Muon Detector: 
-  Compete RPC coverage in 
forward region (GEM/RPC)  
- Nominal coverage up to |η|
~2.4. Investigating µ-tagging 
up to |η|~4. 

New Tracker: 
-  More radiation tolerant, higher 
granularity and less material 
-  Coverage up to |η|~4. 
-  Tracks in hardware trigger 

New Endcap Calorimeter: 
-  More radiation tolerant, high granularity 
-  Coverage 1.47<|η|<3.0. 
-  Timing information to mitigate PU 

Barrel Calorimeters: 
-  New electronics 
-  Higher granularity for L1 trigger 
-  Depth information in HCAL 



Ac#ve	Elements:	
•  Hexagonal	modules	based	on	Si	sensors	

in	CE-E	and	high-radia6on	regions	of	CE-H	
•  “Casse9es”:	mul6ple	modules	mounted	on	

cooling	plates	with	electronics	and	absorbers	
•  Scin6lla6ng	6les	with	SiPM	readout	in	

low-radia6on	regions	of	CE-H	

Key	Parameters:	
•  EC	covers	1.5	<	η	<	3.0	
•  Full	system	maintained	at	-30oC	
•  ~600m2	of	silicon	sensors	
•  ~500m2	of	scin6llators	
•  6M	si	channels,	0.5	or	1	cm2	cell	size	
•  ~22000	si	modules	
•  Power	at	end	of	HL-LHC:	~60	kW	per	

endcap	

Electromagne6c	calorimeter	(CE-E):	Si,	Cu	&	CuW	&	Pb	absorbers,	28	layers,	25	X0	&	~1.3λ	
Hadronic	calorimeter	(CE-H):	Si	&	scin#llator,	steel	absorbers,	24	layers,	~8.5λ

CE-E	 CE-H	

Active Elements: 
•  Hexagonal modules based on Si sensors in CE-E 

and high-radiation regions of CE-H 
•  Scintillating tiles with SiPM readout in low-radiation 

regions of CE-H 
•  “Cassettes”: multiple modules mounted on cooling 

plates with electronics and absorbers 

Key Parameters: 
•  EC covers 1.5<|η|<3.0 
•  Full System maintained at -30°C 
•  ~600m2 of silicon sensors 
•  ~500m2 of scintillators 
•  6M Si channels, 0.5cm2 or 1.0cm2 cell size 
•  ~22000 Si modules 
•  Power at end of HL-LHC: ~60kW per endcap 

HGCal General Layout 
High Granularity sampling Calorimeter (HGCal) 
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Electromagnetic calorimeter (CE-E): Si, Cu & W & Pb absorbers, 28 layers, 25 X0 & ~1.3λ 
Hadronic calorimeter (CE-E): Si & scintillator, steel absorbers, 24 layers, ~8.5λ   
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Timing performanceTiming performance

Same performance with the Irradiated diodes → ~15 ps resolution for one single diode

CMS Preliminary

Time resolution vs signal-to-noise is compatible between the uirradiated and irradiated diodes.
Single sensor time resolution at large S/N = 25/√2 ~15 ps, in agreement with the unirradiated 
results.
Analysis still ongoing ...

dd-FZ 120 n-type (800V)

unirradiated
6.25x1015 n/cm2

6.25x1015 n/cm2

1.0x1016 n/cm2

1.6x1016 n/cm2

1.5x1015 n/cm2

2.5x1015 n/cm2

2.5x1015 n/cm2

4.0x1015 n/cm2

dd-FZ 200 n-type (800V)

CMS Preliminary

Why Silicon?

n Relatively good understanding of and handle on mitigating radiation damage

➤ Can mitigate leakage current noise contribution by cooling to -30°

➤ Can mitigate signal loss by going to thinner sensors and higher bias voltage


n Potential to reach intrinsic time resolution of O(25ps) 
➤ Behaviour depends only on S/N even at 1016 n/cm2


n Allows for a compact calorimeter with high granularity

6
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Characterization after neutron irradiation dd-FZCharacterization after neutron irradiation dd-FZ

TCT-IR-1063nm-250ps

unirradiated

-20oC and annealing of 10min@60oC

320 um
200 um

120 um

320 um
200 um

120 um

Leakage current normalized by the volume of the diode (for all thicknesses and two type of 
bulk doping) increases proportional to the 9uence
At very high 9uences the current still continue to scale linearly with the volume and the 
9uence.

Use thin sensors in the inner most layers, operate cold and at higher voltage.

HGCal Silicon Detectors 

Si Sensors: 
!  3 different active thicknesses:  
 (100, 200, 300) µm 
!  Thinnest sensors in the innermost  
 region with smaller cell size (~0.5cm2) 
!  Smaller cells " less PU noise (less 

dose) 
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Mitigating radiation damage: 
!  Mitigate leakage current noise " cooled to -30°C (cooling fluid is CO2) 
!  Mitigate signal loss " thinner sensors and higher bias voltage 

Potential to use timing information to reject the PU: 
!  Reach intrinsic time resolution of O(25ps)   



HGCal layout
Silicon sensors

3 di�erent active thicknesses according to the expected radiation dose
Thinnest sensors in most inner region with smaller cell size (0.5cm2) æ reduce the
noise

Mixed layers for hadronic calorimeter
Plastic scintillators with on-tile SiPM (as for CALICE AHCAL) en CE-H low ÷ region,
where the radiation is acceptable
Scintillator granularity under study : good S/N for MIPs after 3000fb≠1 is the main
design criterion

Arnaud Steen, NTU CMS-HGCal Overview 7 July 2017 5 / 16

HGCal Mechanics 
Mechanical Design: 
! CE-E: Pb+Cu absorber integrated into cassettes 
! CE-H: steel absorber, full disk + cassettes inserted 

between absorber  

Layers structure: 
! Only Si in CE-E+front CE-H, mixed layers with  
 Si/plastic scintillators for rest of CE-H 
! Plastic scintillators with on-tile SiPM in CE-H low|η| 

region, (radiation is tolerable) 
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wafer Si-sensor cell 

Read-Out chip 

Stainless-steel clad
Pb absorber

Stainless-steel clad

PCB motherboard
ASICs etc.

PCB sensor board
Silicon

CuW baseplate

Cu cooling plate

~24 mm



#  Each wafer (hexagons cut from 8” circular wafers) is made up of 432 (192) 
hexagonal 0.5 (1.0) cm2 cells with 6 (3) readout chips 

#  2 PCBs/layer: 1st PCB wire-bonded to Si sensor, Motherboard (2nd PCB) 

#  Data are transmitted by lpGBT links: ~8k links dedicated to trigger data and 
~8k links dedicated to full resolution data. Try to reuse common 
developments as much as possible  

HGCal Silicon Sensor Readout 

8 

#  ~16000 LpGBT links for 25000 modules 

02/09/17 L. Mastrolorenzo – PANIC 2017 

From Very-front-end to Trigger primitives
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System overview
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From Very-front-end to Trigger primitives
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System overview
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HGCal Electronics 
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FE ASIC (HGCROC): 
! V1 submitted in July17, final DV2 2019 
! 32 channels, dual polarity 
! 72 channels in final version of HGCROC 
! 11-bits ADC/TOT + TOA 
! Digital sum of cell energy in Trigger Cell 
! TC Energy truncation and compression 

Need high dynamic range: from single MIPs (for calibration) up to TeV showers 
achieved using traditional ADC for the small signals and TOT for high signals 

Readout ASIC: HGCROC


06/07/17 CMS HGCAL Electronics 7

C. de La Taille  Front-End elecectronics TIPP 2017

HGCAL readout ASIC

15

HGROCv1 features:

- 32 channels

- Dual polarity

- TOT with 2 variants:

- Low power @ Imperial

- DLL @ OMEGA (CERN based)

- TOA (CEA)

- 11-bit SAR ADC (OMEGA)

- Simplified Trigger path
- Only sum by 4

- No 0-suppress (4+4 log)

- Data readout to be defined

- SC with triple voting (shift 
register like SK2-CMS)

- Many digital block with 
simplified architecture

- Services

- Bandgap from CERN

- PLL from CEA-IRFU

- 10b DAC from TV2

Local R/W Control

L1 Buffer

@ 40 MHz

PA

TOT

ADC zero
suppress

SH

Align
Buffer

Align
Buffer

TOA

N channels

Linearization

TOT / ADC

Data
Data

readout
manager

Trigger
Trigger
readout
manager

L1 decoding logic

Gain
Correction

M
ap

pe
r

Trigger cells

Digital

6
(4 or 9)

Truncation
/

Compression
/

0-suppress

PLL / DLL
Time measurement

e-links

DAC 1

ToT threshold

DAC 2

ToA threshold

Slow Control / I2C

ASIC parameters

Bandgap

Voltage References

Fixed latency
Manager

▶  HGCROCv1 features: 

§  32 channels 

§  Dual polarity 


▶  11-bit SAR ADC

▶  Time over Threshold 

(TOT)

▶  Time of Arrival (TOA)

▶  Trigger path: cell 

summing 

▶  SC with triple voting 

▶  Many digital blocks 

with simplified 
architecture 


▶  Services: bandgap, 
PLL, 10b DAC


▶  Shedule:

§  HGCROCv1 submission – July 2017

§  HGCROC-DV1, final architecture – July 2018

§  HGCROC-DV2, final version – July 2019


Concentrator: 
! Receives, selects and transmits trigger and data  
! HGCROC trigger output: 

! 4 e-links @ 1.28 Gb/s 
! HGCROC data output: 

! 1 e-links @ 1.28 Gb/s 
! First online data reduction: 

! Threshold or fixed number of highest TC 
selection, transmit TCs + Global Sum 
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Particle ID and event reconstruction
• Exploit the calorimeter design to use in combination  

with the tracker for particle flow reconstruction  
 
 
 

• Event display from CMS simulation 
- showing the precision achieved  

by combining tracks and calorimeter signals
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Status of EK+ HE Reco

Michalis Bachtis
(CERN-PH)

Upgrade TP meeting
On behalf of the GED working team 

26/11/14

Status of EK+ HE Reco
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TTbar,	PU	=	0	

16/11/16	 G.	Petrucciani	(CERN)	 16	

pT		=	1.4,		η	=	1.6	

pT		=	3.1,		η	=	1.7	

pT		=	2.6,		η	=	1.8	

pT		=	5.9,		η	=	1.9	

pT		=	6.7,		η	=	1.8	

pT		=	1.5,		η	=	1.6	

24+0+0	hits	

19+0+0	hits	

28+3+0	hits	

28+4+0	hits	

28+7+0	hits	

28+10+0	hits	

TTbar event at PU = 0

Muon	gun,	PU	=	35	

16/11/16	 G.	Petrucciani	(CERN)	 15	

Associated	Hits	

Sim	PFClusters	

μ	pT
		=	120,		η	=	2.8	

28+12+5	hits		

(gen-matched:	100%)	

χ2/ndf		34/90	

muon gun @PU = 35

HGCAL local reconstruction and clustering Phase 2 Readiness for Physics, Fermilab, 27-28th October, 2016

Reconstruction Tools : Particle Flow
 
GENERAL:

• Exploit detector strengths by combining track  
and highly granular calorimeter information

• Link calo clusters to tracks & identify/measure objects

• Provide list of final state particles  
(PFCandidates) in detector
• e, μ, γ, charged hadrons, neutral hadrons
• Approx. energy composition:  

60% charged had., 30% photons, 10% neutral had.  

HGCAL LOCAL RECONSTRUCTION:

• Perform local clustering of energy deposits,  
associate together clusters coming from  
same particle, and identify the objects,

• Provide the calibrated energy measurements.  

5

HGCal Offline Reconstruction 
Particle Flow with HGCal 
! Combining all the information from the 

different CMS sub-systems to identify  
 all the stable particles in the event  
 " build complex objects like MET, Jet, 

Taus 
! Big challenge in PU200 environment 
! Matching between tracks and HGCal 

clusters, promising performance 
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Expected Performance (from TP)

Particle flow technique
Use all detector information to measure
and identify particles
Jet composition :

I charged particles : ¥ 65%
I photons : ¥ 25%
I neutral hadrons : ¥ 10%

Arnaud Steen, NTU CMS-HGCal Overview 7 July 2017 10 / 16

Expected Performance (from TP)

Particle flow technique
Use all detector information to measure
and identify particles
Jet composition :

I charged particles : ¥ 65%
I photons : ¥ 25%
I neutral hadrons : ¥ 10%
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Expected jet pT resolution <20% 
for jet with pT> 20 GeV (PU140) 

Jet pT resolution uniform in eta if 
compared to the current Phase-I 
endcap calorimeter projection 
(aged+PU140)  



HGCal Offline Reconstruction 
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Timing information to mitigate the PU 
!  Possible to resolve the vertex position for neutral particles with ~1cm 

uncertainties " better particle ID, PU reduction and global event reco. 
!  PU reduction by a factor x5-x6 if time resolution is O(20ps) 

Florian Beaudette – LLR /31

PU & Timing

29
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Chat is needed? Precision timing

Beam spot space-time pro6le Space-time view of the vertices

Interactions are spread over space 
and time
100 – 200 ps 

Disentangle overlapping vertices 
with precise timing
Key resolution: 10-30 ps

t 
(n

s)

Collisions every 25 ns  “out-of-time pile-up”→
Fast detector response and fast shaping

Interactions are spread over space and 
time over 100-200 ps

→Use precise timing to disentangle  
overlapping vertices

Collisions every 25ns induce out-of-time Pile-Up
Tackled through fast detector response and fast shaping

28/02/2017 10

What is needed? High granularity

Top pair event + 140 additional low energy interactions
“Classical” spatial view of the vertices

140 – 200 simultaneous 
interactions
High granularity calorimeters and 
longitudinal segmentation to separate 
their contributions

Vertices concentrated within a 
few centimeters
High granularity tracker to keep low 
occupancy

140 PU
on top of 
a physics 
event

Arabella Martelli 19/05/17

Fast timing
• At HL-LHC fast-timing of 20-30ps can help in disentangling the primary vertex  

=> better particle ID, pileUP rejection  and global event reconstruction 

• HGCal fast-time performance

25

Status of EK+ HE Reco

Michalis Bachtis
(CERN-PH)

Upgrade TP meeting
On behalf of the GED working team 
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Chat is needed? Precision timing

Beam spot space-time pro6le Space-time view of the vertices

Interactions are spread over space 
and time
100 – 200 ps 

Disentangle overlapping vertices 
with precise timing
Key resolution: 10-30 ps

t 
(n

s)
Collisions every 25 ns  “out-of-time pile-up”→

Fast detector response and fast shaping

Figure 8: The timing resolution based on two silicon sensors as a function of the e↵ective

signal strength in units of MIPs (left) and as a function of the signal-to-noise ratio (right).

The fitted resolution functions with a noise A and a constant term C are also shown as

dotted lines. The constant term of the resolution for single detector is compatible for the

di↵erent thicknesses and is around 10 ps.
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space-time view of the vertices

single diode  
non-irradiated

0.12. Precision timing with silicon diodes and modules 39

the timing as a function of the signal-to-noise ratio (S/N).676

For pairs of non-irradiated diodes, in order to estimate the timing resolution per device, the677

time difference can be divided by
p

2, in the hypothesis that the two measurements are inde-678

pendent and compatible. This procedure has been used to prove the compatibility of the time679

resolution for the unirradiated diodes measured in the 2016 test beam with the results obtained680

in 2014. For this comparison the same ADC-to-MIP calibration as measured in [9] was ap-681

plied to the unirradiated diodes to estimate the timing performance as a function of the signal682

expressed in MIPs.683

In figure 36, the resolution of the time difference is shown for the 300 µm thick diodes, as a684

function of the effective S/N, defined as in equation 17:685

(S/N)e f f =
(S/N)re f (S/N)nq
(S/N)2

re f + (S/N)2
n

(17)

The error bars on the Y axis account for statistical and systematic uncertainties, estimated by686

changing the range of each Gaussian fit to be the mean± 3⇥RMS and mean± 1.5RMS, and also687

by reducing the minimum number of events for each distribution to 50. The trends correspond-688

ing to different radiation levels are shown with different colours and overlays as functions of689

(S/N)e f f . The plots show that the intrinsic timing resolution does not significantly depend on690

the fluence, at a given S/N ratio. The same observation can be made for the thinner silicon691

diodes, in spite of the lack of statistics.692

Figure 36: Resolution on the time difference between an unirradiated and an irradiated diode
as a function of (S/N)e f f . Plots are shown for the 300 µm thick diodes of p-type (left) and
n-type (right).

The timing performance can be directly compared between p- and n-type diodes, as in Fig. 37,693

where the timing resolution is shown for the 320 µm thick diodes for three different level of694

radiation. These results indicate compatible behaviours for both p- and n-type diodes as a695

function of S/N.696

Table 8 shows the measured timing resolution on the single diodes, obtained by fitting the697

single diode  
irradiated

Lindsey Gray, FNAL

Effect of Using RecHit Flat Average Time
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L. Gray

๏Per-cell timing resolution very important 
for vertex determination for photons

• Determines saturating behavior

• Careful attention must be paid to 10GeV and 
100 GeV

- Respectively for jet constituents and Hγγ 

- Complements O(3 cm) pointing of HGC

๏3-4mm vertex resolution possible for Hγγ

• HGC ASIC in 50ps-100ps region

๏1-1.5cm vertex resolution possible for 
softer photons in jets (E=10 GeV)

๏3cm vertex resolution for absolute lowest 
energies (1 GeV photons)

• Could still be useful to reduce pileup when 
combined with position information

FullSim
CMSSW

N.B. No system level effects simulated 
(e.g. clock distribution effects)

significantly improved! 
This scales like 1/sqrt(Nhits)

Time here is from e-weighted 
avg. of SimHit times.
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- Respectively for jet constituents and Hγγ 

- Complements O(3 cm) pointing of HGC

๏3-4mm vertex resolution possible for Hγγ

• HGC ASIC in 50ps-100ps region

๏1-1.5cm vertex resolution possible for 
softer photons in jets (E=10 GeV)

๏3cm vertex resolution for absolute lowest 
energies (1 GeV photons)

• Could still be useful to reduce pileup when 
combined with position information

FullSim
CMSSW
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showers  
in HGCal

σ≈700/(S/N)

1.2. Elements of the CMS timing upgrade 7
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Figure 1.5: Left: Spread of collision vertices along the beam direction for the LHC and the 140
and 200 pileup scenarios at HL-LHC. The solid and dashed lines refer to the start and the end
of the physics coast. Right: Probability density function of the vertex density along the beam
profile: the mode and the mean of the three distributions are 0.3, 1.3 and 1.9 mm�1 and 0.2, 0.9
and 1.4 mm�1.

Alternative beam optics are considered for the accelerator but require additional hardware to297

be commissioned. In one such alternative, known as ‘crab-kissing’ schema [12], the colliding298

bunches are rotated in the plane transverse the beam axis to increase the z-spread of the colli-299

sion vertices and reduce the peak line density, for the same luminosity (Fig. 1.5). The reduction300

of the peak linear density of vertices is less than about a factor two and mildly mitigates some301

of the pileup effects. Because of the bunch rotation, the time spread of the collisions in the302

crab-kissing configuration is squeezed to about 100 ps at the beginning of an HL-LHC fill but303

it broadens during the physics coast, while the z-spread is progressively squeezed to keep the304

instantaneous luminosity constant. At the end of the leveling period, the time spread becomes305

comparable to the crab-crossing scenario. Therefore the required resolution of the upgraded306

CMS detector does not depend critically on the HL-LHC optics. Rather, the timing upgrade307

of CMS will provide an extra measure of robustness against any possible future beam-crossing308

scenario that may maximize or otherwise alter the luminosity production capabilities of the309

HL-LHC.310

1.2.2 Precision timing in the calorimeters311

The HGCal detector is a Si-W or Si-Pb sampling calorimeter designated as replacement of the312

endcap calorimeters covering pseudorapidities 1.5 < |h| < 3.0 [1]. It will provide a time mea-313

surement with about 50 ps precision from each silicon pad (SiPAD) with an energy deposition314

above that of 30 MIPs. The combination of multiple SiPAD hits exceeding this threshold in315

electromagnetic showers will provide time information for photons with high precision, lim-316

ited primarily by the relative time synchronization and calibration of different HGCal regions.317

The HGCal will also have precision-timing capability for a fraction of high transverse momen-318

tum, pT, charged hadrons with a sizeable electromagnetic component in their interaction with319

the calorimeter.320

In the barrel, the ECAL calorimeter already provides time information with a resolution of321

order 150 ps for high energy electromagnetic showers (E > 30 GeV), limited mostly by time322

synchronization and calibration [8]. At lower energies, the time resolution is limited by the elec-323

tronic noise, and it is about 1 ns at 1 GeV, and 4 ns for a MIP. This limitation is expected to grow324



HGCal Test-beams 
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! Validate concept of hexagonal Si sensors and Geant4 simulation 
! Used SKIROC2, developed for CALICE: 64 channels per chips, 2 chips/module 

Beam tests results
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Validation with beam tests

Beam tests at FNAL and CERN (2016)
FNAL tests :

I 16 layers, up to ¥ 15X0
I Electron energy up to 32 GeV

CERN tests :
I 8 layers
I Electron energy up to 250 GeV
I 2 absorber configurations :

6 ≠ 15X0, 5 ≠ 27X0

FNAL configuration

2nd CERN configuration
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CERN beamtest configuration 

Much more information  
in Shilpi’s talk 



CMS L1-Trigger Phase-II Upgrade 
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#  The new L1-Trigger: 
! The CMS L1-Trigger system is required to select/reject each bx " First step of analysis 
! Time-multiplexed structure + tracker information + latest generation of FPGA + fast optical 

links " For the first time a particle flow reconstruction at L1 is possible 
! Change in maximum rate: from O(100kHz)"O(1MHz) + fixed latency from 4µs to 12.5µs 
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•  Assuming (worst case)  
 1lpGBT (8.96Gb/s)/wafer: 
1.12 GB/s x 25 ns/bx = 28 B/bx 

wafer cell 

Trigger Cell 

sector 

module 
Read-Out chip 

TPG Algorithms 

•  Assuming data-format (16b/TC): 
(28B/bx)/2B ~14TC/wafer) 

#  HGCal L1-Trigger: 
! Trigger Cell (TC) = 4 or 9 hexagonal cells (48 per wafer) 
! Online data reduction at front-end $ select average 10% TCs per module 
! The selected TC is used as input to back-end algorithms  
 $ produce the trigger primitives to be sent to the correlator 



HGCal Trigger Primitive Generator 

14 

#  Time-Multiplexed Two-stage architecture: 
! Stage-1: Dynamical clustering techniques based on the Nearest Neighbour TCs to 

generate 2D-clusters in each HGCal trigger layer.  
! Stage-2: Generation of 3D-clusters relying on the longitudinal development of the shower, 

exploiting the projected position of each 2D-cluster to identify its direction.  
! The Stage-1$Stage-2 data transmission is x24 time-multiplexed to allow all data from 

one endcap to be processed by one FPGA 
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28 FPGAs 

20 FPGAs 

24 FPGAs Front 
End 

C 
O 
R 
R 
E 
L 
A 
T 
O 
R 

HGCal  
Back End Stage-1 Stage-2 

CMS  
Back End 

Global 
Trigger 

CE-E 

CE-H 

1.5µs 3.5µs 



# C3d
0 50 100 150 200 250 300 350 400 450 500

a.
u.

4−10

3−10

2−10

1−10

Number of 3D-clusters out of trigger Layer-2

~240 
~100 ~35 

~15 •  pT > 0.5 GeV 
•  pT > 0.5 GeV 
•  pT > 0.5 GeV 
•  pT > 0.5 GeV 

•  pT > 0.5 GeV 
•  pT > 1.0 GeV 
•  pT > 1.5 GeV 
•  pT > 2.0 GeV 

HGC TP Algorithms 
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#  Performance – Stage-1/2 cluster and data-format 

Number of Trigger Links
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N links out: 95
Clu 2D size: 144 b

Number of 2D-cluster per each layer 
! tt+PU200 event$max ~300 2D-clusters 
! Constraint: 4 links/board output from 
Stage-1 and max 96 total links input to  
the Stage-2 
! 24x Time-Multiplexed allows for an  
average cluster size up to 144b 

Number of 3D-cluster per each endcap 
! tt+PU200 event $ max ~200 3D-clusters 
with pT>1.0 GeV 
! Define the bandwidth to the correlator: ~40 
kbit/(endcap x bunch-crossing)  

CMSSW simulation - 2017 CMSSW simulation - 2017 



Example of stage 1 - 2D clustering

▶  Implemented in CMS software and VHDL

▶  Use MP7 board as VHDL "

implementation target

▶  FPGA resource sufficient

▶  Near-neighbors approach


§  Cluster contains "
all trigger cells"
topologicaly "
connected with "
seed 


06/07/17 CMS HGCAL Electronics 16

FW	 SW	

Seeding	Threshold	(e.g.	5 MIPt)
Clustering	Threshold	(e.g.	2 MIPt)	

RAW	
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Firmware implementation Example of stage 1 - 2D clustering

▶  Implemented in CMS software and VHDL

▶  Use MP7 board as VHDL "

implementation target

▶  FPGA resource sufficient

▶  Near-neighbors approach


§  Cluster contains "
all trigger cells"
topologicaly "
connected with "
seed 
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FW	 SW	

Seeding	Threshold	(e.g.	5 MIPt)
Clustering	Threshold	(e.g.	2 MIPt)	

RAW	

#  L1-trigger Stage-1 algorithm, based 
on the nearest neighbours, has been 
succesfully implemented in VHDL 

! Sufficient FPGA resources 
on Virtex7 (LUT~70%) 

#  Generation of random RAW clusters 
to compare the hardware (HW) vs 
software (SW) reconstruction 

Example of stage 1 - 2D clustering

▶  Implemented in CMS software and VHDL

▶  Use MP7 board as VHDL "

implementation target

▶  FPGA resource sufficient

▶  Near-neighbors approach


§  Cluster contains "
all trigger cells"
topologicaly "
connected with "
seed 
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FW	 SW	

Seeding	Threshold	(e.g.	5 MIPt)
Clustering	Threshold	(e.g.	2 MIPt)	

RAW	

#  A first simulation test shows a perfect agreement 
between the clustering outputs in SW and in FW. 



Conclusion 
#  The endcap calorimeters will be replaced with the HGCal to face the harsh 

radiation environment and the high PU scenario at HL-LHC era. 

#  Innovative solutions have been adopted to guarantee radiation hardness 
and high granularity (0.56-1.06 cm2) of the detector using Si sensors as 
well as large dynamic range (ADC+TOT), low power consumption and 
timing accuracy O(50)ps of the read-out chips 

#  The high granularity and longitudinal segmentation allow full exploitation of 
particle shower properties for offline object identification, that can also 
benefit from timing information to mitigate the PU contamination 

#  The HGCal L1-trigger represents a real challenge:  
!  output at ~40MHz performing an impressive data reduction from 

300Tb/s (HGCROC output) to ~2Tb/s (correlator input) in less than 
5µs while preserving good object reconstruction performance   

#  Use of track info + high granularity + latest FPGA and fast optical links  
!  PF-based approaches exploitable at L1-trigger level for the first time.  
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Status and Plans 
#  For HGCal trigger, a 2-staged time-multiplexed architecture is proposed as baseline 

and first results in hardware confirm its feasibility 

#  The testbeam in 2017 at CERN and FNAL with modified SKIROC2_CMS, HGROC ASIC 
are almost over but more testbeam are scheduled in 2018 

#  TDR expected for the end of the year + refining of the clustering and reconstruction 
algorithms (both for L1 and offline) will continue   

18 02/09/17 L. Mastrolorenzo – PANIC 2017 

We are here 

Many challenges ahead and short time for producing such a complex device: 
" we are progressing well and according to schedule 

2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 

HGCal Prototyping Engineering and                       
Pre-production 

LS3 

Test 

T 
D 
R 

On-detector Electronics 
Mechanics Production 

Module Assembly 

Sensor Production 

Cassette Assembly 
Endcap Assembly 

Off-detector electronics 

E 
D 
R 
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Back-Up 



High luminosity LHC

High lumi LHC
Luminosity : 5 ◊ 1034 cm≠2s≠1

Integrated luminosity : 3000 fb≠1

Fluences : up to 1016neq/cm2 in ECAL
endcap
Average pileup : 140 (maximum of 200)

Need to replace endcap calorimeters
Radiation tolerant
Good timing resolution (pileup
mitigation)
Tracking capability (shower
reconstruction, PFA)
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Physics goal for HL-LHC 

#  Exploit the LHC at very high luminosity: 
! Precision measurements of H-sector  
! W,Z trilinear and quadrilinear couplings 
! Rare H-decays + SUSY + Dark Matter 

20 

#  HL-LHC (2026-203X) specification: 
! Linst.=5x1034cm-2s-1@13TeV  
! <Pile-Up (PU)>≤200                

02/09/17 L. Mastrolorenzo – PANIC 2017 

#  HL-LHC challenges: 
! High luminosity $ high PU 
! High n-fluence $ degradation of PbWO4 
! Dose in forward region ~3x105 Gy 
! High data rate to L1-trigger O(100 Tb/s) 

#  The scientific goals require: 
! High efficiency on lepton/photon reconstruction 
! Low trigger threshold 

$not to compromise EWK physics 
! Jet energy resolution maintained at very high PU  



Florian Pitters (CERN) CMS HGCAL Upgrade for HL-LHC

Effects on Current Endcap
n Current endcap is made of PbWO4 crystals 


n Radiation damage results in deteriorated signal yield

➤ Formation of colour centres that cause light absorption

➤ Laser monitoring mitigates this but only to a certain point

➤ Energy resolution constant term after 3000 fb-1 expected to be ~9%

19

28/02/2017 9

Why upgrading the calorimeters?

Relative response of the existing 
ECAL endcaps

Expected ECAL energy resolution 
after 3000 fb-1

With the current technology
signal yield deteriorated by radiation-induced effects
Mitigated by laser monitoring, but only to a certain point
 →Impact on the energy resolution
 →Constant term: 10% at the end of HL-LHC

Laser monitoring

28/02/2017 9

Why upgrading the calorimeters?

Relative response of the existing 
ECAL endcaps

Expected ECAL energy resolution 
after 3000 fb-1

With the current technology
signal yield deteriorated by radiation-induced effects
Mitigated by laser monitoring, but only to a certain point
 →Impact on the energy resolution
 →Constant term: 10% at the end of HL-LHC

Laser monitoring

signal loss with eta energy resolution after 3000fb-1 for current EC

Current Detector degradation 
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From TIPP-2017 
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Silicon Sensors

9

n Hexagonal geometry as largest tile-able polygon

➤ 6” and 8” sensors considered

➤ Cell sizes of ~0.5 cm2 and ~1 cm2 

➤ Cell capacitance of ~50 pF


➤ Will most likely need n-on-p for inner layers


n Some design goals

➤ 1kV sustainability to mitigate radiation damage 
➤ Four quadrants to study inter-cell gap distance and 

its influence on Vbd, Cint and CCE


n A few more details about those sensors

➤ Active thickness by deep diffusion or thinning

➤ Inner guard ring is grounded, outer guard ring is 

floating

➤ Truncated tips, so called mouse bites, for module 

mounting

➤ Calibration cells of smaller size for single MIP 

sensitivity at end of life

mouse bites calibration cells

Hamamatsu 6” 128ch design

contact pads

HGCal Si-Sensor and Wafers 
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Example Results

10

higher leakage currents 
at the edge region

lower leakage currents 
in the calibration cells mouse bites & calibration cells 

show lower capacitances than full cells 
(smaller size)

IV and CV example measurements done with probe card plus external switching unit

1000V 300V

HGCal Si-Sensor and Wafers 
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Module Integration

n Preliminary module design is as following

➤ First, the sensor is glued unto W/Cu baseplate covered with Au/Kapton foil

➤ Then, the readout PCB is glued unto the sensor

➤ Wire bonds through holes in the PCB connect readout board to sensor cells


n Per hole in the PCB, we can connect to 3 cells compared to 4 with squares

➤ Makes routing more difficult. Investigating sensor design features that could help.

11

module design

01/22/17

 

9

HGCAL module assembly
In
ca
nd
el
a,
2
M
ay
20
17

Dummy prototype Manual fixtures are in use
• Module using dummy silicon and 

a bare hexaboard assembled
Assembly and wirebonding went very 
smoothly

3readout PCB wire bonds

Hexaboard-module Assembly Qualification

4

Many precautions were taken based upon 
experience with previous test beam 
modules and because this is the only 
module going into the current test beam at 
CERN: 
• New epoxy dispensing and 

wirebonding routines were tested 
extensively (including tests with a 
dummy hexaboard-module that we 
built)

• Fixtures were tested and all Teflon 
surfaces were inspected under a stereo 
microscope

• Enscapsulation of the dummy 
hexaboard-module bonds were tested 
via thermal cycling (-30C) without any 
apparent risk 

- Wirebonds for new stepped holes seen

HGCal Si-Sensor and Wafers 
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Front end electronics architecture
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▶  Stringent requirements for Front-End Electronics 

§  Low power (< 10 mW/ch for analog part)

§  Low noise (< 2000 e-, 0.35 fC) 

§  High radiation (200 Mrad, 1016 N) 

§  High dynamic range: 0 – 10 pC


▶  Reusing standard HL-LHC electronics development (e.g. lpGBT)


§  MIP: 10k – 20k e- (1,5 – 3 fC)

§  System on chip (digitization, processing...) 

§  High speed readout (5-10 Gb/s) 

§  ~ 6.5 million channels 


HGCal FE architecture 
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HGCROC ADC/TOT 

26 02/09/17 L. Mastrolorenzo – PANIC 2017 

Some important issues
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▶  Key issues to be studied

§  Noise

§  Resolution

§  Linearity

§  Stability

§  Calibration

§  Accuracy

§  Crosstalk

§  Radiation

§  Timing

§  Systematic effects


▶  Important feature

§  ADC / TOT switching


ADC/TOT transfer changeover
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Simple concatenation OK for trigger purposes, full linearization can be implemented
in off-line reconstruction, but the small overlap makes direct calibration difficult
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VFE architectural issues

• key issues to be studied :
– Noise
– Resolution
– Stability
– Linearity
– Accuracy
– Calibration
– crosstalk
– Radiation
– Timing
– Systematic effects

C. de La Taille  Front-End elecectronics TIPP 2017 16

0.2 pC
~100 MIPS

LSB

Charge 
(fC)

ADC
TOT

100 fC (~30 
MIP)

TOT principle: "
after saturation 

signal width ~ 
input charge
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Electromagnetic showers
• From the CMS Phase II Upgrade Technical Proposal: https://cds.cern.ch/record/2020886?ln=en  
- Good energy resolution for EM showers 
- Molière Radius: 90% contained in ~2cm 

• From recent reconstruction developments* 
- measured energy resolution when considering  

energy deposited within a cylinder (radius r)  
around the shower axis 
=> Indication of competitive energy resolution  
 
 
*Density-based imaging-clustering (see next)
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the design described here. As can be seen the stochastic term varies with the active thickness of
the silicon sensors, and this largely explains the difference with the CALICE result, for which
sensors with an active thickness of 500 µm were used. A further contributing factor is the
fact that in the lower h regions of the HGC the angle of incidence of electrons and photons is
significantly inclined to the normal (by 25� at h = 1.5), thus increasing the effective thickness
of absorber layers. It has been verified that using a simplified model of the CALICE test beam
device, their test beam resolution performance can be reproduced. The constant term is also
small, 0.6 or 0.7%.

The Molière radius of the EE can be extracted, i.e. the radius within which 90% of the electro-
magnetic shower energy is expected to be contained, and is found to be 27.8 mm in simulated
electron showers, with the 68% containment radius being 9.7 mm. If the air gap (shown in
Fig. 3.25) is increased to 4 mm in the simulation the Molière radius increases to 35 mm but the
68% containment changes by a only a few mm. The benefit of high longitudinal granularity
can be seen by looking at the containment per silicon layer. Figure 3.39 (right) shows the 68%
and 90% containment radii for each individual silicon layer, showing that for the first half of
the layers 90% of the energy deposited by the shower is contained inside a radius significantly
less than the Molière radius, and the 68% containment radius is only a few mm.
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Figure 3.39: (Left) Energy resolution as a function of energy from a standalone simulation of
incident electrons on an HCGAL using silicon sensors with an active thicknesses of 300, 200
and 100 µm. (Right) Radii, r, containing 68% and 90% of the energy deposited in an individual
silicon layer by a shower, as a function of silicon layer. The colour-coded rectangles indicate
the fraction of total energy deposited inside the 68% and 90% containment radii of each layer.
Fitted parameterizations of the 68 and 95% radii as a function of depth are shown using the
design (2 mm) gap clearance and an increased (4 mm) gap.

The occupancy has been studied in events where the number of pileup events is modelled by
a Poisson distribution with a mean of 200. The result is shown in Fig. 3.40 for signals above a
thresholds of 0.5 MIP, equivalent to an energy of 2.5 MeV, and for signals above a threshold of
5 MIPs. The occupancy for the higher signal threshold is lower by more than a factor of about 4.
If the mean number of events per bunch crossing is 140 the occupancies are found to be lower
by a corresponding factor.

The ToT front-end results in dead time for sensor cells with signals larger than than 250 fC. The
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the design described here. As can be seen the stochastic term varies with the active thickness of
the silicon sensors, and this largely explains the difference with the CALICE result, for which
sensors with an active thickness of 500 µm were used. A further contributing factor is the
fact that in the lower h regions of the HGC the angle of incidence of electrons and photons is
significantly inclined to the normal (by 25� at h = 1.5), thus increasing the effective thickness
of absorber layers. It has been verified that using a simplified model of the CALICE test beam
device, their test beam resolution performance can be reproduced. The constant term is also
small, 0.6 or 0.7%.

The Molière radius of the EE can be extracted, i.e. the radius within which 90% of the electro-
magnetic shower energy is expected to be contained, and is found to be 27.8 mm in simulated
electron showers, with the 68% containment radius being 9.7 mm. If the air gap (shown in
Fig. 3.25) is increased to 4 mm in the simulation the Molière radius increases to 35 mm but the
68% containment changes by a only a few mm. The benefit of high longitudinal granularity
can be seen by looking at the containment per silicon layer. Figure 3.39 (right) shows the 68%
and 90% containment radii for each individual silicon layer, showing that for the first half of
the layers 90% of the energy deposited by the shower is contained inside a radius significantly
less than the Molière radius, and the 68% containment radius is only a few mm.
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Figure 3.39: (Left) Energy resolution as a function of energy from a standalone simulation of
incident electrons on an HCGAL using silicon sensors with an active thicknesses of 300, 200
and 100 µm. (Right) Radii, r, containing 68% and 90% of the energy deposited in an individual
silicon layer by a shower, as a function of silicon layer. The colour-coded rectangles indicate
the fraction of total energy deposited inside the 68% and 90% containment radii of each layer.
Fitted parameterizations of the 68 and 95% radii as a function of depth are shown using the
design (2 mm) gap clearance and an increased (4 mm) gap.

The occupancy has been studied in events where the number of pileup events is modelled by
a Poisson distribution with a mean of 200. The result is shown in Fig. 3.40 for signals above a
thresholds of 0.5 MIP, equivalent to an energy of 2.5 MeV, and for signals above a threshold of
5 MIPs. The occupancy for the higher signal threshold is lower by more than a factor of about 4.
If the mean number of events per bunch crossing is 140 the occupancies are found to be lower
by a corresponding factor.

The ToT front-end results in dead time for sensor cells with signals larger than than 250 fC. The

electron particles 
HGC-TP

electron particles 
HGC-TP

photon particles 
2017 CMSSW simulation

HGCal EM clusters properties 
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Hadronic showers
• Charged pion showers:  
- ~80%-90% of the shower energy  

is contained in a ~10cm radius 

- the minimum separation distance needed to resolve  
and split two different clusters is almost an order of  
magnitude smaller than the full containment radius 
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Gorbunov Update 15/22

Pion of reference  
(E = 80GeV η = 2.4, pT ≈14GeV) 
second Pion shot at dρ ≈4cm 
merging of showers for dρ ≈2cm 

2017 CMSSW simulation

14

Hadron showers – SimClusters

31 January 2017
CMS Week HGCAL meeting     
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TPG hardware

▶  Both DAQ and TPG require boards with high I/O 

and significant processing power 

§  Currently assume same hardware usable by both

§  Working assumption: 


•  ATCA format

•  ~100 F/O links up to 16 or 25 Gbit/s in and out

•  Ultrascale(+) FPGA(s) for processing 


06/07/17 CMS HGCAL Electronics 15

2012"
MP7 - 72 links in and out, "
each ~ 9 Gb/s


2016"
MPUltra - up to 96 links in 
and out, each ~16 Gb/s


 Per Endcap #

LpGBT links ~ 5k

Boards Stage 1 
(2D Clustering)

48

Boards Stage 2 
(3D Clustering, 
assuming 24x TMUX)

24

HGCal DAQ & TPG boards 
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NNC2d-Bandwidth evaluation tt+PU200 

#  The following has been assumed: 
! Raw link speed = 16.4Gb/s;  
! Link encoding =  64b/66b; 
! NtwMaps = 1008 (x8b) 

Dynamic Range 

#  So far: 
! Tmux=24 works,  
! Tmux=18 is probably OK,  
! Tmux=12 is probably not OK;  

Tmux 
Raw 2D-Cluster size [b] 

64 80 96 112 128 144 160 176 192 208 
12 122 134 143 152 161 170 186 195 206 213 
18 84 93 99 104 111 117 128 135 144 148 
24 73 78 81 87 91 95 103 105 111 113 

#  Estimation of the maximum number of 2D-clusters per layer: 
! Ttbar events from RelVal sample;  
! s(pp) cross-section evaluated @sqrt(s)=14TeV PU=200;  
! /RelValTTbar_14TeV/CMSSW_9_0_0_pre4-

PU25ns_90X_upgrade2023_realistic_v3_D4TPU200c2-v1/GEN-SIM-RECO 
! Nearest-Neighbors (NN) clustering with SE>5mipT, TE>2mipT  (CMSSW) 

Full Stat. ! 
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Average 2D-Cluster size 

L. Mastrolorenzo – PANIC 2017 

Number of seeds inside 2D-clusters 
1 2 3 4 >=4 

[%] 87.72 9.39 1.86 0.54 1.03 

NNC2d - TTbar+PU200 – High Stat. 
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2D-cluster size [b]
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Average 2D-Cluster size 
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                         lMax==0 ? 64b : 64b+24b*(lMax+1) 
Cluster with only 1 seed 

Here there are all 
the C2d that have 
Nseeds>=4 

NNC2d - TTbar+PU200 – High Stat. 
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#  Calibration using single photon gun:
#  Cluster dedicated calibration starting from C2d energy

€ 

Eπ = aidie
i=0

layer

∑

#  Where die are the energy deposits (in transverse mip - mipT) in the active layers, 
while the ai are the coefficients to estimate. The RMS can be evaluated:

#  Where Te is the pion truth energy. If we minimize the RMS2, the problem to find 
the ai reduces to a linear algebra problem of a matrix inversion:

€ 

RMS2 =
1
N

aidie
i=0

layer

∑ − ETe
true

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ 

e=1

sample

∑

€ 

M ⋅ a = v⇒ a = M −1⋅ v

#  Where M and v are thus defined as:

€ 

Mij =

died je
e=1

sample

∑
N

€ 

vi =

dieEe
true

e=0

sample

∑
N
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Matrix Inversion Calibration  
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#  Estimation of the matrix element for photon clusters 
!  Single-photon pT=50GeV no-PU 
!  C3d+NNC2d-2D clustering with SE>5mipT, TE>2mipT 

(CMSSW_9_2_0_patch2) 
!  Energy encoding: 16b + Trunc: 0b   
!  Most energetic C3d in a cone of ΔR=0.5 around the true photon 

trg-layer = (2*layer-1)
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#  Extraction of the calibration coefficients 
#  All coefficients are positive $Next step: errors 
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#  Deeper look to the coefficients: 
! Comparison between coefficients values obtained using all the layers and only the 

trigger-layers 
! The coefficients estimated using trg-layers assume larger values (~double), to take 

care for the deeper absorber between the two active layer considered. 
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#  Calibration Coefficients Shapes 
!  Comparison with respect those obtained from photons and pion 
!  Same clustering threshold for all physics objects (SE=2 mipT and TE=2 mipT) 
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#  Application of the matrix inversion calibration 
coefficients 
!  Sample of Z$ee without PU 
!  Compared with response obtained with the global scale factor cluster 

calibration 

di-e invariant mass
0 20 40 60 80 100 1200
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Invariant Mass

matrix-inversion calib.

global-SF calib.

Mean=93.08 
RMS=10.7 
Res.=11.5% 

Mean=89.33 
RMS=8.18 
Res.=9.15% 
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Tau clusters in HGCal 
#  Once again… look to taus! 

!  Study of hadronic decay modes 
!  Low multeplicity colimated jets, involving more 

HGCal 3D-clusters 
!  Study the energy desity for tau-id @L1 
!  Dedicated calibration 
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