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Outline	
•  Focused	in	scope:	

–  technologies	for	the	High-Luminosity	LHC	upgrades	
•  They	are	the	R&D	for	high-energy	hadron	colliders	

–  and	for	lepton	colliders:	FCC-ee,	CepC.	ILC,	CLIC	
•  SecMons:	

–  Silicon	trackers	
–  Gas	tracking	systems	(central	trackers	and	muon	systems)	
–  Calorimetry	

•  References	at	the	end	of	the	presentaMon	
–  many	from	TIPP	2017,	here	in	Beijing		
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Disclaimer:	due	to	the	limited	8me,	this	is	a	very	personal	
selec8on	of	topics,	even	within	the	limited	scope.	I	regret	
that	I’ll	not	be	able	to	talk	about	trigger,	compu8ng,	
par8cle	ID	and	that	I’ll	not	cover	even	some	paramount	
LHC	experiments.	



Hadron	Colliders	
•  Inelas8c	p-p	cross-sec8on	100—120	mb	
•  Luminosity	7—30	×1034	cm-2s-1	

•  Pileup	200—1000	interac8ons	in	25	ns	
•  Radia8on	hardness	
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						Ref.	1,	35		



Lepton	Colliders	
•  Emphasis	on	high	precision,	even	at	low	pT	(for	LHC	standards)	
•  Cross	sec8on:	30	nb	(Z	peak)	–	100	X	(high	energy	processes	like	ZH,	Y)	
•  Luminosity:	1—20	×1034	cm-2s-1	
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						Ref.	1	–3,	23	

σ d0
= 5⊕ 10 −15

p[GeV]sin3/2θ
 µm

σ1/p = 2 − 5×10−5GeV−1

σ E

E
= 3− 4% at ~40 GeV
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PRECISION	TRACKING	

Silicon	detectors	are	sMll	the	standard	soluMon	for:	
•  precision	tracking	
•  high-density,	high-rate	and	high-radiaMon	environments	
New	soluMons	for	pixel	detectors	and	Mming	layers	



Belle	II	SVD	
Double	Sided	Strips	
50—240	μm	

0.7%	X0	/	layer	

The	two	fronMers	of	silicon	detectors	
•  High	radiaMon	hardness	

–  Combined	with	high	par8cle	flux:	O(10	MHz/mm2)	
–  Example:	ATLAS		Strip	Detectors	

	
•  High	resoluMon	

–  small	pitch	
–  low	material	
–  low	power	consump8on	
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Innermost	Pixel	Detectors	
Dose:		1.3	Grad	
NIEL:			1.9×1016	neq/cm2	Non-irradiated:		

22	ke		

1016	neq/cm2	

4	ke		

Ref.	4	
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The Belle II vertex detector

 2 DEPFET layers (PXD)

 4 Double Sided Si-Strip 

Detector layers (SVD)

 PXD + SVD integration 

Nov. 2017 

DEPFET PXD L1 L2

# ladders 8 12

Distance from IP (cm) 1.4 2.2

Sensitive thickness (μm) 75 75

#pixels/module 768x250 768x250

Total no. of pixels 3.072x106 4.608x106

Pixel size (μm2) 55x50
60x50

70x50
85x50

Frame/row rate 50kHz/10MHz 50kHz/10MHz

Total sensitive Area (cm2) 89.6 176.9

total 0.2% X0

Belle	II	PXD	
DEPFET	
55—85×50	μm2	

N2	flow	cooling	
0.1%	X0	/	layer	

P+ stop

readout Al

readout Al

Si
P+ P+ P+

N+

N+

SiO2

SiO2N+

Ref.	5	

Ref.	6	

						J.	Bennet		
on	Saturday	



Axel König24.05.2017

Requirements for the Tracker upgrade
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1. Maintain physics performance
• Introduce track trigger concept

2. Increased radiation hardness
• Efficient operation up to:

• 2.3⨉1016 neq/cm2 à Pixel 
• 1⨉1015 neq/cm2 à Strips

3. Reduced material budget
4. Extended tracking acceptance

• ! = 2.4  � ! = 4
5. Increased granularity 

• Keep channel occupancy < 1 %

HL-LHC	Trackers	Upgrade	
•  High	par8cle	flux:	

–  extend	pixel	layer	
–  reduce	pixel	size			
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•  Full	Silicon	Trackers	
•  Extended	coverage	

up	to	|η|=4	

CMS	

Current	pixel	
layers	

Strip	detectors	
stereo	layers	

Pixel	detectors	
(prototype	with	FE-I4)	

Size	of	opera8ng	
pixel	layers	

Strip	doublets	
Strip	+	macro	
pixel	doublets	

Pi
xe
l	s
en

so
rs

	

L1	trigger	using	
high-pT	stubs	

Ref.	7,	8	

Rings	to	op8mize	
posi8on	of	
measurements	



HL-LHC	Trackers	Upgrade	
•  Main	technologies	to	cope	with	high	radia8on	damage:	

–  Thin	(100-150	μm)	planar	sensors	
•  beYer	signal	efficiency	
•  lower	leakage	current	

–  3D	sensors:	
•  L<Δ:	can	be	fully	depleted	with	moderate	bias	
•  more	complex	fabrica8on:	poten8al	yield	and	cost	issues	
•  innermost	layers	

•  Hybrid	pixel	sensor:	
–  Readout	chip	in		

TSMC	65	nm		CMOS	
–  Bump	bonding	

interconnec8on	
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24.05.2017,  Jörn Lange: 3D Detectors for HL-LHC 2

� Advantages
� Electrode distance decoupled from 

sensitive detector thickness
→ lower Vdepletion

→ less power dissipation, cooling
→ smaller drift distance

→ faster charge collection
→ less trapping

� Active or slim edges are natural 
feature of 3D technology

� Challenges
� Complex production process

→ long production time
→ lower yields
→ higher costs

� Higher capacitance
→ higher noise

� Non-uniform response from
3D columns and low-field regions
→ small efficiency loss at 0°

3D Detector Principle

C. Da Via et al., NIM A 694 (2012) 321

Planar Technology          3D Technology

Radiation-hard and active/slim-edge technology

24.05.2017,  Jörn Lange: 3D Detectors for HL-LHC 13

Efficiency for Non-Uniform Irradiation

� Efficiency improves with lower threshold

� 97% efficiency already at 100 V (1 ke threshold) after 1.4e16 neq/cm²!

97% 97%

Bump-Bonding
For	ITK,	the	baseline	is	to	rely	on	”traditional”	
bump-bonding,	however	new	challenges	emerge	:	

• 50x50	um2	pixels,	same	pitch	as	before	but	5	
times	higher	density

• Larger	ASIC	wafer	size	(12”)
• Larger	sensor	size	(˜	4x4	cm)
• Thinner	ASIC	and	Sensors	(<150	um)

Work	is	ongoing	to	qualify	bump-bonding	for	Itk
pixel	detector	:	

• Dummy	wafers	with	Daisy	chain	to	test	the	
process	at	high-density,	yield	

• Stress-compensating	layers	or	handling	wafers	
to	cope	with	thin	assembly	bow	

• Evaluation	of	Bump-deposition	vendors	on	
12”wafers	

• Evaluation	of	UBM	deposition	by	sensor	
vendors

• Evaluation	of	in-house	flip-chip	of	modules	for	
cost-saving

• Evaluation	of	alternate	bonding	methods	
(Indium,	wafer	to	wafer	bonding)

Gold	UBM	Deposition	at	Micron

Handle	wafer

Thin	sensor	or	ASIC	bonding

TIPP,	22-26	May	2017,	Bejiing,	China 10

The	RD53	Collaboration	
Technology 65nm	CMOS
Pixel	size 50x50	um2

Pixels 192x400	=	76800 (50%	of	production	chip)

Detector	capacitance <	100fF	(200fF	for	edge	pixels)

Detector	leakage <	10nA	(20nA	for	edge	pixels)

Detection	threshold <600e-

In	-time	threshold <1200e-

Noise	hits <	10-6

Hit	rate <	3GHz/cm2		(75	kHz	avg.	pixel	hit	rate)

Trigger	rate Max	1MHz

Digital	buffer 12.5	us

Hit	loss	at	max	hit	rate	(in-pixel	pile-up) ≤1%

Charge	resolution ≥	4	bits	ToT (Time	over	Threshold)

Readout	data	rate 1-4	links	@	1.28Gbits/s	=	max	5.12	Gbits/s
Radiation	tolerance 500Mrad at	-15oC
SEU	affecting	whole	chip <	0.05	/hr/chip	at	1.5GHz/cm2 particle	flux

Power	consumption	at	max	hit/trigger	rate <	1W/cm2	including SLDO	losses

Pixel	analog/digital	current	 4uA/4uA

Temperature	range	 -40oC	÷ 40oC

The	RD53	collaboration	is	developping the	tools	and	designs	needed	to	
produce	the	next	generation	of	pixel	readout	chips	needed	
by ATLAS and CMS at	the HL-LHC.	The	first	prototype	of	a	readout	ASIC	
for	HL-LHC	will	be	submitted	imminently	
• Increased	radiation	hardness	using	65nm	technology
• First	time	using	a	fully	synthetize	digital	part	in	a	”sea	of	digital”
• Smallest	pitch	for	hybrid	LHC	application	so	far	,	50x50um2,	

possibility	for	25x100um2

• Shunt	LDO	implemented	for	compatibility	with	Serial	Powering
• Highest	data	rate	achievable	per	ASIC	:		5Gbps

TIPP,	22-26	May	2017,	Bejiing,	China 9

RD53	Collabora8on	

Ref.	9	

Ref.	10	



Monolithic	AcMve	PixelS	
•  MAPS	are	a	possible	choice	for	environments	with	lower	rates:	

–  Heavy	ion	experiments:	STAR,	ALICE	
–  Interes8ng	for	FCC-ee,	CepC,	ILC,	CLIC	

•  Small	mul8ple	scaYering	term:	
–  Low	mass	detector:	

few	tens	of	μm	ac8ve	region	
–  Low	power	consup8on:	

liYle	or	no	cooling	system	material	

•  Typical	requirements	for	future	lepton	colliders:	
–  point	resolu8on	<	3	μm	→	pixel	size	<	10	μm	
–  material	<	0.15%	X0/layer	
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ALICE | VERTEX2016 | 27.09.2016| Stefania Beolè  

A Large Ion Collider Experiment 

OB HIC Prototypes 
• Small series of OB HIC prototypes built using pALPIDE-3 chips 

–  6 HICs and 1 stave (with 2 modules) 
–  Full characterisation with different modes of operation, readout rates 

and environmental conditions (supply voltages and temperature) 
–  Sensor performance comparable to single chip 

• Pre-series production (~20 units) with ALPIDE chips   
 Oct – Dec 2016 

20 

OB Module 

cross cables 
(connection to power bus) 

single chip 

modules 

ALICE	ITS	Upgrade	
~30×30	μm2	

50	μm	thickness	
~1.1%	X0		
														→	~0.3	X0	

Pixel Sensor produced using TowerJazz 0.18µm CMOS Imaging Process

� Deep Pwell allows in-pixel full CMOS (complex in-pixel circuitry without charge loss). 
� Key to enable low-power read-out.
� High granularity, low material budget (~1/7 w.r.t. present ITS pixel chip)

� Resistivity (>1 kΩ·cm) p-type epitaxial layer (25 μm);
� Possibility of reverse biasing

ALPIDE: THE MONOLITHIC ACTIVE PIXEL SENSOR 

Pixel sensor R&D 

1018 cm-3

NA ~1013 cm-3

NA ~1018 cm-3

Diffusion

DriftDrift

55 -12 July 2017 EPS-HEP 2017   Paolo Camerini

RD53	 ALPIDE	

Pixel	size	 	50	×	50	μm2	
or	25	×	100	μm2	

27	×	29	μm2	

Readout	 synchronous	 asynchronous	

Power	 1	W/cm2	 <40	mW/cm2	

Time	stamping	 25	ns	 ~2	μs	

ALICE	ALPIDE	Ref.	11	



Depleted	Monolithic	AcMve	PixelS		
•  MAPS+Depleted	Layers	

–  CollecMon	by	dri`:	faster,	less	trapping	
•  High	Voltage	processes	

–  Availability	of	processes	with	high	voltage	
capability,	driven	by	automo8ve	and	power	
management	applica8ons	

•  High	Resis8vity	substrates	
–  Foundries	accep8ng/qualifying	wafers	or		

epitaxial	substrates	with	mid-high	
resis8vity	

•  130-180	nm	feature	size	
–  deep	submicron	technologies	needed	for	

the	design	of	radia8on	hard	electronics	
–  mul8ple-well	process	to	decouple	front-

end	electronics	from	the	sensi8ve	region	
•  Also	SOI	processes	
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d = εSiε0µcarrierρ V +VBI( )

Small collection electrodes 

	6	H.	Pernegger	CERN	EP	-	TREDI	-	Trento	Feb	2017	

•  Small collection electrodes 
–  Higher gain and faster response 

due to smaller capacitance (~5fF) 
and higher Q/C 

–  Potentially lower power 
consumption 

–  Signal collection under DPW after 
irradiation more difficult on edges 

•  Modified Process 
•  Add planar n-type layer 
•  Significantly improves depletion 

under p-well with deep junction 
•  Does not require significant 

circuit or layout changes 

“Large	fill-factor”	
•  O(100	fF)	detector	capacitance	
•  Uniform	charge	collec8on	

“Small	fill-factor”	
•  O(10	fF)	detector	capacitance	
•  Low-field	regions	interpixel	
•  Special	processing	to	improve	performance	

Ref.	12	

Ref.	13	

Ref.	14	



Timing	and	pileup	
•  With	increasing	rate	of	mul8ple	interac8ons,	

individual	pile	up	events	cannot	be	anymore	
separated	spa8ally	

•  But	some	separa8on	can	be	achieved	by	precise	
8ming	informa8on:	
–  Events	in	the	same	posi8on	can	be	displaced	in	

8me	by	
	

–  State-of-art	is	NA62	GigaTracker	σt≈200	ps		
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Vertexes in space and time 
HL-LHC situation, pile-up ~ 150 - 200: 

Vertexes overlap in space ! tracking  does not resolves all vertexes  

There are between 15-20% of tracking vertexes (longitudinal 

resolution ~ 200 micron) that are actually composed by 2 or 

more interactions 

! Loss of events ! loss of luminosity 

σ t =
σ z

c
≈

5 cm
c

≈ 180 ps

•  Need	to	achieve	σt=10-30	ps	
•  Low	Gain	Avalanche	Diodes	

–  exploit	local	amplifica8on	in	silicon		
to	increase	dV/dt		

–  Radia8on	hardness	s8ll	to	be	addressed	(acceptor	removal	affects	the	mul8plica8on	
layer)	

27	

Towards	4D	tracking	...	Low-Gain	Avalanche	Detectors	

N.	Wermes,	FCC-2017	Berlin,	6/2017	

q  Separate	the	“collecKon”	of	charge	from	the	signal	gain	
q  Figure	of	merit	for	σt	is	the	“slew	rate”	dV/dt	≈	Signal/τrise			

Need:	fast	drip	-	large	signals	–	low	noise	
§  e-	drip	in	sat.	(E	=	20	kV/cm,	vD	≈	107	cm/s)	=>	HV	
§  collect	electrons	fast	=>	thin	
§  get	large	signals	=>	from	amplified	holes	(!)	
§  small	C,	small	ileak	,	low	noise	=>	small	electrodes			
§  broad-band	(non-CSA)	amplifier	&	e.g.	CF	discr.	

iS = q ~Ew · ~v

q  UlKmate	Goal:	simultaneous	space	(~10µm)		
																											and	Kme	resoluKon	(<	50	ps)	->	pile-up	killer	

q  OpKons	for	ATLAS	(HighGranularityTimingDetector;	Forward)		
													and	CMS-TOTEM	(in	Roman	Pots)	

arrival	
fluct.	

distorKon	
low	w-field	

How	to	obtain	fast	Kming	with	Si	detectors?	
q  How	would	one	go	about	geong	into	the	10	ps	range	with	(structured)	Si	detectors?	
q  =>	exploit	“in-silicon”	charge	amplificaKon	

§  in	“Geiger	Mode”	fashion	(like	in	gas	RPCs)	

see	e.g.	W.	Riegler,	C.	Lippmann,	R.	Veenhof		
NIM	A	500	(2003)	144	

σt	governed	by	
avalanche	fluctuaKons	

26	

H.	Sadrozinski	et	al.,	NIM	A730	(2013)	226-231,	NIM	A831	(2016)	18-23	
N.	CarKglia	et	al.,	NIM	A796:141–148,	2015;	NIM	A845	(2017)	47-51	

N.	Wermes,	FCC-2017	Berlin,	6/2017	

Townsend	coeff.	 ahachment	coeff.	

�t ⇡
1.4

(↵� ⌘) vD
⇡ 50ps

§  OR	....	in	“linear	mode”	fashion	
->	Low	Gain	Avalanche	Detectors			

Ref.	15	



ATLAS	High	Granularity	Time	Detector	
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Bruno Lenzi (CERN) ATLAS High Granularity Timing Detector 24/05/2017
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ATLAS Preliminary
HGTD test beam Oct 2016    120 GeV pions

Test-beam results

• Gains up to 50, time resolution < 30 ps for 1x1 mm2 pads, dominated by 
Landau fluctuations


• Good efficiency and signal uniformity for arrays


• Refined analyses ongoing
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Bruno Lenzi (CERN) ATLAS High Granularity Timing Detector 24/05/2017
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HGTD: requirements and overal specifications

• Available space: 65 mm @ |z| = 3.5 m (2.4 < |η| < 4.2)


• Radiation levels up to 3 MGy, 4 x 1015 Neq/cm2


• Occupancy < 10% → pads of 1x1 - 2x2 mm2


• Granularity also defined by initial studies of electronics / time resolution


• 4 Si (LGAD) layers . Option to have 3X0 W absorber (|η| = 2.4 - 3.2)

4

Preliminary design

cover
Off detector

4x Si layers
Bruno Lenzi (CERN) ATLAS High Granularity Timing Detector 24/05/2017

High Granularity Timing Detector (HGTD)

• Timing detector with σt = 30 ps in forward region: 
(most sensitive region to pileup)


• Offline pileup mitigation in addition to tracker


• Trigger capabilities (40 MHz)


• Potential for luminosity determination and  
tagging beam-induced background

3

ATLAS Weekly MeetingL. Masetti  - 31/01/17

Pile-up and lumi
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DRAFT

Track-vertex association is particularly important because pile-up tracks included in the numerator of R
PT193

will create tails on its distribution and increase its value for pile-up jets, reducing the separation power194

between hard-scatter and pile-up jets.195

The e�ect that track and vertex merging has on the R
PT pile-up jet suppression performance is shown196

in Figure 5. This figure also shows the expected improvement on this discriminant obtained with the197

HGTD.198
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Figure 5: Pile-up jet e�ciency as a function of hard-scatter selection e�ciency for di�erent R
pT selections. The

solid curve is the degraded performance resulting from merged pile-up tracks in the track-vertex association. The
dotted red dotted line is the improved performance with a 60ps timing cut. The dotted blue line is the performance
when all pile-up tracks are removed using truth particle-level information.

1.2.2.3 Quark-Gluon tagging199

The ability to distinguish quark from gluon jets can enhance the physics potential of many analysis with200

jets in the final state. VBF and VBS final states in particular, are likely to benefit from quark gluon201

separation in the forward region since at least one of the two tag jets is forward and within the acceptance202

of HGTD. Quark gluon (q/g) tagging in ATLAS was developed during Run 1 and relies on two track203

observables: jet track multiplicity, and transverse jet width. Quark gluon tagging is described in detail204

in [cite:qg]. The dependence of the track multiplicity and (track) jet width with the pile-up vertex density205

is shown in Figure 6, for inclusive jets in tt̄ events, and for ITK only and ITK+HGTD settings.206

In the case of the track multiplicity, and as expected, HGTD almost entirely removes the pile-up track207

contribution. This e�ect is less visible in the case of width. The reason for this is that the jet width208

is defined a track p
T

radial moment, which naturally down-weights the contribution from pile-up tracks209

which have a lower p
T

spectrum than hard-scatter jets.210
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Using RpT

Luminosity measurement based on pixel counting within a given time window  
to suppress out-of-time pile-up 

Performance studies just started
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•  Iden8fy	pileup	track	at	2.4<|η|<4.2	
•  tracking	loose	discrimina8ng	power	

•  	4	layers	of	LGAD,	1×1	mm2	

•  Op8on	for	a	W	absorber	(3	X0)	

Ref.	16	
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TRACKING	WITH	GAS	DETECTORS	

Large	volume	/	moderate	density	environment:	
•  central	tracking	of	lepton	collider,	heavy	ions	experiments	
•  muon	systems	



8 S. Bressler

Micromegas - Meshes GEM/THGEM - holes

ConceptsMPGD

Giomataris (1998) Sauli (1997) Breskin (2004)
10 fold larger than GEM

Micro-Pacern	Gas	Detector	
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S.	Bressler	@	TIPP	2017		

•  Separa8on	between	
dri}	and	
mul8plica8on	region	

•  Flexible	techniques	
that	can	provide	
mul8ple	incarna8ons	
RD51	CollaboraMon	



LHC	Muon	Systems	upgrades	
•  ATLAS	New	Small	Wheels	

–  Cope	with	15	kHz/cm2		
–  Tracking:	15%	pT	resolu8on	at	1	TeV	
–  Trigger:	muon	direc8on	online	with	1	mrad	resolu8on	
–  8	layers	of	Thin	Gap	Chamber	(trigger)	and	8	of	

MicroMegas	
–  1200	m2	/	2.4M	readout	channels	

•  CMS	
–  Increase	robustness	in	forward	reagio	
–  Rate	10	kHz/cm2	

–  Triple	GEM	
	amplifica8on		
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1.2. GEM technology and GE1/1 system overview 5

strips in φ, over 10 degree which means that each strip cover 450 µrad.

Drift cathode

GEM 1

GEM 2

GEM 3

Readout PCB

Induction

Transfer 2

Transfer 1

Drift

Amplifier

Figure 1.3: Left: By cascading three GEM foils, the amplification per stage can be kept modest
to avoid electric breakdown problems. Right: Exploded view of the mechanical design of a
Triple-GEM chamber.

In the GE1/1 muon system, a pair of such Triple-GEM chambers is combined to form a “super-
chamber” (see Figure 1.4 left) that provides two measurement planes in the muon endcap that
complement the existing ME1/1 detectors and maximizes the detection efficiency. Each super-
chamber covers a ≈ 10o sector, so that 72 superchambers are required (36 in each endcap) to
form a ring of superchambers that gives full azimuthal coverage. The superchambers alternate
in φ between long (1.55 < |η| < 2.18) and short (1.61 < |η| < 2.18) versions, as dictated by
the mechanical envelope of the existing endcap. These η ranges maximize the GE1/1 coverage
within the limits of that envelope. In most cases in this document, the coverage of GE1/1 will
be quoted approximately as 1.6 < |η| < 2.2. Each endcap holds 18 long and 18 short super-
chambers. One endcap is depicted in Figure 1.4 (right). The superchambers will be installed in
slots originally foreseen for RPC chambers, in the gap between the hadron calorimeter and the
CSC ME1/1 chambers in the YE1 “nose” (see Figure 1.5). This geometry is also implemented
in detector simulations used for various performance studies.

The performances of several generations of GE1/1 prototypes were studied in great detail in
a series of beam tests at CERN and Fermilab and with x-ray sources over a five-year R&D
period [11–13]. Figure 1.6 shows the most recent prototype, which is essentially equivalent to
the proposed final production chamber. It was demonstrated that the detector response varies
not more than 15% across the entire chamber. At the same time, detection efficiencies of 97-98%
were achieved, depending on gas mixture and type of readout. With binary-output readout,
an acceptable angular resolution of 131 µrad has been measured, which is close to the intrinsic
resolution expected for the binary readout. Timing measurements of a prototype operated with
Ar/CO2/CF4 45:15:40 demonstrate that 97% of all hits are attributed to the correct 25 ns bunch
crossing.

The small charge signals on the GE1/1 electrodes are amplified, digitized, and further pro-
cessed by custom designed 128-channel ASIC circuits. A new front-end ASIC design based on
the previous success of the binary-readout VFAT2 chip was developed to match the required
particle rates and trigger precision. The transport of data between the GEM on-detector elec-
tronics and the off-detector DAQ system will be via optical fibres. CERN-based common design

Ref.	19	

Ref.	18	

Enhance	system	in	forward	direc6on	

Very	challenging	region:	
–  trigger	
–  offline	reconstrucUon	

	

High	rates:	random	hits,	
punchthrough,	muons	
	

Small	bending	of	muons	
by	magne6c	field	
	
UPGRADE:	augment	the	
system	by	adding	new	
detectors	

July	8,	2017	–	EPS	HEP	Conference,	Venice	Andrey	Korytov	(UF)	 10	
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ALICE	TPC	conMnuous	readout	
•  Typical	opera8on	mode	for	TPC:	

–  MWPC	readout	planes	
–  Ga8ng	grid	to	avoid	ion	backflow	

(10-5	suppression)	
–  Rate	limita8on		few	kHz	

•  At	Run3	many	events	will	overlap	
•  Mul8ple	GEM	stacks	

–  ion	backflow	<1%	
–  maintaining	good	dE/dx	resolu8on		
–  con8nuous	readout!	
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time

Drift time in TPC, 
gating grid open

Fixed gating grid closure 
time, no event readout

event 1 event 2 event 3 event 4

Drift time in TPC

Ref.	20	

Run	1												Low-mass	dileptons		Run3	(expected)	

Alco	considered	for	ILC	and	CepC	
MPGD	readout	(GEM+MM)	photon	detector	in		in	COMPASS	RICH	

						H.	Qi	on	Friday	



Dri`	Chambers	

•  Dri}	chambers	con8nue	to	be	aYrac8ve	
detectors	for	low	material	systems	
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MEG	dri}	Chamber	
NIM	A824	589—591		

IDEA	detector	
FCC-ee,	BepC	

BELLE	II	
						J.	Bennet		
on	Saturday	

Ref.	22	



Cylindrical	GEMs	
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2018.05.22-26  – TIPP17 - Beijing R.Farinelli 7  

A CGEM based Inner Tracker

● Rate capability ~ 104 Hz/cm2 

● Spatial resolution: 

σr-  ϕ ~ 130 µm ,  σz ~ 1 mm

● Momentum resolution: 

σpt/Pt ~ 0.5 % @ 1 GeV/c

● Efficiency ~ 98 %

● Material budget ≤ 1.5 % X
0
 

in total
● Coverage: 93 % 4π

● 1 Tesla magnetic field

BESIII requirements

R.Farinelli 14  2018.05.22-26  – TIPP17 - Beijing

µTPC method

• The time information can be used to improve 
the spatial resolution in magnetic field and 
in case of non-perpendicular tracks.

• Known the drift velocity from Garfield 
simulation, it is possible to assign to each 
fired strip a bi-dimensional point. These 
points are used to reconstruct the track in 
the conversion region

• A linear fit is used to reconstruct the path 
and to measure the particle position 

Θ = 30°Θ = 45°

Θ
 
= 20°

Θ
 
= 10°

Incident angle measured (deg)

cathode

G1

G2

G3

anode

z = ax + b

g
a
p

						L.	Lavezzi	on	Sunday	 •  Support	internal	layers	of	dri}	
chamber:	
–  KLOE-2	@	DAFNE,	BESIII	Upgrade	

@Beijing,	CLAS12	@JLAB,	ASACUSA	
@CERN,	MINOS	@FERMILAB,	
CMD-3	Upgrade	@	BINP	

•  Possibile	to	implement	stereo	
readout	on	anode	

•  Timing	on	electrode:	μTPC	mode	
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CALORIMETRY	

The	quest	for	higher	granularity:	
•  in	space	and	Mme	
and	for	the	ulMmate	hadron	jet	energy	resoluMon	



HL-LHC	Calorimetry	upgrades		
•  Calorimeters	are	a	structural	asset	of	an	experiment	
•  Most	of	the	sensors	capable	to	cope	with	aging	and	radia8on	at	the	HL-LHC	
•  Upgrade	of	the	readout	electronics	can	improve	performance	for	the	more	demanding	

HL-LHC	condi8ons:	
–  increase	data	bandwidth	(more	informa8on:	8ming,	granularity)	
–  trigger	algorithms	on	off-detector	high	performance	FPGAs	
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•  CMS	barrel	ECAL		
–  PbWO4	crystals	APD	readout:		
–  Run		with	colder	APD:	18	°C	→	9	°C,	35%	noise	reduc8on	
–  New	Very	Front	End	cards	

•  reduce	shaping	8me	
•  local	digi8za8on	

–  New	Front-End	cards	
•  Streaming	of	data:	Single	channel	data	link	at	160	MHz	

–  Off-detector	signal	processing,	with	full	granularity	

Similar	plans	for	ATLAS	LAr	and	Tile	calorimeters	 Ref.	27-28	

					D.	A.	Petyt	and	P.	Meridiani	on	Saturday	

Paolo Meridiani

ECAL BARREL UPGRADE

11

Upgrade necessary to cope with increased APD 
dark current, pile-up, trigger latency (12.5 μs) and 
L1 accept rate (750 kHz) 

Operating temperature from 18°C to 9°C to 
reduce APD dark current 

Keep crystals+APD, replace Very Front-End (VFE), 
FE and off-detector electronics 

Profit of ECAL electronics replacement to optimise 
precision timing capabilities  

goal is to reach a time resolution <30ps for H➝ɣɣ 
photons (E>50 GeV) 

RE
PL

AC
E

KE
EP

5x5 crystal matrix

Target	30	ps	8me	resolu8on	



CMS	ECAL	upgrade	

•  Combina8on	of	faster	shaping	8me	and	160	MS/s	allows	to	
reach	the	30	ps	resolu8on	
–  achieved	in	2016	testbeams	
–  provide	performance	at	200	pileup	HL-LHC	similar	to	the	ones	

of	LHC	running	
–  need	to	ensure	it	at	the	whole	system	level	
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					D.	A.	Petyt	and	P.	Meridiani	on	Saturday	

Paolo Meridiani

PRECISION TIMING & PILE-UP

9

MIP Timing allows to reduce ~x5 spurious pile-up tracks 
track-vertex compatibility requirements both in space and time 
significant improvements for event reconstruction: isolation efficiency 
(e,μ,!,ɣ), jet/MET resolution 

Pile-up reduction also possible for photons if similar time resolution is achieved 

Paolo Meridiani

PHOTON TIMING & H➝ƔƔ

10

Photon timing (<30ps) allows to determine di-photon interaction vertex position     
(and time) 
Vertex currently determined using recoiling tracks properties. Efficiency ~80% with 
current pile-up LHC conditions, will become 30% @ PU200 

ECAL+track precision timing allows to ~ keep current vertex efficiency @ PU200   

Paolo Meridiani

PHOTON TIMING & H➝ƔƔ

10

Photon timing (<30ps) allows to determine di-photon interaction vertex position     
(and time) 
Vertex currently determined using recoiling tracks properties. Efficiency ~80% with 
current pile-up LHC conditions, will become 30% @ PU200 

ECAL+track precision timing allows to ~ keep current vertex efficiency @ PU200   

Paolo Meridiani 16

TEST BEAM 2016

Prototype VFE with TIA implemented using 
discrete components  
30ps resolution for A/σ = 250 

25 GeV @ HL-LHC start (100 MeV noise) 
60 GeV @ HL-LHC end (240 MeV noise) 

Optimal performance already with 160 
MHz sampling   

Test beam with prototype TIA ASIC + 
integrated ADC in October 



Jet	reconstrucMon	in	e+e-	experiments	
•  A	requirement	for	high-precision	physics	at	e+e-colliders	is	

W→jj	/	Z→jj	separa8on.	
–  3	—	4%	jet	energy	resolu8on	at	50	GeV	

•  Par8cle-Flow:	
–  jet	energy	sharing:	

•  ≈60%	charged	par8cles	→	central	tracker	
•  ≈30%	photons	→	electromagneMc	calorimeter	
•  ≈10%	neutral	hadron	→	hadronic	calorimeter	
•  90%	of	the	energy	may	be	obtained		
from	high	precision	measurements	

–  requires	complex	reconstruc8on	algorithms	
•  very	high	granularity	detectors	to	reconstruct		
the	shower	development	

•  Dual	readout:	
–  determine	e.m.	and	had.	components	of	hadronic	showers	by	reading	

out	two	different	signals	(for	example:	scinMllaMon	and	Cherenkov	light)	
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Ref.	29	



High-Granularity	Calorimeters	
•  R&D	by	CALICE	Collabora8on	

(Calorimeter	for	ILC)	
–  different	technologies	explored	
–  reconstruc8on	algorithms	
–  Baseline	for	ILD	(RPC)	and	SiD	

(Si-W)	
–  concepts	now	being	applied	also	

to	current	experiments!	

Beijing,	4	September	2017	 A.	Andreazza	-	Detector	Develoments	 23	

ALICE	FoCAL	
•  3.5		mm	W	absorbers	

•  1	X0	
•  RM	9.3	mm	

•  Low	Granularity	layers	
•  Si	Pad	1×1	cm2	

•  High	Granularity	layers	
•  CMOS	Maps		
30×30	μm2	

•  Few	mm	2-par8cle	
separa8on	 Ref.	31	

CMS	HGCal	
•  Replacement	for	
forward	ECAL	

•  Silicon	+	Cu,	W,	Pb	
•  28	layers	
•  25	X0	~1.3	λ	

•  ScinMllators	and	Silicon	
+	Steel	
•  24	layers,	8.5	λ	

					L.	Mastrolorenzo		
and	S.	Jain	on	Saturday	

Ref.	30	



CMS	HGCal	for	HL-LHC	
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•  Silicon	secMons	
–  hexagonal	modules	(from	8”	wafers)	
–  thickness	100—300		μm	
–  0.5-1.0	cm2	hexagonal	cells	
–  11-bit	ADC/TOT	
–  Time	of	Arrival	

O(50	ps)	

•  ScinMllator-SiPM	secMon	
–  3×3	cm	scin8llator	8les	
–  interleaved	with	steel	plates	

•  Level-1	trigger	
–  Trigger	cells	in	FE	chip	
–  2D	(1st	stage)	and	3D	(2nd	stage)	

clusteriza8on	on	FPGS	(Vitrtex7)	
–  Trigger	decision	in	5	μs	

					L.	Mastrolorenzo		
and	S.	Jain	on	Saturday	



Dual	Readout	Approach	
•  RD52	–	DREAM	

(Dual	REAdout	Method)	
–  Scin8lla8on	light:		

dE/dx	of	charged	par8cles	
–  Cherenkov	light:		

from	e,	e.m.	component	of	shower	
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Proposed	for	IDEA	detector	at	FCC-ee	

Ref.	34	

Copper	
matrix	

Bundles	of:	
•  Scini8lla8ng	fibers	
•  Cerenkov	fibers	

Test	beam	results	and	simula8ons	show	a	30%/√E	
resolu8on	can	be	achieved	for	a	4π	detector.	
Under	study	readout	with	SiPM	(instead	of	PM):	
•  more	compact	readout	
•  it	allows	longitudinal	segmenta8on	and	

opera8on	in	magne8c	field	
•  higher	granularity	



Summary	and	outlook	
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•  Innova8ons	in	detector	techniques	are	con8nuing	to	improve	the	
performance	of	nuclear	and	par8cle	physics	apparatuses:	
–  developements	in	silicon	detectors,	MPGD	and	calorimetry	
–  crossover	between	applica8ons	
–  8ming	as	a	method	to	fight	against	pileup	(4-dimensional	detecors)	

•  Some	key	items	not	men8oned	enough:	
–  custom	ASICS	are	key	players	in	extrac8ng	the	informa8on	from	the	detector	
–  off-detector	compu8ng	power	(either	CPU	or	high-end	FPGA):	fast	and	selec8ve	

trigger	decisions		

•  Some	of	the	open	ques8ons	for	the	future:	
–  What	will	be	the	best	concept	for	new	e+e-	detector?	

•  full	silicon	tracker	or	gas-based	central	tracking?	
•  High-granularity	or	dual	readout	calorimetry?	

–  For	the	next	next	energy	and	luminosity	steps	of	hadron	colliders:	
• Will	silicon	detector	achieve	the	required	performance?	
• Which	technology	for	high	rate	muon	system?	
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Physics programme and detector requirements Linear colliders

Linear collider detector needs

Momentum resolution
Higgs recoil mass, smuon endpoint,
Higgs coupling to muons

! �pT/p
2
T ⇠ 2⇥ 10�5GeV�1 above 100GeV

Impact parameter resolution
c/b-tagging, Higgs branching ratios

! �r' ⇠ a� b/(p[GeV] sin
3
2 q)µm

a = 5 µm, b = 10� 15 µm

Jet energy resolution
Separation of W/Z/H di-jets

! �E/E ⇠ 3.5% for jets at 50-1000GeV

Angular coverage
Very forward electron and photon tagging

! Down to q = 10mrad (h = 5.3)

Requirements from beam structure and
beam-induced background

! Note: Ongoing study to re-define needs for
precision measurements
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Eva Sicking (CERN) Detector challenges for high-energy e+e� colliders May 22, 2017 18 / 51

Eva	Sicking	@	TIPP2017	
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Physics programme and detector requirements

Energy reach ! physics programmes

Physics programmes focus on precision measurements of
FCC-ee: Z, W, Higgs, top
CEPC: Higgs (Z, W under discussion)
ILC: Higgs, top, direct high-mass BSM searches
CLIC: Higgs, top, direct high-mass BSM searches

Eva Sicking (CERN) Detector challenges for high-energy e+e� colliders May 22, 2017 17 / 51

Eva	Sicking	@	TIPP2017	



FCC-ee	and	CepC	parameter	lists	
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Experimental	condiMons	
•  Hadron	colliders	

–  inelas8c	p-p	cross-sec8on	100—120	mb	
–  luminosity	7—30	×1034	cm-2s-1	

–  pileup	200—1000	interac8ons	in	25	ns	
–  radia8on	hardness	

	
•  Lepton	colliders	-	Emphasis	on	high	precision,	even	at	low	pT	(for	LHC	standards)	

–  cross	sec8on:	30	nb	(Z	peak)	–	100	X	(high	energy	processes	like	ZH,	Y)	
–  luminosity:	1—20	×1034	cm-2s-1	
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σ d0
= 5⊕ 10 −15

p[GeV]sin3/2θ
 µm

σ1/p = 2 − 5×10−5GeV−1

σ E

E
= 3− 4% at ~40 GeV

						Ref.	1	–3	



Axel König24.05.2017

Requirements for the Tracker upgrade

4

1. Maintain physics performance
• Introduce track trigger concept

2. Increased radiation hardness
• Efficient operation up to:

• 2.3⨉1016 neq/cm2 à Pixel 
• 1⨉1015 neq/cm2 à Strips

3. Reduced material budget
4. Extended tracking acceptance

• ! = 2.4  � ! = 4
5. Increased granularity 

• Keep channel occupancy < 1 %

HL-LHC	Trackers	Upgrade	
•  High	par8cle	flux:	

–  extend	pixel	layer	
–  reduce	pixel	size			
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•  Full	Silicon	Trackers	
•  Extended	coverage	

up	to	|η|=4	

CMS	

Current	pixel	
layers	

Strip	detectors	
stereo	layers	

Pixel	detectors	
(prototype	with	FE-I4)	

Size	of	opera8ng	
pixel	layers	

Strip	doublets	
Strip	+	macro	
pixel	doublets	

Pi
xe
l	s
en

so
rs

	

L1	trigger	using	
high-pT	stubs	

Ref.	#	

Rings	to	op8mize	
posi8on	of	
measurements	
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pT modules: PS module

8

• One silicon strip sensor (PS-s) and one 
silicon macro pixel sensor (PS-p) stacked 
[pic. #1, #2]
• AC-coupled PS-s: 2.4 cm x 100 μm
• DC-coupled PS-p: 1.5 mm x 100 μm

• Front-end electronics:
• PS-s readout à Short Strip ASIC (SSA)
• PS-p readout à Macro Pixel ASIC (MPA)

Ø Bump bonded to PS-p
Ø Performs hit correlation
Ø Cooling via carbon fibre reinforced 

polymer (CFRP) base plate [pic. #5]
• Concentrator ASIC (CIC) [pic. #10]

Ø Buffer, aggregate and format data 
• DC/DC converter [pic. #8]
• Low-power gigabit data transceiver 

(LpGBT) [pic. #7]
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Radiation issue: Initial acceptor removal 

This term indicates the “removal” of the initially present p-doping. 

For UFSD this is particularly problematic as it removes the gain layer 

Irradiation  ! Defects  ! Boron becomes interstitial 

B

The boron doping is still there, only it has been moves into a different 

position and it does not contribute to the doping profile, it is inactive 

B

B



Depleted	Monolithic	AcMve	PixelS		
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Igor	Mandić,	Jožef	Stefan	InsJtute,	Ljubljana	Slovenia		
11th	"Trento"	Workshop,	February,	Paris,	2016		

AMS 350 nm 
~20 Ω⋅cm 
 
 
 

AMS 180 
nm 

 
AMS 180 nm 
~20 Ω⋅cm 
 
 

XFAB 180 nm 
~100 Ω⋅cm 
 
 

LF150 nm 
~2k Ω⋅cm 
 
 

Large	fill-factor:		
sizeable	depleted		
region	a}er	irradia8on	

d = εSiε0
V +VBI
qNA,eff

Small	fill-factor:	uniform	charge	collec8on	even	a}er	1015	neq/cm2	

Ref.	#	



GEM-MM	developments	for	CepC	
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Test of the new module

Micromegas(Saclay) GEM(CERN)

Cathode with mesh GEM-MM Detector

� Test with GEM-MM module
� New assembled module
� Active area: 100mm×100mm
� X-tube ray and 55Fe source
� Bulk-Micromegas from Saclay
� Standard GEM from CERN
� Additional UV light device
� Avalanche gap of  MM:128μm
� Transfer gap: 2mm
� Drift length:2mm~200mm
� Mesh: 400LPI

						H.	Qi	on	Friday	



CMS	HGCal	for	HL-LHC	
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Why High Granularity Calorimeter (HGCAL) in HL-LHC

❖ Important role of the forward calorimeter for physics at the HL-HLC

❖ Current CMS calorimeters will suffer radiation damage by the end of LHC running

❖ Detector upgrade important to maintain excellent performance in the harsh HL-LHC

Si sensors in CE-E and higher 
radiation parts of CE-H

Scintillator in lower 
radiation parts of CE-H

CE-H(Si)CE-E(Si)

CE-H(Scintillator)

Detailed review
of HGCAL in Luca’s

talk

2



CMS	HGCal	for	HL-LHC	
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Shower profile and energy resolution in 2016 TB
❖ Looked at various transverse and longitudinal 

shower profile and energy resolution

❖ good agreement between data and Simulation

❖ Note in preparation, summarizing all 2016 
results

Transverse profile

Longitudinal profile

Energy resolution

8

Timing resolution in 2016 TB

❖ Timing test with a single 300 "m HGC layer with fast readout

❖ FNAL: Timing resolution measured using Photek MCP-
PMT as reference

❖ CERN: Measured as difference in time between two cells. 

❖ Time resolution of ~16 ps obtained with 32 GeV electrons 
(FNAL)

❖ Tests with larger energy range at CERN (100-250 GeV)

❖ Timing precision better than 10 ps at high energy with 
good S/N

FNAL

CERN

CMS Preliminary 2017

9

Excellent	agreement	between	simula8on	and	
testbeam	result	

Time	resolu8on	~25	ns	
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CMS	HGCal	for	HL-LHC	
•  First	full	slice	of	HGCal	tested	on	beam	at	

CERN	in	2017	
•  Very	preliminary	results!	
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Test beam setup in July 2017
❖ In 2016, we tested only CE-E

❖ In 2017, tested a prototype with CE-E, CE-H(Si) and CE-
H(Scintillator) 

❖ If all the layers are equipped we would have 112 (28 CE-E + 12 layers 
with 7 modules in CE-H (Si) + CE-H(Scintillator)) silicon modules 
and ~ 14000 channels. 

❖ This July, we managed to test 10 modules (2 in CE-E and 8 in CE-H - 
1 module in 2 layers + 3 modules in 2 layers + CE-H(Scintillator))

❖ Main bottleneck was the hexaboard production, setup had to be 
reduced compared to the initial goal 

Geometry in Simulation for 2017 Beam test

CE-E CE-H(Si) CE-H(Scintillator)

CE-E, CE-H(Si), CE-H(scintillator) (CALICE 
AHCAL prototype)

Original goal Realised prototype

13

Showers in CE-H(Scintillator): Online monitoring

❖ Very preliminary 
calibration

❖ Detector performing 
well

Mean shower radius

Longitudinal profile

lowest energy

highest energy

300 GeV #+

CALICE Online Monitoring

CALICE Online Monitoring

23

Showers for electrons and pions

80 GeV e+

300 GeV !+

0.35 λ0 0.89 λ0 1.6 λ0 2.4 λ0 3.3 λ0 4 λ0

6.3 X0 16.8 X0 25.3 X0  32.7 X0 41.1 X0 48.4 X0

CE-E(1) CE-E(2) CE-H(Si)(1) CE-H(Si)(2) CE-H(Si)(3) CE-H(Si)(4)

CE-E(1) CE-E(2) CE-H(Si)(1) CE-H(Si)(2) CE-H(Si)(3) CE-H(Si)(4)
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	S.	Jain	on	Saturday	


