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Introduction — LHC conditions

energy | bunch-spacing cinst average collisions .
[TeV] [ns] [em™2s7!] | / bunch-crossing (or pileup)
Run I (2012) 8 50 8 x 1033 25-30
Run II 13 25 1.5x 1034 40-45
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Large increase of interaction rate
from Run1 to Run2 (~x5).
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Storage and CPU available
increase by only a factor 2.

Trigger strategy needs to be

revisited to improve the event ¢ : |
selection under in these e, o S e
conditions! Caga " y
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We will see how the L1 systems have been upgraded to cope with these conditions!



ATLAS trigger system

Event rates
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Data Flow

Data rates
(peak)

0(100 PB/s)

~25GB/s

~1.5GB/s

Level1:
* Logic done in dedicated
hardware.

* Build regions of interest
(Rol) based on coarse
calorimeter and muon
detector information.

* Topological selections
between trigger objects.
* 40 MHz - 100 kHz
 Latency: 2.5 ys

HLT:

* Logic done in
commercial computers.

* Fast algorithms running
on Rols or full events.

* Relies on object ID
algorithms, calibration and
detector granularity similar
to those used offline.

* 100 kHz 2> 1 kHz

e Latency: 0.2 s
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ATLAS L1 trigger systems

I'— L1Calo * L1Muon*
|

MUCTPI to Muon to CTP
L1T0p0‘ L1ltopo .\‘— Interface v

I . k LHC
Central Trigger Processor (CTP) <

timing
l l

TTC TTC I TTC
partition partition partition

l l |

sub-detectors front-end / readout electronics

L1CT

Upgrade compared to Run1:
Upgraded hardware, firmware or software.
‘ New hardware.




L1Muon — barrel RPC upgrade

ATLAS Preliminary Data2015  ys=13TeV, 230"
3| : e 10°
° 2
Low-pt confirm plane £ = ‘°°g
. < H 102 Z:’;
High-pt confirm Low-pt pivot plane ‘ < 5 o (S
plane (RPC-3) , =
- 1
side C --- High P, Trigger Hit n --- side A
New RPC chamber (RPC-4) | o
qC, 0'9:_ e
g o.7§—"i" ""': ’-0 'itov
» Chambers installed during Long Shutdown1 £ osE- ATLAS Preliminary
= 045 {s=13TeV
(201 3-201 4) S ::E_ p§>15 GZV, Il < 1.05
» Cabling and commissioning during 2015. - ok o imuroaa 216 529"
« Active in data taking since 2016. oiE- T SR SO
- Increase acceptance by 3% in this region! - I s R

offline muon ¢
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L1Muon — EndCap TGC upgrade

|n|=10 wn I I I T TTTTT RSy 717

S - ATLAS 7

mi=1.3 % 5000 e A -

Tile-Cal z  f O s e :

Tile Extended-Barrel « 4000 -]

o - .

5 = ]

n=1.9 € 3000 =

Z - .

2000f— =

TGC 1000~ ;JI N8 ]Ll ]

EIL4/FI TGC BW ﬂﬂ::w S a1 T | N
5 2 15 -1 05 0 05 1 15 2 25

_ N S . MLy
i o s ATLASI Trigger O;)eralion | i
« Coincidence between Small Wheel and ggzx‘ Data 2015, 8/Sep-20/Sep :
Big Wheel (1.3<|n|<1.9) is now working. 8. b L1_MU15 w/o Fl coincidence E
s - ——— L1_MU15 w/ Fl coincidence -
—>Decrease rate of low p; protons from beam " a0k =
by 15% for L1_MU15! 3000F- o E
« Coincidence with Tile calorimeter (1.0<|n|<1.3) | 2000f ’, E
still under commissioning. 1000F e 3
* Ask for 3 stations for low p; item L1_MU4 N IS - R 2
1 Instantaneous luminosity [1033 cm?s)

instead of 2.




L1 Calo — Firmware and hardware

upgrades

———>  new connections

:) new Hardware

. Improvements:
caome - new Firmware wen i Energy extraction performed
in FPGA (was ASIC).
PN SR g . ¥ v |.Increase bandwidth
P M| | OPM g CVXI Topo | CT || (40>160 Mbit/s from
ClusterProcessor Merging »
PreProcessor (66 modules) (8 modules) > Level-1 JEM/CPM and between CMX
Modules \_ A ) Topological Central Trigger
l | Fiseesie Frecessor 1| modules).
4 Y 2 ) N N . ..
nMcM v H| owxl)|— . — « Provide position/energy of
=N - > .
(124 modes) e | e tmedies || jets/electrons/taus for each
T g T T - ~— ~—"] trigger object.
( « CMX sends objects to
Readout (20 modules) & Control (48 modules) - )

L1Topo and to CTP.

* NMCM: new Multi Chip Module.

« CPM: Cluster Processor Module.

« JEP: Jet Energy Processor.

* CMX: Common Merger Module EXtended.

—>Allow to run refined
algorithms at L1




L1Calo — Pileup subtraction
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* Observed significant rate effects of § [ ATAS Operions . E
] . . ] . > [ 2015 Data, \s=13 TeV : -
out-of-time pileup at high luminosity. £ 50nspp Colision Data p E
« Dominated by early bunch in train! 5 or ithout pedestal correction E
. . . §, 8 with pedestal correction - ]
* Pileup suppression introduced at L1. : E - E
. . < - = . ]
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L1Calo — Improved Bunch

Crossing ID (BCID) measurement

> Poak + Sat 2015 PF algorithm

* Observed in 3.5 fb"! of 2015 data (O(100))
mistimed events.
* High p+jet fired in too early BC.
* Due to the interplay between PeakFinder,
autocorrelation Finite Impulse Response

(FIR) filters and saturated analogue signals.

* Introduced a first solution early 2016:
» Switched off PeakFinder after a certain
number of saturated samples:
PF3 (PF4) for 3 (4) samples.
 Results in ~2 events per fb-.

* New algorithm, taking advantage of the new
80 MHz digitization, was deployed at the end
of 2016:

* No mistimed events in 7fb-! of 2016 data.

 Continue to extensively monitor this!
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Decison

‘_ ' PeakBod
|| | ' SatBid

| m n 1 m n
l Early 2016
PF algorithm
Posk = Peak » S b sa
Decizon
| ’ M ‘ £ Pessecs
by T TR LB -see
| mn n i | [ | |
]
|
[ |
[l
if (s-1 hghAND 1.5> low)
if (s-1 > high AND s-1.5 - W)
if (s-1 < hi PANDS—?S- w)
if (s-1 < high AND s-1.5 - W)



L1Calo — Improved EM isolation

c>>~u 14_ UL L L DL L DL AL DL L L
S - ATLAS Preliminary .,
S 12C pata20t6, (5= 13 Tev B
L - -
= —— o o =
=5 0.8 -
! ! C _
U 0.6 -
&S24 catorimeter oab E
/ Electromagnetic s ® | 1_EM24VHI 7
Triggertowers/(m;xAzp-().lx().l) 0'2:_ A |1_EM24VHIM _:
Vertical Sums | : ] E:&tﬁg:!igg;t!c 0: b b b b L .
! 11 isolation threshold 0 10 20 30 40 50 60
Horizontal Sums Hadronic isolation <>
oot e o - Teolation thresholds
* EM isolation reoptimized using Z->ee events.
* Very useful to suppress QCD background.
* Allow to reduce the rate significantly with high signal efficiency.
—>therefore keep lower p; items.
 Stable against pile-up increase.
Level-1 Et | Efficiency loss | Rate reduction
22 GeV 1.3% 14.6% |
24 GeV 1.0% 10.8% Louis Helary - CERN 10




L1 Topo — motivation

©  [ATLASPreliminary , . . °

* In Run1, only possible to cut on the = 107 EfLat=321" o BY(ﬂsﬁwmev,pT(u2)>4Gev .
objects multiplicity and on their pr. = F 15=13TeV : =PT‘-“9>6GGV'PT‘“9>4G‘=V i
>Was already at the limit, impossible for | -£10°¢ srgemonsornoomon B
certain signatures to cut harder on p-! T St aman i) 4005409 ]

* In Run2, introduce topological cuts, at L1 | §

to select events and reduce the rate! 10*
e Use dedicated FPGA-based modules to
run algorithms in about 75 ns.

* Implement 107 new trigger Topo-items. 3 4 5 6 7 8 9 10 11 12
m(utw’) [GeV]

Purpose Input objects Algorithm
B-physics muons AR. Mass
A®, An E H—1r tau_had, muons, electrons An. Ag. Mass
T
v SUSY Miss ET. jets minAe, HT
-~
W—ev electrons. jets, Miss ET Isolation, mT
Isolation Transverse Mass, . _ _ _ .
’ H .M ) / Long lived Particles |late muons, Miss ET. jets Muon in next bunch
overlap removal, 77 Vet A®(jet, E )
b-tagging... Fat jets et

Louis Helary - CERN 11



L1 Topo — validation and usage

ATLAS Trigger Operations L1Topo Commissioning

Data 2016, {s = 13TeV Run taken on Aug 25th, 2016

o

o

©
Rate [Hz]

sim not hdw
sim

hdw not sim
hdw

- L1:2xp:>6Gev
— L1Topo: 2x p: >6GeV, m,, Cr2.91Gev, AR, Cl0.2,1.5]

ATLAS Trigger Operations
Data 2016, Ys= 13 TeV
L1Topo Commissioning
Run taken on Aug 25, 2016

4
-llll IlIlllIlllllll llllllllllllllllllllll

200 v
0 | 1 | | | | | |
0.5<A11<9.9 0.5<A11<9.9 0.5<A1<9.9 0.0<AN<2.0 0.0<A11<0.3 0.0<AN<0.4 Ol L L L Lo b L 1
0.5<A0<9.9 0.5<A0<9.9 0.5<A0<9.9 0.0<A0<2.0 0.0<A0<0.3 0.0<A0<0.3 140 160 180 200 220 240 260 280 30C
u u u T 20 EM. EM. . .
p>4 p,>6 p,>6 Py> >8PS Luminosity block [~60s]
p‘T' >4 pi >4 p,>6 p>12 p‘T' >10 p: >4

« Commissioning during 2015-2016 data-taking.

- Good agreement!

« Compare output of algorithm in simulation to actual trigger decision.

—>Large rate reduction using topological selection, allow to keep low p;
items! Crucial for B-physics program (for instance, but not only)!

Louis Helary - CERN 12



L1CTP — Introduction and

motivation for upgrade

CTPCORE+:

* Form 512 triggers using LUT+CAM.
 Coincidence with LHC bunch pattern .

» Perform random prescaling.

» Generate dead-time, and monitor whole chain.

C busy
¥ CTPCORE+ c
P
L1Calo | g
(1M [ g g Ul subdetect
uon > e subdetectors
X3 llj 536 g s12 |5 512 |8 V |[e—
T M S &
L1Topo| 192 B x5
CTPIN: CTPOUT:
Select and route trigger inputs Distribute trigger and timing to
from L1Calo and L1Muons. detectors, and receive BUSY signal.

Motivation for upgrade:
« CTP used to the limits of its capacity during the Run1.
* More inputs and trigger items needed to handle new L1Topo.




L1CTP — CTP upgrades

CTPCORE+

Upgrade compared to Run1:
* Upgraded firmware .
® Upgraded hardware.

320
ﬂsss E|512 I512 51
L1Topo| 192

Upgrade compared to Run1:
» Upgraded CTPIN firmware: double data rate (80 MHz) allows up to 320 trigger inputs.
« Upgrade CTPCORE+ hardware module: additional 192 direct inputs (Run1: 0).
512 trigger inputs (Run1: 160), 512 trigger channels (Run1: 256), better monitoring
» Upgraded CTPOUT+ hardware module.
« Enable multi-partition mode (up to 3 running). Particularly important for commissioning
of sub-detectors DAQ in parallel (in the past forced to use ATLAS partition).
* New L1CTP software architecture, designed to be more stable and robust.
« MUCTPI (Muon to CTP Interface) has received firmware upgrade to:
* Provide L1Topo with (n,$) coordinates (AnxA¢=0.3x0.1) of 2 leading muons p-.
‘New MuCTPIToTopo interface to communicate with L1Topo.

!

,_
=
>

5 +-4dcow-Ho

Bunch groups

on=|1,1,1] means no muon 0 1 ! 1 0 0 1 0 0 . 0 - - - 0 1
o pr = [1,1] means > 2 muons 7 ¢ Pr Ui (}5 Pr




Conclusions

e = 120

A L e - ) i

2 18[ ATLAS Online Luminosity  /s=13Tev = g - ATLASOnline  5=13Tev 1

g 1 6f— ¢ LHC Stable Beams _f g 110:— Total Efficiency: 92.4% {

8 Peak Lumi: 13.8 x 10®* cm?2s™! - > r .
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11/04 12/05 12/06 13/07 13/08 13/09 15/10 15/11 18/04 16/05 13/06 11/07 08/08 05/09 03/10 31/10

Day in 2016 Day in 2016

After the LHC and ATLAS upgrades,
despite the harshening of beam conditions,
ATLAS took data with very high efficiency so far!

We hope the best for end of Run2 data-taking!
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First beams in 2017 already there!

Comments (29-Apr-2017 20:13:04)

Both beams circulating in 2017 !

AFS: alternating bl buckl + b2 buck 2001

TammNy

4 2\
/ ////_\\\\\ \
1@ 1]

N7

| First collisions §

First
splashes
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Introduction — ATLAS and the

25m

LAr hadronic end-cap and
forward calorimeters

LAr electromagnetic calorimeters
Muon chambers Solenoid magnet | Transition radiation fracker
Semiconductor tracker

Tile Qal. - HCal barrel LAr Cal. — ECal brrI, Cal Endcap

four L1 detectors

5
- ) 4 \ r
3 | VR \
E VEED) Y
1==N
=== \ ~a
-\ 1A\ §
: - 3
=\ A
N
\
A\ - y N
| X \ %

EndCap L1 muon - TGC

Louis Helary - CERN 18



ATLAS L1 trigger

Calorimeter detectors e ‘
TileCal| Muon detectors
Detector
Le\(el-l Calo" {1 Level-1 Muon | Read-Out
Pre-processor Endcap Barrel
r:)MW ‘ sector logic | sector logic |
| |
‘ CP (ey,) ’ JEP(jet,E)} v v — =
CMX 1 CMX MUCTPI =
| &
] — DataFlow
» LlTopo | #g 4 h 4
- o cTP @ 2 Read-Out System (ROS)
I [CTPCORE]
| CTPOUT !
Central Trigger 3
Level-1 % v v 47
il Data Collection Network
Rol Fast TracKer «——
(FTK)
High Level Trigger
» D e
(HLT)  [Accept " “ e
Processors O(40k) ’ v
= Event
Data Tier-0




ATLAS L1 trigger — L1Muon

Calorimeters

'

Pre-processor

Muon detectors

i
\ 4

I
v

v

Cluster
Processor

Barrel
muon
trigger

End-cap

muon
trigger

Jet / Energy

Processor

1 |
s L1 Calo

I L1 Muon I

Muon-to-CTP
Interface

MUCTPI to
Topo interface

To sub-detector front-end / read-out electronics

Upgrade compared to Run1:
* New RPC chambers installed in
feet region(~3%) .
» TGC rate reduction using:
 Coincidence between Small
Wheel and big wheel (EI/FI).
 Coincidence with TileCal
barrel.
* Low p; items (MU4) requires 3
Stations instead of 2.
* New Muon to CTPI Interface
firmware to provide muon p,n,$ to
new MUCTPI to topo interface.




Calorimeters Muon detectors

v Voo

Pre-processor Barrel End-cap
muon muon
* * trigger trigger
Upgrade compared to Run1: Cluster Joi ] Bnerey T
* Replaced HW, and upgrade Processor Processor
flrlgnwarelln many L|1 Cilo quules. ' L1 calo | | _____ capsonnao-sesiotoog
. . . uon-to- '
ynamic pedestal subtraction to vy S :

reduce pileup dependence.

. o MUCTPIto :
 Noise autocorrelation filters to SOTSTTS: Topo interface
improve energy resolution. ¥
« ET dependent isolation. N ;

« BCID measurement L1CT . :

improvement. /\

To sub-detector front-end / read-out electronics




ATLAS L1 trigger — L1Topo

Calorimeters Muon detectors
Pre-processor Barrel End-cap
muon muon
* * trigger trigger
Cluster Jet / Energy L1 Muon
Processor Processor
New in Run2! ! L1 calo s i deein e, e
¢ Muon-to-CTP -
-TOBs : Interface '
Jet-TOBs (32/BC) Em-TOBs s R S
(64/BC) (120/BC) : MUCTPIto .
b | | d i Topo interface ;
L1Topo i, AR, BSR SREEa, ;
P ﬁ + Central Trigger Processor —  mmmmme—
7-TOBs SumEt-TOBs L1CT e %K o
(120/BC)
CTP
128 bit/BC

To sub-detector front-end / read-out electronics



L1Topo specifications

!

L1Topo - processing 1 Tb/s / module with latency
budget of 150 ns

2 modules with 3 FPGAs each

(2 Xilinx Virtex7 XC7V690T for event processing
and Kintex 7 for control and readout)

80 multi-gigabit receivers per FPGA (up to 13
Gbit/s)

dedicated boards converting input data into
required format are also installed

433200 look-up tables and 3600
digital signal processing slices
Execute algorithms in 75 ns
(VHDL), decision is transmitted to
Central Trigger Processor
Algorithms are configurable - up
to 128 possible with 2 boards (107
are implemented)



ATLAS L1 trigger — L1CTP

Upgrade compared to Run1:
* New hardware / firmware /
software.

» More than 3 times the number of
trigger inputs (160->512).

* Improved diagnostics and
monitoring features.

* Double the number of triggers
(256->512).

* up to 3 partitions running in
parallel for calibration /
commissioning.

CAM-= content addressable memory

Calorimeters

+

Muon detectors

'

v

Pre-processor Barrel End-cap
muon muon
* * trigger trigger
Cluster Jet / Energy L1 Muon i
Processor Processor
1 ¢
s L1 Calo v | steaccssiiifianatesiians
* Muon-to-CTP
,._y_ ............... ' Interface_ ........
. L1 Topo 54______§ MUCTPIto

L1CT

To sub-detector front-end / read-out electronics




L1CTP — New software

Server session

IS server:

Archive:
-~ Cool / Castor
Data-taking session

»« CtpMonitoring IS server:

CtpMonitor CtpConfiguratc;r {

| %

y L1CT . Cllent(S) N L1CT
: TriggerDB y }

(commands)

CtpController

VME| Monitoring|  Config. |

Readout| MasterTrigger |

Upgrades compared to Run1:
* New software architecture.
* More modular (allow MP running).
* Tested extensively in 2015-2016.
—>Robust software important for
reliable data-taking of central
system such as CTP!

» CtpConfigurator : configure hardware.
 CtpController: control each partition.
 CtpMonitoring: Monitor info from hardware
and publish to IS.

» CtpMonitoringClient: Display info from IS.




