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• √s = 14 TeV and luminosity up to 7.5 x 1034 cm-2 s-1  


• Pileup up to 200 (180 ps, 50 mm)


• Additional energy, extra jets, reducing the 
performance of several physics objects 
and particularly important for trigger


• Extended tracking coverage up to |η| = 4.0


• Main handle against pileup


• 5-7 vertices within tracker resolution at large |η| 
(only 1/3 of the effect in the central region)

HL-LHC environment
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How can HGTD improve event reconstruction	
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PU vertex 

PU vertex (Merged) 
HS vertex 

•  Offline (and in HLT) HGTD can 
assign a time to each track, 
resolving merged vertices: 
o  Improved PU jet suppression 
o  Improved (track-based) jet 

shapes: quark-gluon tagging for 
VBF 

o  Missing ET (track-soft term) 
o  Lepton isolation  
o  Particle flow jet reconstruction 

(jet energy resolution at low pT) 
o  Topo-clustering 
o  e/gamma reconstruction 
o  Vertex resolution (barrel) 
o  b-tagging (barrel) 

•  At L0, HGTD can assign times to 
jFEX towers: 
o  Enable PU jet suppression at 40MHz, 

reducing VBF multi-jet trigger pT 
thresholds 

o  New capability to trigger on LLPs 
(barrel) 

HGTD 	
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Nominal HL-LHC Luminous region: �z = 5cm, �t = 180ps 
    HGTD =30ps à 30/180 = 6x pile-up rejection 
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High Granularity Timing Detector (HGTD)

• Timing detector with σt = 30 ps in forward region: 
(most sensitive region to pileup)


• Offline pileup mitigation in addition to tracker


• Trigger capabilities (40 MHz)


• Potential for luminosity determination and  
tagging beam-induced background
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ATLAS Weekly MeetingL. Masetti  - 31/01/17

Pile-up and lumi
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DRAFT

Track-vertex association is particularly important because pile-up tracks included in the numerator of R
PT193

will create tails on its distribution and increase its value for pile-up jets, reducing the separation power194

between hard-scatter and pile-up jets.195

The e�ect that track and vertex merging has on the R
PT pile-up jet suppression performance is shown196

in Figure 5. This figure also shows the expected improvement on this discriminant obtained with the197

HGTD.198
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Figure 5: Pile-up jet e�ciency as a function of hard-scatter selection e�ciency for di�erent R
pT selections. The

solid curve is the degraded performance resulting from merged pile-up tracks in the track-vertex association. The
dotted red dotted line is the improved performance with a 60ps timing cut. The dotted blue line is the performance
when all pile-up tracks are removed using truth particle-level information.

1.2.2.3 Quark-Gluon tagging199

The ability to distinguish quark from gluon jets can enhance the physics potential of many analysis with200

jets in the final state. VBF and VBS final states in particular, are likely to benefit from quark gluon201

separation in the forward region since at least one of the two tag jets is forward and within the acceptance202

of HGTD. Quark gluon (q/g) tagging in ATLAS was developed during Run 1 and relies on two track203

observables: jet track multiplicity, and transverse jet width. Quark gluon tagging is described in detail204

in [cite:qg]. The dependence of the track multiplicity and (track) jet width with the pile-up vertex density205

is shown in Figure 6, for inclusive jets in tt̄ events, and for ITK only and ITK+HGTD settings.206

In the case of the track multiplicity, and as expected, HGTD almost entirely removes the pile-up track207

contribution. This e�ect is less visible in the case of width. The reason for this is that the jet width208

is defined a track p
T

radial moment, which naturally down-weights the contribution from pile-up tracks209

which have a lower p
T

spectrum than hard-scatter jets.210

21st December 2016 – 14:52 9

Using RpT

Luminosity measurement based on pixel counting within a given time window  
to suppress out-of-time pile-up 

Performance studies just started
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HGTD: requirements and overal specifications

• Available space: 65 mm @ |z| = 3.5 m (2.4 < |η| < 4.2)


• Radiation levels up to 3 MGy, 4 x 1015 Neq/cm2


• Occupancy < 10% → pads of 1x1 - 2x2 mm2


• Granularity also defined by initial studies of electronics / time resolution


• 4 Si (LGAD) layers . Option to have 3X0 W absorber (|η| = 2.4 - 3.2)

4

Preliminary design

cover
Off detector

4x Si layers
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HGTD: requirements and overal specifications

• σt = 30-50 ps for MIPs: thin sensors, large signals, low jitter


!

!

!

• Low gain avalanche diodes (LGADs,NIMA765 (2014) 24) close to the requirements


• Extra doping layer: high field and S/N


• Needs cooling to -20oC or -35oC


• Manufacturers: CNM (within RD50), FBK and HPK


• Initial tests show comparable gain and  
overall performance


• Sensors with new ideas to improve radiation hardness on the way
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HGTD: preliminary design (being optimised)
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4 Si (LGAD) layers . Option to have 3X0 W absorber (|η| = 2.4 - 3.2)

HGTD front cover, providing protection, thermal shielding and tighten dry 
volume, made out of carbon fiber sheets & honeycomb (+ aerogel or 
vacuum alveoli).

ITK Moderator, made out of Polyboron sectors bolted to the LAr End Cap 
wall. Will be used as main support frame of the HGTD system.
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* Full layer thickness, CF cooling panels limited to 4.0mm & Stave flex maxi stack up 4.5mm.

Cooling board, made out of CF & foam composite structure (thermal conductive), 
thickness=4.0mm
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HGTD Module  

HGTD 
chip Support, cooling 

structure

Abe Slides, 27 Feb 2017 / Module assembly meeting

Aboud.Falou/LAL-Orsay HGTD Mechanics-Integration/ LAr Week 2017.03.07 14

HGTD: preliminary design and readout electronics

• 2x2 array of sensors bump-bonded 
to ASICs (prototype under fabrication)


• TSMC 130nm CMOS Technology


• 3.4 x 3.4 mm2 total area


• Integrated Preamplifiers, ToT  
and CFD 


• Flex used for readout signal 
and voltage distribution


• Modules staggered to minimise 
dead areas


• 1x1 mm2 pads everywhere


• Group 4 channels in 1  
(2x2 mm2) at large radius

7

Chip layout with wire bonds in the periphery
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Test-beam at CERN SPS (Aug and Oct 2016)
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Design and test

E. L. Gkougkousis 111 / 3 / 2017 INSTR17

Detector Size (mm) Dose Thickness Cp (pF)

Single
pad 1.2 x 1.2

1.9  •  1013 45 μm 3.5 pF

1.9  •  1013 45 μm 3.5 pF

2.0  •  1013 45 μm 3.5 pF

2 x 2 
Arrays

2 x 2
1.8  •  1013 45 μm 11 pf

1.9  •  1013 45 μm 11 pF

3 x 3
1.9  •  1013 45 μm 23 pF

2.0  •  1013 45 μm 23 pF

• Sensors
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Test-beam results
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Test-beam results

• Gains up to 50, time resolution < 30 ps for 1x1 mm2 pads, dominated by 
Landau fluctuations


• Good efficiency and signal uniformity for arrays


• Refined analyses ongoing
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Summary

• Relatively new project focusing on precise timing measurement for ATLAS 
at HL-LHC. Already ~20 institutes involved


• Additional pileup mitigation, trigger and luminosity measurement 
capabilities, electron reconstruction


• Studies with full simulation ongoing


• Defining layout of electronics, mechanics, integration


• Good progress on sensors, intense R&D on radiation resistance  
(within RD50)


• Promising tests with beams in 2016, more to come this year


• First tests of ASIC, radiation hardness, etc


• Initial Design review planned in September 2017
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