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✦ The CMS Level-1 Trigger selects 100 kHz of interesting events from 40MHz pp collisions
‣ decision within 3.8 μs using coarse resolution objects (“trigger primitives”)
‣ full-resolution data held in pipeline memories

✦ LHC restarted in 2015 after Long Shutdown 1 with higher energy & luminosity
‣ trigger hardware replaced in a very short time in order to maintain/improve performance
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The CMS Level-1 Trigger Upgrade
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‣ 9 subsystems
‣ different algorithms & scale
‣ 6 different designs of 

processor boards

‣ O(100) boards
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✦ Hardware completely replaced
‣ substituting a long stably running system

✦ Approximately 90% of software to be rewritten
‣ control, monitoring, bookkeeping of the configuration setup
‣ risk of code duplication due to the large number of components

✦ Available time to have a fully working system limited to few months

✦ Strategy adopted: maximise common software
‣ exploiting partial standardisation of the hardware
‣ imposing a common hardware abstraction layer
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The Online Software Challenge
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✦ Hardware commonalities
‣ based on μTCA (modern telecom standards)
‣ System wide use of latest FPGAs - Xilinx Virtex®  7
‣ high speed serial optical links
‣ standard Timing, Controls and DAQ interface (AMC13)

✦ Common abstraction layer for
‣ processors
‣ subsystems
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Upgraded Level-1 Trigger Hardware
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✦ SWATCH: 
SoftWare for Automating the conTrol of Common Hardware
‣ design based on common processor/system models
‣ abstract C++ interfaces for controlling & monitoring hardware
‣ specialisation through inheritance

✦ Subsystem-agnostic description of hardware
‣ the subsystem provides specialised implementations of processors, optical 

I/O ports, interconnections and their mapping in the crate(s)
‣ the framework builds the subsystem control software using the 

subsystem-specific classes

✦ Generic API implement multi-threading and thread safety
‣ ready-to-use solutions for tricky tasks such as monitoring threads
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SWATCH: a Common Software Framework
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✦ Minimise code duplication through standardised access to the hardware across the 
different subsystems

✦ Commands: the building blocks of the board control system
‣ used for testing as single action or chained in sequences
‣ compose the transitions of the operational FSM
‣ specific behaviours implemented through dedicated configuration parameters

✦ The Gatekeeper “builds” the system using XML-formatted description
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SWATCH: Control System
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✦ The monitoring challenge: standardised definition of monitoring data items 
across all the subsystems

✦ Metrics: building blocks of the monitoring system
‣ standardise monitoring data registration, publication and storage
‣ logic for error/warning levels

✦ Thread safety between control and monitoring ensured at framework level

Monitoring	Interface	
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SWATCH: Monitoring
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SWATCH Generic Web GUIs
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✦ Access to both common & subsystem-specific control/monitoring 
primitives
‣ significantly reduced required development manpower
‣ uniform interface for operators

✦ Graphic interface based on “Google Polymer” - HTML5, SCSS, JavaScript/ES6
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SWATCH Monitoring Panel
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SWATCH Monitoring Panel
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SWATCH Monitoring Panel

Metrics Aggregation
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SWATCH Control Panel
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✦ CMS need to unambiguously identify and record the tests and data-
taking conditions
‣ Oracle Configuration Database

✦ Per subsystems L1-Trigger configuration
‣ split in logic block
‣ connected with tree-like structure of database keys (aka foreign keys)
‣ XML format, simplified transition from commissioning to data-taking

✦ Developed a dedicated Database Configuration Editor
‣ essential tool to deal with the database complexity
‣ easily tracks changes

➡ appropriate naming and versioning system
➡ automatic metadata insertion (date, user)

‣ comparison tool among different configurations
‣ built-in XML editor
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The Configuration Database
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Database Configuration Editor
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Database Configuration Editor
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✦ Central aggregator of trigger information
‣ concise visual overview of the status of the system
‣ collector of warnings and alarms from trigger subsystems
‣ links to applications and documentation
‣ based on the same architecture as the Database Editor
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The Trigger Level-1 Page
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The Trigger Level-1 Page
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The Commissioning challenge

✦ Upgraded Level-1 Trigger installed during 2015/2016 winter

✦ Used as CMS trigger on February 25th 2016
‣ SWATCH configuration integrated in the CMS Run Control

✦ Database integrated on March 21st, both configuration and critical 
monitoring
‣ in time for beam splashes on March 25th

✦ Collisions time used for development of the new tools, deployed on 2017
‣ Configuration Editor, L1-page

2015 2016 20172014

Running with Legacy L1-Trigger
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Running with L1-Trigger Upgrade

HW Installation

SWATCH Definition SWATCH Implementation Consolidation & New Tools New Devel.
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✦ The CMS Level-1 Trigger has been successfully upgraded in 2016 

✦ Level-1 Trigger Online Software almost completely rewritten
‣ hardware control, monitoring, database, configuration editor, L1-page

✦ Good design and planning of the Online Software largely contributed 
to the commissioning success and the data taking reliability

✦ The current software infrastructure is ready to serve for the next years
‣ yet flexible enough to allow further developments and improvements

✦ Development continues in order to improve the usability of the system 
from the point of view of the operator and reduce the possibility of errors
‣ simplify and improve interfaces
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Summary and Outlook
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BACKUPS
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L1 Trigger Online Software Layers
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✦ A SWATCH Cell is implemented for each subsystem
‣ SWATCH provides the hardware access for the specific processor(s)
‣ Trigger Supervisor libraries provide GUI and network communication

➡ based on XDAQ, a platform for distributed data acquisition systems 
➡ reusing or readapting general purpose code from legacy system

✦ SWATCH Cell provides generic implementations of services:
‣ network-controllable FSM
‣ monitoring state publication
‣ DB communication

➡ Common DB schema

‣ control/monitoring GUIs
➡ based on Google Polymer

➡ HTML5, CSS3, JavaScript/ES6
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The SWATCH Cell
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Configuration Database
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✦ Hardware description
‣ e.g. crate composition, number of boards, number of links

✦ Infrastructure, aka hardware configuration
‣ pure online parameters

✦ Algorithm configuration
‣  needed also offline for the analysis

✦ Run Settings
‣ “rapidly” changing data taking parameters
‣ e.g.: hardware masking, trigger prescale, etc.
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Subsystem Cell

✦ Two categories of monitoring information
‣ critical for data taking and offline data certification

➡ e.g. rates and prescales
➡ direct connection with DB, high reliability, any problem stops data taking

‣ hardware status for post-mortem analysis
➡ data is pushed to a XDAQ application that takes care of saving to the Oracle DB
➡ failures do not affect data taking
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