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Motivation and Orientation
• The CHIPS  goal 

• prove	that	water	Cherenkov	detector	can	do	oscillation	physics	for	a	fraction	of	the	cost	of	present	neutrino	
detectors		

– to	$200k/kt	(presently	$2-10M/kt	water,	$10-20M/kt	Liquid	Argon)	including	location/infrastructure	etc	

• contribute	to	constraining	δCP	using	NuMI	neutrinos	in	the	short	term			

• CHIPS will be sunk in a flooded mine pit in the path of the NuMI beam  
• It starts with 5 kilotons in summer 2018, 
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  PMT Choice and Layout
• Traditional system would need
• PMT+base+
• HV system+
• HV-cable+ 
• connectors+
• readout-cable 

• This is prohibitive for thousands of PMTs, 100’s m 
of cable per channel because of cost and cable 
bulk
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  PMT Choice and Layout
• Layout will have both high and low density planes
• A big part of the instrumentation will just implement 

KM3Net technology 
– New	3”	PMTs	at	6%	coverage	in	front	and	end	caps,	and	3%	

coverage	back	end	cap	region	

– ready	designed	electronics	which	does	what	we	want	

• Low density wall planes will be made with donated 
NEMO-III 3” PMTs and Madison electronics.
– Old	3”	PMTs	at	3%	coverage	in	back
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µDAQ Board Block Diagram : SiPM and PMTs
CAT-6 type cable from fanout board

(Timing, Serial comms, Power)

Delay Line & multiple 
inputs allow time 

resolution ~1 nsec without 
a separate TDC circuit

One of two ways to install new firmware
• Can also update in field using CAT-5 cable
• C language programming

SiPM Bias Voltage
Control
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CHIPS specific
• Idea is to produce dedicated micro-processor for reading out the TOT on each PMT
• Each µDAQ board will have ~1ns absolute time signal from WR
• Will provide PWM input to CW base
• µDAQ will communicate with BeagleBone over LVDS
• BeagleBone will bundle up hit packets and send them on Ethernet to WR switch
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CHIPS CW-base for Hamamatsu R6091
• +ve CW base adapted from COUPP design at FNAL: added more stages
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Averaging multiple delayed inputs gives finer time bins
Diagram of captured counter values (=time)

• Eight registers record each edge... average value tells more precisely when the edge arrived

• Clock time 5.555ns
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•Exact mapping from Navg to time will be calibrated from
  from occupancy histogram of 8 possible Navg values 9



Linux Board and WR Fanout Board
• All communications with ICL go  

through the Linux board  
(BeagleBone, “BB”)


• BB polls the 16 PMT µDAQs  
forwards data as regular  
ethernet traffic over optical fiber  
(White Rabbit)


• BB also needed for reprogramming with software updates (bootloader)


• Fanout Board has a CAT-6 style connection to each MicroDAQ board, carrying:

• Timing signals from White Rabbit node (WR-LEN) 


• 10MHz & PPS/IRIG-B

• 24VDC power, each PMT can be switched on/off by BB control signal

• LVDS communication with BB


• Requires multiplexing, because BB provides only 4 serial ports

• Alternate pathways can be enabled by BB control to allow full-duplex 

communication with bootloader in each µDAQ 
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Linux Board and WR Fanout Board
• All communications with ICL go  

through the Linux board  
(BeagleBone, “BB”)


• BB polls the 16 PMT µDAQs  
forwards data as regular  
ethernet traffic over optical fiber  
(White Rabbit)


• BB also needed for reprogramming with software updates (bootloader)


• Fanout Board has a CAT-6 style connection to each MicroDAQ board, carrying:

• Timing signals from White Rabbit node (WR-LEN) 


• 10MHz & PPS/IRIG-B

• 24VDC power, each PMT can be switched on/off by BB control signal

• LVDS communication with BB


• Requires multiplexing, because BB provides only 4 serial ports

• Alternate pathways can be enabled by BB control to allow full-duplex 

communication with bootloader in each µDAQ 
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Ice-Top overview
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Figure 1: The IceCube detector with its components DeepCore and IceTop in the final configuration (December 2010).

1. Introduction137

The IceCube Neutrino Observatory at the geographic South Pole consists of a cubic-kilometer detector situated138

in the ice at a depth between 1450 m and 2450 m and a square-kilometer detector array at the surface. IceCube139

is primarily designed to measure neutrinos from below, thus using the Earth as a filter to discriminate against140

background induced by cosmic rays [1, 2, 3]. The detector employs optical sensors to detect light of charged141

particles generated by neutrinos in the ice or the Earth’s crust. In addition, IceCube also includes a more densely142

instrumented part called DeepCore and an extensive air shower array on the surface called IceTop, both fully143

integrated into the IceCube data acquisition system. The IceTop array extends IceCube’s capabilities for cosmic144

ray physics allowing the use of the full IceCube Observatory (Fig. 1) as a 3-dimensional array for the study of145

high-energy cosmic rays. Construction of IceCube, including the IceTop component, was completed in December146

2010.147

IceTop consists of Cherenkov tanks filled with clear ice that operate on the same principle as the water tanks148

of the Haverah Park experiment [4] and the Pierre Auger Observatory [5]. The tanks are arranged in pairs on the149

same, approximately 125 m, triangular grid as the vertical cables that carry the deep sensors of IceCube. The two150

tanks at each surface station are separated from each other by 10 m. Each tank contains two standard IceCube151

digital optical modules (DOMs, see Section 3.1). Air showers initiated in the atmosphere by cosmic rays are152

typically spread over a number of stations. The light generated in the tanks by the shower particles (electrons,153

photons, muons and hadrons) is a measure of the energy deposit of these particles in the tanks. The information154

from multiple stations is fitted to a model of the overall shower shape and intensity, called ‘shower size’ S , and the155

direction described by the zenith and azimuth angles ✓, �.156

With the IceTop detector configuration at the 2835 m altitude of the South Pole surface, the threshold for157

e�cient reconstruction of air showers that trigger 3 or more stations is approximately 300 TeV in most of the158

detector and approximately 100 TeV in a denser in-fill region. The geometrical acceptance of the combined surface159

and in-ice detectors is approximately 0.3 km2 sr. This aperture will provide a useful rate of showers with energies160

up to few EeV. Thus, the energy range of IceCube as a cosmic-ray detector fully covers the knee region of the161

spectrum and extends to the energies where a transition from galactic cosmic rays to a population of extra-galactic162

particles may occur. The key to identifying a transition from one population to another is to know the nuclear163

composition of the primary cosmic radiation. General reviews of the status of cosmic ray physics in the region164

covered by IceTop can be found, for example, in [6] or in the cosmic ray review in [7]. A recent summary of165

composition measurements is given in [8].166
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µDAQ Board Block Diagram : specific for Ice Top
CAT-6 type cable from fanout board

(Timing, Serial comms, Power)

Delay Line & multiple 
inputs allow time 

resolution ~1 nsec without 
a separate TDC circuit

One of two ways to install new firmware
• Can also update in field using CAT-5 cable
• C language programming
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Pulse Shapers for Sample & Hold ADCs
• Shaper is included after one or more stages of amplification, before 12 bit ADCs

• Linear (RLC) network, instantaneous output measures integral of #SPEs

• Similar in concept to simple integrator, but tuned for SiPM signal shape and exhibits 

flat top response followed by quick return to baseline

• Measured charge will not vary much if sampling time is shifted by 5.5 nsec (such 

shifts can happen due to the scheme of using µP to program sampling delays)

• Samples at times Ti measure ∫(dN/dt) dt  from 0 to Ti ➠ Arrival time profile
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Amplifiers Testing & Redesign Experiences
• Illumination is laser diode, pulses with ~16 SPE delivered via optical fiber

• Using SensL 6mmx6mm, µDAQ in freezer (-62C)

• Bias generated with µDAQ supply, set for 26.3 volts

• SPE amplitude is 15mV at discriminator input; still easily resolve peaks


• High gain ADC would register around 19 counts per SPE

• Low gain channel should saturate around 70000 SPE
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µDAQ Board Prototype Versions 1 & 2 …& 3

• V1 had a single preamp for a PMT, no SiPM-specific circuitry

• Used for testing amplifier & discriminator, time capture concept, communications 

(& lower level items like power circuit, µP programming interface, etc)

• Hosted various add-on prototyping boards to test SiPM preamp options

• V3 coming soon : just CHIPS functionality, lower power, smaller (150mW)
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• V2 adds amplifiers and bias voltage for two SiPMs, also wide dynamic range

• Many smaller changes ➠ completely new layout

Board size

1.75” x 3”

uDAQ V1

uDAQ V2

Board size

1.75” x 5”



Summary
• PP can ride a revolutionary wave in electronics 

development
• ARM processors, both on PMT and as 

controller (BB or Rpi)  to collect signals and 
transmit to Ethernet

• Each PMT provides ToT and receives 1ns 
absolute timing signals (10MHz and PPS) from 
WR system $25/channel total (CW,mD,WR)

• Side comment: Industrially available ASICs in 
version 100 (ish): home grown electronics is 
typically in version 2-5. 

• The combination of cheap processors such as 
Raspberry Pi, BeagleBone and Arduino, combined 
with the WWW means progress goes incredibly 
fast as solutions are known instantaneously

• Developers are like the Borg: and resistance is 
futile..
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Sample & Hold ADCs

• Timing signals from µP close 
the sample & hold window at 
certain delays after Tstart

• Utilizes circuits built into µP

• Eight individual times 

available in V2 design


• Delays set up in software,  
e.g., measure integrals from  
0–10ns, 0–30ns, 0–50ns, 0–100ns  
 
➠ Arrival time profile
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• Each ADC is single 12-bit sample

• MAX11665 / Analog bandwidth 40MHz / $2

• V2 board has 16 of these, can be wired to  

low, medium or high gain preamp/shaper output

• Readout via SPI, 2µsec
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How time capture works
• Internal microprocessor clock is synchronized to White Rabbit via timing inputs

• Internal clock counters increment +1 after every 5.55nsec

• Use built-in “counter capture” registers to record photodetector pulse times 


➡ Integer multiple of 5.55nsec

➠ Saves value of counter when
    edge arrives at each input

Each input sees same edge, 
but delayed by successive   
~1 nsec increments

Counter
increments every 5.5 nsec (180MHz)

Counter capture
registers for each
timer input pin

IN0

IN1
IN2

IN3
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Response to a Discriminator Trigger
Discriminator 

Trigger
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• Output of delay line triggers µP 
time capture events (rising & 
falling edges)


➡ µP Interrupt


• µP generates ADC sample 
stops after programmed delays

• Read time capture registers

• Compute average time


• Read ADC values via SPI 
interface (8Mbps, 4 chan’s)


• Package hit data, add to 
buffer (128KB RAM)


• Reset trigger logic & enable

Hardware Software


