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When ultralight axion dark matter encounters a static magnetic field, it sources an effective electric
current that follows the magnetic field lines and oscillates at the axion Compton frequency. We propose a
new experiment to detect this axion effective current. In the presence of axion dark matter, a large toroidal
magnet will act like an oscillating current ring, whose induced magnetic flux can be measured by an
external pickup loop inductively coupled to a SQUID magnetometer. We consider both resonant and
broadband readout circuits and show that a broadband approach has advantages at small axion masses. We
estimate the reach of this design, taking into account the irreducible sources of noise, and demonstrate
potential sensitivity to axionlike dark matter with masses in the range of 10−14-10−6 eV. In particular, both
the broadband and resonant strategies can probe the QCD axion with a GUT-scale decay constant.
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A broad class of well-motivated dark matter (DM)
models consists of light pseudoscalar particles a coupled
weakly to electromagnetism [1–3]. The most famous
example is the QCD axion [4–7], which was originally
proposed to solve the strong CP problem. More generally,
string compactifications often predict a large number of
axionlike particles (ALPs) [8], with Planck-suppressed
couplings to electric (E) and magnetic (B) fields of the
form aE ·B. Unlike QCD axions, generic ALPs do not
necessarily couple to the QCD operatorG ~G, where G is the
QCD field strength. The masses and couplings of ALP DM
candidates are relatively unconstrained by theory or experi-
ment (see Refs. [9–11] for reviews). It is therefore impor-
tant to develop search strategies that cover many orders of
magnitude in the axion parameter space.
The ADMX experiment [12–14] has already placed

stringent constraints on axion DM in a narrow mass range
around ma ∼ few × 10−6 eV. However, ADMX is only
sensitive to axion DM whose Compton wavelength is
comparable to the size of the resonant cavity. For the
QCD axion, the axion mass ma is related to the Peccei-
Quinn (PQ) symmetry-breaking scale fa via

fama ≃ fπmπ; ð1Þ
where mπ ≈ 140 MeV (fπ ≈ 92 MeV) is the pion mass
(decay constant). Lighter QCD axion masses therefore
correspond to higher-scale axion decay constants fa. The
GUT scale (fa ∼ 1016 GeV, ma ∼ 10−9 eV) is particularly
well motivated, but well beyond the reach of ADMX as
such small ma would require much larger cavities. More
general ALPs can also have lighter masses and larger
couplings than in the QCD case.
In this Letter, we propose a new experimental design

for axion DM detection that targets the mass range
ma ∈ ½10−14; 10−6� eV. Like ADMX, this design exploits

the fact that axion DM, in the presence of a static magnetic
field, produces response electromagnetic fields that oscillate
at the axion Compton frequency. Whereas ADMX is based
on resonant detection of a cavity excitation, our design is
based on either broadband or resonant detection of an
oscillating magnetic flux with sensitive magnetometers,
sourced by an axion effective current. Our static magnetic
field is generated by a superconducting toroid, which has the
advantage that the flux readout system can be external to
the toroid, in a region of ideally zero static field. Crucially,
this setup can probe axions whose Compton wavelength is
much larger than the size of the toroid. If this experiment
were built, we propose the acronym ABRACADABRA, for
“A Broadband or Resonant Approach to Cosmic Axion
Detection with an Amplifying B-field Ring Apparatus.”
For ultralight (sub-eV) axion DM, it is appropriate to

treat a as a coherent classical field, since large DM number
densities imply macroscopic occupation numbers for each
quantum state. Solving the classical equation of motion
with zero DM velocity yields

aðtÞ ¼ a0 sinðmatÞ ¼
ffiffiffiffiffiffiffiffiffiffiffi
2ρDM

p
ma

sinðmatÞ; ð2Þ

where ρDM ≈ 0.3 GeV=cm3 is the local DM density [15].
(The local virial DM velocity v ∼ 10−3 will give small
spatial gradients ∇a ∝ v.) Through the coupling to the
QED field strength Fμν,

L ⊃ −
1

4
gaγγaFμν

~Fμν; ð3Þ
a generic axion will modify Maxwell’s equations [16], and
Ampère’s circuit law becomes

∇ ×B ¼ ∂E
∂t − gaγγ

�
E ×∇a −B

∂a
∂t

�
; ð4Þ
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with similar modifications to Gauss’s law. For the QCD
axion, gaγγ ¼ gαEM=ð2πfaÞ, where αEM is the electromag-
netic fine-structure constant and g is anOð1Þ number equal
to ∼0.75 (−1.92) for the DFSZ model [17,18] (KSVZ
model [19,20]). Thus, in the presence of a static magnetic
background B0, there is an axion-sourced effective current

Jeff ¼ gaγγ
ffiffiffiffiffiffiffiffiffiffiffi
2ρDM

p
cosðmatÞB0: ð5Þ

This effective current then sources a real magnetic field,
oscillating at frequency ma, that is perpendicular to B0.
Our proposed design is shown schematically in Fig. 1.

The static magnetic field B0 is generated by a constant
current in a superconducting wire wrapping a toroid, and
the axion effective current is detected with a superconduct-
ing pickup loop in the toroid hole. In the absence of axion
DM (or noise), there is no magnetic flux through the pickup
loop. With axion DM, there will be an oscillating magnetic
flux through the pickup loop proportional to

ffiffiffiffiffiffiffiffiffi
ρDM

p
.

This design is inspired by cryogenic current comparators
(CCCs) [21], which are used for measuring real currents.
The key difference here is the static external fieldB0, which
generates an effective electric current in the presence of
axion DM instead of the real current in the case of the CCC.
In a real implementation of both designs, the signal flux

is actually sourced by a Meissner current which returns
along the outside surface of a gapped toroid. The size of the
gap is not crucial for our analysis, but must be sufficiently
large that parasitic capacitance effects do not generate a
displacement current, which might shunt the Meissner
return current and reduce the induced signal B field. For
wires of diameter 1 mm and a meter-sized toroid, a gap
of a few millimeters allows unscreened currents up to the
frequency at which the magnetoquasistatic approximation
breaks down and displacement currents are unavoidable.
In what follows, we will estimate our sensitivity using
the axion effective current which is correct up to Oð1Þ
geometric factors.

We consider two distinct circuits for reading out the
signal, both based on a superconducting quantum interfer-
ence device (SQUID). The broadband circuit uses a
untuned magnetometer in an ideally zero-resistance setup,
while the resonant circuit uses a tuned magnetometer with
irreducible resistance. Both readout circuits can probe
multiple orders of magnitude in the axion DM parameter
space, though the broadband approach has increased
sensitivity at low axion masses.
A related proposal, utilizing the axion effective current,

was put forth recently by Ref. [22] (see also Ref. [23] for a
preliminary proposal and Ref. [24] for a similar design for
detecting dark photon DM). That design was based on a
solenoidal magnetic field, with the pickup loop located
inside of the solenoid, and focused on resonant readout
using an LC circuit. The design presented here offers a few
advantages. First, the toroidal geometry significantly reduces
fringe fields compared to a solenoidal geometry. Second, the
pickup loop is located in an ideally zero-field region, outside
of the toroidal magnetic field B0, which should help reduce
flux noise. Third, as we will show, broadband readout
has significant advantages over resonant readout at low
axionmasses. Our proposal is complementary to the recently
proposed CASPEr experiment [25], which probes a similar
range of axion masses but measures the coupling to nuclear
electric dipole moments rather than the coupling to QED.
See Refs. [26–40] for other proposals to detect axion DM.
For concreteness, our sensitivity studies are based on a

toroid of rectangular cross section (height h, width a) and
inner radius R, as illustrated in Fig. 1. The magnetic field
inside the toroid volume is

B0ðsÞ ¼ Bmax
R
s
ϕ̂; ð6Þ

where s is the distance from the central axis of the toroid, ϕ̂
is the azimuthal direction, and Bmax is the magnitude of B0

at the inner radius. The flux through the pickup loop of
radius r ≤ R can be written as

ΦpickupðtÞ ¼ gaγγBmax

ffiffiffiffiffiffiffiffiffiffiffi
2ρDM

p
cosðmatÞVB: ð7Þ

The effective volume containing the external B field is

VB ¼
Z

r

0

dr0
Z

Rþa

R
ds

Z
2π

0

dθ
Rhr0ðs − r0 cos θÞ
~r2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h2 þ 4~r2

p ; ð8Þ

with ~r2 ≡ s2 þ r02 − 2sr0 cos θ. We work in the magneto-
quasistatic limit, 2π=ma ≫ r, R, h, a; at higher frequencies,
displacement currents can potentially screen our signal.
As an illustration, we consider a meter-sized experiment,
where VB ¼ 1 m3 for r ¼ R ¼ a ¼ h=3 ¼ 0.85 m, with
sensitivity to ma ≲ 10−6 eV. For an example of the
magnitude of the generated fields, the average B field
sourced by a GUT-scale KSVZ axion (fa ¼ 1016 GeV)
with VB ¼ 100 m3 and Bmax ¼ 5 T is 2.5 × 10−23 T. To

a

h

R

B0

r

FIG. 1. A (gapped) toroidal geometry to generate a static
magnetic field B0. The dashed red circle shows the location of
the superconducting pickup loop of radius r ≤ R. The gap
ensures a return path for the Meissner screening current; see
discussion in main text.
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detect such a small B field at this frequency, we need a flux
noise sensitivity of 1.2 × 10−19 Wb=

ffiffiffiffiffiffi
Hz

p
for a measure-

ment time of 1 year in a broadband strategy (see below).
The anticipated reach for various VB and Bmax is summa-
rized in Fig. 2.
Broadband approach.—In an untuned magnetometer, a

change in flux through the superconducting pickup loop
induces a supercurrent in the loop. As shown in Fig. 3 (left),
the pickup loop (inductance Lp) is connected in series with
an input coil Li, which is inductively coupled to the SQUID
(inductance L) with mutual inductanceM. The flux through
the SQUID is proportional to the flux through the pickup
loop and is maximized when Li ≈ Lp [42]:

ΦSQUID ≈
α

2

ffiffiffiffiffiffi
L
Lp

s
Φpickup: ð9Þ

Here, α is anOð1Þ number, with α2 ≈ 0.5 in typical SQUID
geometries [43].
Clearly, the flux through the SQUID will be maximized

for L as large as possible and Lp as small as possible. A
typical SQUID has inductance L ¼ 1 nH. A superconduct-
ing pickup loop of wire radius ϕ ¼ 1 mm and loop radius
r ¼ 0.85 m has geometric inductance of [44]

Lp ¼ rðlnð8r=ϕÞ − 2Þ ≈ 7 μH; ð10Þ
but this may be reduced with smaller loops in parallel as in
a fractional-turn magnetometer [45,46]. The minimum
inductance is limited by the magnetic field energy
ð1=2Þ R B2dV stored in the axion-sourced response field,
and is approximately

Lmin ≈ πR2=h: ð11Þ
With a “tall” toroid where h ¼ 3R, one can achieve
Lmin≈1 μH and ΦSQUID ≈ 0.01Φpickup for R ¼ 0.85 m.
Since the pickup loop area is much larger than the magne-
tometer area, the B field felt by the SQUID is significantly
enhanced compared to the axion-induced field in the pickup
loop. The B-field enhancement takes advantage of the fact
that we areworking in the near-field limit, so that the induced
B field adds coherently over the pickup loop.
To assess the sensitivity of the untuned magnetometer

to the axion-sourced oscillating flux in Eq. (7), we must
characterize the noise of the circuit. In a pure superconduct-
ing circuit at low frequencies, there is zero noise in the pickup
loop and input coil, and the only source of noise is in
the SQUID, with contributions from thermal fluctuations of
both voltage and current. Despite their thermal origin,
wewill refer to these as “magnetometer noise” to distinguish
them from noise in the pickup loop circuit (which dominates
in the resonant case below). At cryogenic temperatures
(T ≲ 60 mK), thermal current and voltage noise are sub-
dominant to the current shot noise SJ;0 in the SQUID tunnel
junctions [43], which sets an absolute (temperature-
independent) floor for the magnetometer noise. See the
Supplemental Material [47] for a more detailed discussion
of noise in a real implementation of this design.
A typical, temperature-independent flux noise for com-

mercial SQUIDs at frequencies greater than ∼10 Hz is

S1=2Φ;0 ∼ 10−6Φ0=
ffiffiffiffiffiffi
Hz

p
; ð12Þ

where Φ0 ¼ h=ð2eÞ ¼ 2.1 × 10−15 Wb is the flux quan-
tum. We use this noise level and a fiducial temperature of
0.1 K as our benchmark. dc SQUIDS are also known to
exhibit 1=f noise, which dominates below about 50 Hz at
0.1 K [48]. We estimate the reach of our broadband strategy
down to 1 Hz assuming 1=f noise is the sole irreducible
source of noise at these low frequencies, but in a realistic

FIG. 2. Anticipated reach in the gaγγ vs ma plane for the
broadband (Broad) and resonant (Res) strategies. The benchmark
parameters are T ¼ 0.1 K, r ¼ a ¼ R ¼ h=3 (see Fig. 1), and
Lp ¼ Lmin ≈ πR2=h. The total measurement time for both strat-
egies is t ¼ 1 yr, where the resonant experiment scans from 1 Hz
to 100 MHz. The expected parameters for the QCD axion are
shown in shaded red, with the corresponding decay constant fa
inset at bottom right. The projected sensitivities of IAXO [41] and
ADMX [14] are shown shaded in light green. Published limits
from ADMX [13] are shown in gray.

Lp

Li

L

M

LLp
Li

M

C

R

FIG. 3. Schematics of our readout circuits. Left: broadband
(untuned magnetometer). The pickup loop Lp is placed in the
toroid hole as in Fig. 1 and connected in series with an input coil
Li, which has mutual inductance M with the SQUID of self-
inductance L. Right: resonant (tuned magnetometer). Lp is now
in series with both Li and a tunable capacitor C. A “black box”
feedback circuit modulates the bandwidth Δω and has mutual
inductance M with the SQUID.
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experiment, environmental noise would likely contribute as
well; see the Supplemental Material [47] for more details.
Following Ref. [25], the signal-to-noise ratio S=N

improves with integration time t as

S=N ∼ jΦSQUIDjðtτÞ1=4=S1=2Φ;0 ð13Þ
for t > τ, where τ is the axion coherence time (when
t < τ, S=N ∼ jΦSQUIDj

ffiffi
t

p
=S1=2Φ;0). The axion coherence time

is approximately

τ ∼
2π

mav2
∼ 106

2π

ma
≈ 3 × 104s

�
10−12 eV

ma

�
; ð14Þ

wherewehave takenv ∼ 10−3 as the localDMvirial velocity.
We assume a fiducial integration time of t ¼ 1 year, so
that t ≫ τ over most of the mass range of interest. We also
assume a geometry with r¼R¼ a¼ h=3 and a pickup loop
inductance Lp ¼ Lmin. Then, requiring S=N > 1 after time t
implies sensitivity to

gaγγ > 6.3 × 10−18 GeV−1
�

ma

10−12 eV
1 year

t

�
1=4 5T

Bmax

×

�
0.85 m

R

�
5=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0.3 GeV=cm3

ρDM

s
S1=2Φ;0

10−6Φ0=
ffiffiffiffiffiffi
Hz

p :

ð15Þ
As shown in Fig. 2, an ideal broadband setup with the

benchmark parameters in Eq. (15) could begin to probe the
QCD axion band for fa ≲ 1014 GeV, which is not far
below the GUT scale. The sensitivity improves for larger
magnetic fields or larger toroids; for a toroid with
VB ¼ 100 m3, one can probe the QCD axion band at
the GUT scale. However, larger experiments may not be
sensitive to axion masses near 10−6 eV because displace-
ment currents may partially cancel the axion-sourced flux.
Note that the sensitivity to gaγγ increases at smallerma, due
to the increase in axion coherence time.
Resonant approach.—We now turn to an analysis of a

tuned magnetometer, shown in Fig. 3 (right). This readout
circuit has the advantage of enhancing the signal by the
quality factorQ at the resonant frequency. The tuned circuit
is a standard design for detecting small magnetic fields at a
given frequency (see, e.g., Ref. [43]). Similar tuned circuits
have been considered before for axion DM detection [22]
and dark-photon DM detection [24]; our analysis follows
closely those of Refs. [24] and [42].
In a practical implementation of an LC circuit with

resonant frequency ω ¼ 1=
ffiffiffiffiffiffiffi
LC

p
, the capacitor has nonzero

intrinsic resistance R. Therefore, the circuit has a finite
bandwidth ΔωLC ¼ ω=Q0, where Q0 ¼ ðωCRÞ−1. To
maximize the axion signal given the expected bandwidth
Δω=ω≃ 10−6, the intrinsic bandwidth of the resonant
circuit should be set to ΔωLC ¼ max½Δω; 2π=Δt�, where
Δt is the interrogation time at this frequency. While
Q0 ≃ 106 is optimal for sufficiently large ω, smaller Q

values are needed at smaller ω to make sure the bandwidth
matches the interrogation time. For example, in the strategy
of Ref. [24], where each e-fold of frequency is scanned
for a time period te-fold, and thus Δt ¼ te-fold=Q0, one must
takeQ0¼min½106; ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ωte-fold=2π
p �. DecreasingQ0, however,

means adding additional resistance to the circuit and
thereby increasing the thermal noise.
Alternatively, we can employ the feedback damping

circuit of Refs. [49,50], which can widen the intrinsic
bandwidth of the resonant circuit without introducing addi-
tional noise. This allows a large Q factor at all frequencies
while still capturing all of the signal [42]. The intrinsicQ0 of
a niobium superconducting LC circuit is over 106, so we
assume Q0 ¼ 106 as our benchmark, though larger Q0 may
be possible. The signal flux through the SQUID depends
sensitively on the details of the feedback circuit, but our
signal-to-noise analysis will not depend on those details, so
we treat the feedback circuit as a black box with some
inductive coupling M to the SQUID in Fig. 3 (right).
For Q0 up to ∼108, thermal noise in the pickup loop

dominates over magnetometer noise (see related studies in
Refs. [24,51] and further discussion in the Supplemental
Material [47]).Onceweknow that thermal noise is dominant,
we can calculate the signal-to-noise ratio without regard
to the identity of the black box. Following Ref. [24],
the axion sensitivity is set by requiring the signal power
dissipated in the resonant circuit to be greater than that of the
noise. The predicted constraints on gaγγ depend on howmuch
time is spent on each frequency band. We imagine a strategy
similar toRef. [24]where eache-fold of frequency is scanned
for a time period te-fold. To compare with the broadband
circuit, we take te-fold ¼ 20 days to cover the frequency
range between 1 Hz (ma ¼ 4 × 10−15 eV) and 100 MHz
(ma ¼ 4 × 10−7 eV) in the same integration time of 1 year.
At frequency ma, the signal and noise powers are

PS ¼ Q0

maΦ2
pickup

2LT
; PN ¼ kBT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ma

2πte-fold

r
; ð16Þ

where LT ¼ Lp þ Li is the total inductance of the resonant
circuit. To compare with the broadband reach we assume
LT ¼ Lmin as in Eq. (11) and take h ¼ 3R. Requiring a
signal-to-noise ratio of unity implies sensitivity to

gaγγ > 9.0 × 10−17 GeV−1
�
10−12 eV

ma

20 days
te-fold

�
1=4

×
5T
Bmax

�
0.85 m

R

�
5=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0.3 GeV=cm3

ρDM

106

Q0

T
0.1 K

s
;

ð17Þ
where we have assumed a feedback damping circuit that
allows us to keep Q0 fixed at low masses. At high masses,
the feedback damping circuit is not necessary unless
Q0 > 106 is achievable.
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As illustrated in Fig. 2, the sensitivity increases at larger
ma since the signal power density grows as ma. On the
other hand, at small masses the broadband approach has a
superior projected reach for the same experimental param-
eters. Thus, the resonant and broadband approaches are
complementary.
We introduced a new experimental design that is sensitive

to ultralight DM with axionlike couplings to electromagnet-
ism in the mass rangema ∈ ½10−14; 10−6� eV. Most existing
axion detection proposals use some kind of resonant
enhancement, but we have shown that broadband circuits
can have superior sensitivity for lighter axion masses. This
conclusion agrees with previous literature establishing that
untuned SQUID magnetometers outperform tuned magne-
tometers at low frequencies [42,43]; this fact has been
exploited in, e.g., Refs. [52,53] to detect fT magnetic fields
from MRI experiments with biological tissue samples. A
concrete experiment would likely proceed in two stages: a
broadband search over a large frequency range, followed by a
resonant scan at high frequencies and in specific frequency
bands if a signal is seen. We expect that a broadband
magnetometer could also be relevant for detecting dark
photonDM [24], andwe look forward to further applications
of broadband techniques to light DM detection.
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