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Adaboost, MLP and CNN applied to W/Z
classification

朱永峰

2017 年 12 月 18 日
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the result of Bingyang(using Xgboost)

my result:using Adaptive boost, 10 weak learners, the
accuracy is:

for PN-MN-FN, using 100 weak learners ,the accuracy is:

for PN-MN-FY, using 100 weak learner, the accuracy is:

We can see the accuracy is improving with the
increasing of the number of weak learners. I want to use
1000 weak learners, but the computer.......
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Adaptive boost

1 In daily life, if you were gong to make an important decision, you’d probably get the advice of multiple
experts instead of trusting one person.

2 For machine learning, one idea that natually arises is combining multiple classifiers. Methods that do this
are known as ensemble methods, such as bagging and boosting. Today, we focus on boosting.

3 The boosting using the same type of classifier.The different classifiers are trained sequentially.Each new
classifier is trained based on the performance of those already trained.Boosting makes new classifiers
focus on data that was previously misclassified by previous classifiers.The output is calculated from a
weighted sum of all classifiers.The weights are based on how successful the classifier was in the previous
iteration.The Adaboost is one of the boosting.

4 Adaboost works this way: A weight is applied to every example in the training data.Initially, these weights
are all equal. A weak classifier(or weak learner, for Adaboost is decision stump:A decision stump is a
simple decision tree which makes a decision on one feature only. ) is first trained on the training data.The
errors from the weak classifier are calculated, and the weak classifier is trained a second time with the
same dataset.This second time the weak classifier is trained, the weights of the training set are adjusted,
the examples properly classified in the first time are weighted less and incorrectly classified in the first
iteration are weighted more.
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MLP
MLP, four hidden layers, 12 neurons each layer, 10000
training samples, 500 testing samples, the droupout is
0.9, the final result is as follows:

Bingyang told me that my model is so simple, next I will
change the model of MLP.

A multilayer perceptron consists of at least three
layers of nodes.

Except for the input nodes, each node is a neuron
that uses a nonlinear activation function.

MLP uses a supervised learning technique called
backpropogation for training.

MLP can distinguish data that is not linearly
separable(Hidden layers will use a space
convertion to make data linearly distinguished. )

朱永峰 (ucas) 4 / 5



.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

CNN
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