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Application 1: PID in particle physics

Traditionally, high resolution timing detectors are used in HEP to
indentify particles
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How much resolution do we need for PID?

Take two particles with same momentum
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For Kaon (500 MeV), pion (140 MeV) with p=1 GeV, L=2m, ∆t=
800 ps
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Example: the ALICE ToF detector at CERN

Large area: 160 m2

Channel counts: about 160.000

Time resolution: O(50 ps)

Sensors: Multi-gap Resistive Plate
Chambers (MRPC)

For more info: http://aliceinfo.cern.ch/Public/en/Chapter2/Chap2 TOF.html

A. Rivetti FEDSS 2018-Weihai August 22th, 2018 5 / 117



Application 2: Time of flight mass spectrometry

Sorting chemical species on the basis of their mass-to-charge ratio

Powerful analysis technique applicable both to pure samples and mixtures

ToF is just one among many possible technique

2

Figure 1. Ion source, ion optics, and mass filter from the Agilent GC Q-TOF
mass spectrometer.
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Basic oa-TOF MS Theory of Operation
While an orthogonal acceleration time-of-flight mass spectrometer (oa-TOF MS) can
be interfaced with many types of ion sources, this discussion will focus on the use
of an oa-TOF MS with electron and chemical ionization (EI and CI) sources. Ions
from these sources located in the first vacuum chamber can be introduced into a
mass filter in a second vacuum chamber. The mass filter is followed by a hexapole
collision cell. A hexapole collision cell is a set of six small parallel metal rods with a
common open axis through which the ions can pass. Radio frequency (RF) voltage
applied to the rods creates electromagnetic fields that confine ions above a particu-
lar mass to the open center of the rod set. A collision gas in the cell enables colli-
sion induced dissociation (CID). Figure 1 depicts the Agilent GC Q-TOF, an oa-TOF
mass spectrometer. Ions produced in the source are mass selected by the mass
filter and accelerated to a higher kinetic energy before entering the collision cell
where the ions are subjected collision induced dissociation (CID).

Ions exiting the collision cell enter a region where the ion beam is shaped to optimal
parallelism by transfer ion optics, and excess gas from the collision cell is removed.
The more parallel the ion beam, the higher the resolving power that can be achieved.
After the ions have been shaped into a parallel beam, they pass through a pair of
slits into the third and last vacuum stage. where the time-of-flight mass analysis
takes place. Because the mass of each ion is assigned based on its flight time, the
background gas pressure in this stage must be very low. Any collision of an ion with
residual background molecules will alter the flight time of the ion and affect the
accuracy of its mass assignment.

In the time-of-flight mass analyzer, the nearly parallel beam of ions first passes into
the ion pulser. The pulser is a stack of plates, each (except the back plate) with a
center hole. The ions pass into this stack from the side just between the back plate
and the first plate. To start the ion’s flight to the detector, a high voltage (HV) pulse
is applied to the back plate. This accelerates the ions through the stack of pulser
plates. The ions leave the ion pulser and travel through the flight tube, which is
about one meter in length. At the opposite end of the flight tube is a two-stage,
electrostatic ion mirror that reverses the direction of the ions back towards the ion
pulser. The two-stage mirror has two distinct potential gradients, one in the begin-
ning section and one deeper in the mirror. This improves second-order time focusing

Flight Time and Its Relationship to Mass

Equations for time-of-flight
The flight time for each mass is unique. It starts when a high voltage pulse is
applied to the back plate of the ion pulser and ends when the ion strikes the detec-
tor. The flight time (t) is determined by the energy (E) to which an ion is acceler-
ated, the distance (d) it has to travel, and its mass (strictly speaking its mass-to-
charge ratio). There are two well know formulae that apply to time-of-flight 
analysis. One is the formula for kinetic energy:

E = 1/2mv2

which is solved for m looks like:

m = 2E/v2

and solved for v looks like:

v = `(2E/m)

The equation says that for a given kinetic energy, E, smaller masses will have larger
velocities, and larger masses will have smaller velocities. That is exactly what takes
place in the time-of-flight mass spectrometer. Ions with lower masses arrive at the
detector earlier, as shown in Figure 3. Instead of measuring velocity, it is much
easier to measure the time it takes an ion to reach the detector.
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Figure 3. Time-of-flight analysis of ions of various masses, each with a 
single charge. For clarity and simplicity, this shown in a linear
time-of-flight mass spectrometer that does not have an ion mirror.

The second equation is the familiar velocity (v) equals distance (d) divide by time (t):

v = d/t 

Combining the first and second equations yields:

m = (2E/d2)t2

of the ions on the detector. Because ions enter the ion pulser with a certain amount
of horizontal momentum, they continue to move horizontally as well as vertically
during their flight. Thus, they are not reflected directly back to the ion pulsar, but
instead arrive at the detector.

Figure 2 shows a schematic of the detector. The first stage of the detector is a
microchannel plate (MCP), a thin plate perforated by many precise microscopic
tubes (channels). When an ion with sufficient energy hits the MCP, one or more
electrons are freed. Each microchannel acts as an electron multiplier. By the time
the electrons exit the MCP, there are roughly ten electrons for every incoming ion.
The electrons exiting the MCP are accelerated onto a scintillator that, when struck
by the electrons, emits photons. The photons from the scintillator are focused
through optical lenses onto a photomultiplier tube (PMT), which amplifies the
number of photons and then produces a electrical signal proportional to the number
of photons.
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Figure 2. TOF detector with potentials shown for positive ion operation.

The reason for this conversion of an electrical signal to an optical signal and back to
an electrical signal is to electrically isolate the flight tube and the front of the detec-
tor, which are at roughly –6,500 volts, from the PMT, whose signal output is at
ground potential.
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ToF mass spectrometry

Non-relativistic regime!
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Application 3: Positron Emission Tomography

I Anticipated 50 years ago, but still evolving

∆x = ∆t c2

More weight to photons coming
from the ROI

Stronger benefit on larger patients

Commercial instruments offering
better than 300 ps arriving on the
market

The holy Grail:
10 ps→3 mm→direct imaging

S. Surti,Journal of Nucl. Med.
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ToF in PET
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Applications 4: Pile-up rejection in HEP
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Precision timing detectors Adi Bornheim

1. Introduction

Advances in sensor technology and readout electronics have given access to timing precisions
on the order 10 ps for the detection of high energy particles. While the focus of the hardware devel-
opment is moving towards the 1 ps domain and beyond, technologies with order 10 ps resolution
are now considered for large scale applications. In particular the challenges of current and future
high luminosity hadron colliders may be best addressed by enhancing the timing performance of
the detectors to the level of 10 ps. To fully exploit the physics potential of the luminosity up-
grade of the Large Hadron Collider (LHC), the High Luminosity LHC (HL-LHC), the experiments
ATLAS and CMS are investigating precision timing upgrades of their respective detectors. The
ALICE collaboration has spearheaded precision timing technologies at LHC and LHCb is inves-
tigating possible upgrades for time-of-flight based particle identification. The physics goal of the
ATLAS and CMS collaborations at HL-LHC is to precisely study Higgs boson production, decay
kinematics and rates as well as the measurement of the Higgs self coupling. This will be a crucial
additional test of the SM electroweak symmetry breaking sector. Searches for physics beyond the
standard model are also part of the program. To achieve these goals an integrated luminosity of at
last 3 ab�1 has to be accumulated over a time span of 10 years. The detector performance needs to
be maintained at a level of the LHC Run I data. The instantaneous luminosity will be at the level
of 1035cm�2s�1 [1]. This requires the operation of the HL-LHC at beam intensities that will result
in 200 simultaneous proton-proton collisions (PU) per bunch crossing.

Figure 1: Simulated event of a Higgs Boson,
produced in association with two jets, decaying
into two photons. The simlated event is embed-
ded in 200 PU events. Associating the final state
objects of the Higgs decay to each other via their
common production vertex is very challenging
in this environment.

To maintain the physics performance of the detectors at HL-LHC the granularity and speed of
the detectors as well as the readout and trigger electronics will be improved. Enhancing the timing
performance of the detectors will give an additional handle to disentangle the superposition of the
hard interaction with 200 PU events. In Fig. 1 we show a simulated event in the CMS detector
where a Higgs Boson, produced in association with two jets, decays into two photons. The event is
embedded in 200 PU events which dominate the event display.

2. Physics use cases for precsion timing at HL-LHC

The key challenge at HL-LHC is the extreme density of particles. This challenges the event
reconstruction since the association of information from different subdetectors, eg. matching of
vertices to calorimeter clusters, becomes much less reliable and the combination of subdetector
information, eg. the combination of multiple tracks to form an event vertex or the combination
of multiple calorimeter clusters to form a jet, prone to confusion. In the following we discuss the

1

The peak luminosity of the HL-LHC will increase up to ≈ 1035

This will produce 140 to 200 collisions per bunch crossing
I Disentangling interesting events from background only with tracking

and vertexing becomes challenging
I The average collision distance in time is 100÷ 170 ps
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Application 5: Forward physics at HL-LHC

I Collision survivors can be used to probe new physics

pp → pγγp sensitive to extra-dimensions

Intact protons detected 250 m far from the collision point

Need of 10 ps timing to suppress pile-up
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Application 6: detector improvement

I Particle identification through Cherenkov radiation: cos θc = 1
βn(λ)

B. Dey et al., NIM A 775 (2015), pp. 112-131

Red photons give smaller angles
than blue photons

Red photons propagate faster in
the medium

Time of propagation used for
chromatic corrections

Improvement by 0.7 mrad
reported

Time resolution O(100 ps)
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Applications 7: LIDAR in ADAS systems

LIDAR expected to become a key component in future cars

 

A First Sensor White Paper  
Published: January, 2012 ∙ Page 1 of 2 

LIDAR  
FOR AUTOMOTIVE APPLICATIONS 
 

 

LIDAR technology is gaining in importance for advanced driver assistance 
systems because it offers a high resolution combined with a long range. 
First Sensor provides specific detector solutions.  

 
Advanced driver assistance systems such as adaptive cruise control (ACC) or collision avoidance 
systems do not only provide a more comfortable driving experience but are also able to reduce the 
severity of accidents or even prevent crashes entirely. 
While some of these systems are already well established in higher vehicle classes, even better 
assistance systems are introduced to deal with more and more complex traffic situations. There is a 
trend towards a use of assistance systems also in cheaper vehicles which are sold in higher quantities 
and require affordable sensors.  
 
LIDAR (light detection and ranging) is an optical remote sensing technology. An emitter sends out 
infrared laser pulses and the reflected light is detected by a photodiode. The distance and relative 
speed of other objects can be determined from the runtime of the signal  (time of flight) and the speed 
of light.  
 
This measurement method is similar to radar, which 
today is often used as the sensor system for ACC 
applications. Both technologies offer a range up to 
200 m for this usage but LIDAR has the significant 
advantage of a much higher angular resolution, 
especially when it comes to more complex auto-
motive applications. This makes it possible to 
identify the horizontal or vertical position of a car or 
pedestrian more precisely, and to distinguish 
different objects that are located in same distance 
and moving with the same speed. Unlike radar, 
LIDAR sensors are also able to recognize the size 
and thereby draw conclusions about the type of the 
object.  In addition, LIDAR systems can usually be 
produced at lower costs because of the less 
expensive components and a single system can cover short and long ranges.  
 
 
 

Table I
SENSL LIDAR SYSTEM PARAMETERS

Parameter Value
Array size 1 × 16

SiPM pixel length x 171 µm
SiPM pixel height y1 491 µm
Pixel spacing y2 59 µm
Total array length y3 8.741 mm

SPAD cells per pixel Ncells 133

PDE @ 905 nm 8.4 %
SPAD cell dead time τdead 23ns

SiPM pixel gain G 106

SiPM rise time τrise 100 ps

Laser divergence 0.1◦ × 5◦

Laser peak power Plaser 400 W

Laser pulse width τpulse 1 ns

Laser pulse repetition rate PRR 500 kHz

Frames per second 30 fps

Optical aperture Dlens 22 mm

Scanning angle of view 80◦ × 5◦

Static angle of view AoVx × AoVy < 0.1◦ × 5◦

Angular resolution 0.1◦ × 0.312◦

Optical bandpass λ ± ∆λ (905 ± 25) nm

at the distance d, where the aperture is placed, is collected
by the receiving lens whose area is expressed by

Aaperture = π
D2

lens

4
(5)

To convert the incident optical power per pixel into a photon
rate, we divide the power by the average energy of the single
photon Φamb = Pamb/(hc/λ). The detected noise floor can
be expressed in terms of average number of cells per pixel
fired due to continuous sunlight:

Namb = Ncells ·
(
1 − e−Φamb·PDE·τdead/Ncells

)
(6)

Note that the ambient light level does not depend on the
target distance since the two terms of d2 cancel each other
out of (2). It however depends on system parameters such
as the angle of view of the pixel, the central wavelength and
the filter bandpass.

b) Signal level calculation: The intensity of the return
laser pulse per pixel can be calculated similarly to (2)
assuming that all the incident laser power onto the target
is diffused back onto the aperture:

Preturn(d) = Plaser · 1

2πd2
· η · Aaperture · 1

Npixels
(7)

from which the average return photon rate is Φreturn =
Preturn/(hc/λ). The detected signal can be now calculated
as the average number of cells within the pixel Nlaser firing
due to laser photons. However, since the SiPM pixel is
not a linear system, the signal level cannot be calculated
independently from the noise level: due to the dead time,

the detection of noise might inhibit the detection of laser
photons. Nlaser is calculated as

Nlaser(d) = (Ncells − Namb) ×(
1 − e−Φreturn·PDE·τpulse/Ncells

)
(8)

c) Laser detection probability: The probability of de-
tecting the return laser pulse is here analyzed considering the
described threshold system. The noise floor of the SiPM,
proportional to the square root Namb, is used to set the
threshold of the comparator. Let us assume a convenient
level th equal to 2.5 · √Namb. The probability of detecting
the return laser is therefore equal to the probability of
the signal to exceed such value. Assuming a Gaussian
distribution around Nlaser and a standard deviation σs =√

Namb + Nlaser, the probability of having a signal higher
than the threshold th is:

psignal(d) =
1√

2πσs

∫ ∞

th

exp − (N − Nlaser(d))2

2σ2
s

dN

(9)
However, exceeding the threshold with the signal level is not
sufficient for a successful measurement. In fact, the threshold
can be exceeded also by the noise itself with a probability
of:

pnoise =
1√

2πσn

∫ ∞

th

exp − N2

2σ2
n

dN (10)

where σn =
√

Namb is the standard deviation of the noise
level. Often, pnoise is referred to as probability of false
alarm. This can be minimized by increasing the threshold
although the detection of the signal is also reduced. From
(9) and (10), the probability of a successful measurement
can be estimated by

psuccess(d) = psignal(d) − pnoise (11)

d) Multi-shot approach: To improve the performance
and increase the probability of measurement, a multi-shot
approach can be adopted. LiDAR systems needs to operate
at a certain frame rate which, together with the size of
the frame itself, sets the maximum amount of time for a
measurement to occur before the next point or frame are
measured. For a 1D horizontal scanner such as the one
proposed by this work, the frame size consists of the number
of steps needed to cover the entire scene 80◦/0.1◦ = 800,
since the vertical axis is measured in parallel by the 16
pixels. The maximum amount of time for a measure to be
acquired is therefore given by

Tmeas =
1

FPS · 800
= 41 µs (12)

With a sufficient high laser pulse repetition rate PRR, more
than a single measurement can be obtained in this amount
of time:

Npulse = Tmeas × PRR = 20 (13)

Acquiring Npulse pulses per measurements allows the prob-
ability of a successful measurement to be improved. In fact,
for each set of Npulse single-shot measurements, an average

－ 134－

S. Gnecchi, C. Jackson, “A 1 16 SiPM Array for Automotive 3D Imaging
LiDAR Systems” http://imagesensors.org/2017-papers/
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Oscillators and PLLs

Ring oscillators VCOs and (analogue) PLL
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Application 8: Timing for everyone

I A precise timing system is in (almost) every pocket...

Analog PLL

Feedback signal generated
by charge pump and filters

VCO controlled by an analog
voltage

All Digital PLL

Phase difference measured
with a TDC

VCO programmed by digital
signals
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Application n: Power supply control

Low Dropout-Regulators (LDO)

They usually use analog loops

...but the loop can also be digital

A TDC measures a known time
interval

Vout reduced → less counts

Vout increased → more counts

The loop keeps counts constant
counts K. Otsuga et al,

IEEE International SoC Conference, 2012
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Trends in timing front-end electronics

Time resolution of 100 ps or better already achieved in the sixties of
last century

Typical ToF systems have low channel density

Electronics either discrete or based on front-end ASICs with few
channels

Improve time resolution well below 100 ps (target 10 ps)

Extend timing to densely packed detector systems.

Need of highly integrated ASICs for timing
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Timing systems: single sample

The sensor signal is usually amplified and shaped

A comparator generates a digital pulse

The threshold crossing time is captured and digitized by a TDC

TDC can be embedded on the front-end chip or external

I Timing is derived from a single sample
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Timing systems: multiple samples

The sensor signal is usually amplified and shaped

The full waveform is sampled and digitized at high speed

In many systems, sampling and digitization are decoupled

Timing is extracted with DSP algorithms from the digitized waveform
samples

I Timing is derived from multiple samples
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Digital timing extraction

Different algorithms are used to compute the timing from the
digitized samples

There is nothing such an optimal method

Some techiques can be more suited that others for real time execution
on FPGA

Some examples of digital algorithm:

Digital leading edge

Digital constant fraction

Interpolation

Initial slope approximation

Reference pulse
...

To learn more: E. Delagnes, Precise Pulse Timing based on Ultra-Fast Waveform Digitizers,

Lecture given at the IEEE NSS Symposium, Valencia, 2011
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TDC: the principle

Timing registerevent

clock

event

interpolation

Count the transitions of a periodic signal (clock)

When the event of interest arrives, store the counter value into registers

Problem: 100 ps bin requires 10 GHz clock

Then: count the transitions of a slower clock and interpolate

Interpolating= Measuring the time elapsing between the event and the next
clock transition with an additional and dedicated circuit (interpolator)
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Time-to-Digital Converters

What is a TDC

mixed-mode or fully-digital circuit
input: trigger signals, typ CMOS
output is a time stamp: N-bit digital word corresponding to a time
difference between two events

Full scale range Tref : maximum time difference that can be measured

Time Binning: smallest time step (LSB): Tref /2N

Performance dictated by:

Conversion Rate (samples/sec)

Linearity - i.e. Proportionality of digital code to input time difference

Quantization error: rms is LSB/
√

12

Single-shot accuracy (precision in measuring an individual hit)

Power
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Types of TDC

Asynchronous

measures the time difference between two pulses
no need for an external reference signal

Synchronous

use of a clock to extend dynamic range

clock provides a coarse time stamp
measure the phase between the trigger signal and the clock
clock jitter must be below the rms quantization error

Common in particle detector instrumentation:

Analog Interpolators
Digital delay line
Pulse shrinking
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TDC with Analogue Interpolators

Oldest method to measure time intervals: charge a capacitor with a
constant current source and digitize the resulting voltage

Vout = I1
C1 (tstart − tstop)

If tstop is the edge of a reference clock: becomes a Synchronous TDC
ADC is frequently Wilkinson (determines the NBITs of the TDC)

little circuitry, simple to implement
low power, good linearity
Problem: conversion time!
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Modern use of TACs-1

four switches. When S0 is open and S1-S2 are closed, the 

circuit is in the reset mode. When the vice-versa is true, the 

circuit is in the normal operating mode. The CFD triggers the 

closing of S3, which connects the input node to a constant 

current source. The current enters into the input node, 

therefore the output voltage is pulled down. Four of these 

circuits are located in every pixel, so four voltage ramps can 

be generated one after the other, thereby providing the analog 

multi-buffering capability.  The schematic of the whole TDC is 

shown in Fig. 10. Transistors M2-M4 form the current source 

creating the ramp. In the idle state this current is diverted to 

ground. When the CFD fires the current source is connected to 

one of the four TAC. When the ramp is completed the output 

of the TAC is sampled on capacitor C0. One has to note that 

since the output voltage of the TAC will be less then Vref, the 

sampling will actually discharge C0. Therefore, C0 must be 

recharged to restore the baseline. This implies that one needs 

here a current source of the same polarity of the one that 

generates the voltage ramp. The ratio between the sampling 

capacitor and the feedback capacitor CF used in the TAC can 

be exploited to reduce the ratio between the current sources. 

For instance, in a straightforward 6 bits implementation, the 

current restoring the baseline on C0 should be 64 times smaller 

than the one used in the TAC. However, if C0 is four times CF 

the ratio required is reduced to sixteen, allowing for a 

significant saving in the total circuit area. 

In our case we want to have a time bin of 100 ps and cover a 

dynamic range of 18.75 ns. This is equivalent to requiring a 

resolution of 8 bits over a range of 25 ns. If one would achieve 

this resolution just by scaling the currents a ratio of 256 would 

be required. However the time needed to restore the baseline is 

measured with the master clock cycle (6.25 ns) gaining a 

factor of four. Another factor of four is obtained by making C0 

four times bigger than CF, therefore the ratio necessary 

between the two current sources is only sixteen. 

 

VI. THE DIGITAL LOGIC 

The digital logic can be divided in two major components: the 

in-pixel logic, located inside the active area, and the End of 

Column logic (EoC), which takes care of the read-out of the 

pixels. The logic located into the pixel cell contains mainly 

registers to store the coarse time values and the results of the 

TDC conversions. Small state machines control the switching 

between the buffers and manage the interface with the EoC 

logic. In the EoC, a finite state machine sends a read-enable to 

the pixels which is passed by one cell to the next with a token 

ring scheme. When its read-enable is high, the pixel puts on the 

output bus its data content. In addition, a busy signal alerts the 

End of Column controller if there are data in at least one of the 

45 pixels in a column. In order to avoid ambiguities in the time 

reconstruction the event belonging to the same cycle of the 

coarse counter are grouped together. This rearrangement is 

performed by adding an extra bit to the coarse time stamp. This 

information is used to tag events of type “0” and events of type 

“1” putting them in two different FIFOs. A merger circuit 

reconstructs the right order of the data frame, adding a header 

and a trailer. The header contains the information on the frame 

counter value. To separate the frames the controller uses 

additional information provided by the pixel logic. Each  pixel 

sets the “old-data” flag if it still contains data when the frame 

changes. This signal is propagated to the whole column via a 

fast or. In the present prototype the data are sent out 

independently for each column through a serial line with a speed 

of 160 Mbit/s.  

Due to the high particle flux, the digital circuits must be 

protected against Single Event Upset (SEU) and the following 

solutions have been adopted: 

• Hamming encoded state machines and registers with 

auto correction in the pixel cell. 

• Hamming encoded state machines in the End of 

Column logic. 

• Triple Modular Redundancy with auto correction for 

single flip flops in the EoC. 

A single event correction, double error detection policy has 

been generally adopted. In the EoC FIFOs  the data are 

 
Fig. 9:   The Time to Amplitude Converter. 
  

 
 
Fig. 10:  Simplified schematic of the full TDC. 
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Modern use of TACs-2
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TDC with Digital Delay Lines

Exploits the intrinsic delay of digital gates to measure time intervals

Start Signal fed to the buffer chain

Stop Signal samples the of the buffer
outputs into the register

bit pattern processed by a thermometric
to binary encoder

Maximum time interval
measured: T

Delay of single cell: τ1

Required N = T
τ1 cells
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TDC with Digital Delay Lines - Vernier

Resolution set by the delay of a single cell (typ 20-30 ps for a DSM
CMOS)

Vernier topology: approach to increase the resolution of the delay-line
TDC

Start and Stop Signal propagate
through delay lines with cell
delay τ1 and τ2

The LSB is given by τ1− τ2

Required N = T
τ1−τ2 cells

Large dynamic range are require many cells

↪→ area becomes prohibitive!
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Loop-Based TDC

Implementation example of a looped delay line:

Re-use the same cells: pulse folded-back to the input of the delay line
Count how many times the pulse edge has circulated:
↪→ Counter provides coarse time information
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General aspects on digital TDCs

The use of these techniques require good knowledge on the effects of
process, voltage and temperature (PVT) variation

global process drifts affect all cells similarly - systematic gain/offset
errors

↪→ in radiation detectors, solved with calibration

local random process variations can induce non-linearities or missing
codes
hotspots or IR drops can induce similar errors

↪→ Good use of statistical simulation tools and proper layout is
fundamental
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TDC Based on Delay-Locked-Loop

Delay of the buffer chain is forced by the feedback loop

Phase detector compares the phase of the delay line output signal and
a reference clock

Output signal increments a counter and provides coarse information

Status of DLL is latched to registers and allows fine interpolation
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TDC Based on Delay-Locked-Loop

Pros and Cons

Conversion Speed!

The hit signal triggers the storage of the DLL and Coarse counter
status
Conversion result is immediately available

↪→ Sampling rate can be very high

very high power consumption

use of differential delay line (current steering) to minimize noise
(victim/agressor)
reference clock running at high speed

↪→ LSB = Tclk
n cells

⇒ 50 ps with 640 MHz and 32 delay cells

Tackle: share a global DLL among several channels - robust buffer
scheme to control skew
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DLL-based TDC: a practical example

M. Horstmann (CERN): https://indico.cern.ch/event/688153/sessions/261017/#20180521
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DLL-based TDC: a practical example
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Ring Oscillator TDCs

N. Roy (Sherbrooke): https://indico.cern.ch/event/688153/sessions/261017/#20180521
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Pulse Shrinking TDCs
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High resolution TDCs: ASICs

A 14-Bit, 1-ps Resolution, Two-Step Ring and 2D 
Vernier TDC in 130nm CMOS Technology 

 
Hechen Wang and Fa Foster Dai 

Dept. of Electrical and Computer Eng., Auburn University, Auburn, AL 36849
 
 

Abstract— This paper presents a time-to-digital (TDC) design 
with large detectable range and fine resolution, combining a ring 
TDC with a 2-dimentional (2D) Vernier TDC. The detectable 
range has been greatly increased to 14 bits with the ring 
structure. A 1-ps resolution was achieving with 2D Vernier 
architecture. Utilizing the 2nd order ΔΣ modulators (SDM) and a 
2D spiral arbiter array, the proposed TDC greatly mitigates the 
quantization errors introduced by digitally controlled delay cells 
and the intrinsic arbiter line folding errors associated with the 
2D array topology. The measured maximum DNL/INL are 
0.41/0.79ps with ΔΣ linearization. A prototype TDC chip 
fabricated in 130nm CMOS technology achieves a conversion 
rate of 10 MS/s while consumes 2.4 mW power. 

Keywords— TDC, resolution, detectable range, linearization, 
INL, DNL, ΔΣ modulation, quantization error. 

I. INTRODUCTION 
Digital phase locked loop (DPLL) has been intensively 

studied nowadays, and there are many different DPLL 
architecture. Time-to-digital converter (TDC) plays a 
significant role, among all kinds of DPLL variants. Since the 
resolution of the TDC is approaching 1-ps level and the 
nonlinearity has been greatly suppressed with newly developed 
techniques [1-2], DPLL’s main performance, in-band phase 
noise and fractional spur level, is now competitive with 
traditional analog PLLs. Overtaking analog PLL is not the 
reason why people keep focusing on DPLLs. It is because 
DPLL is more compatible with digital controlled system and is 
suitable for direct phase and frequency modulation. Unlike 
synthesizer designs, DPLL based modulator demands TDCs 
with large detectable range and excellent linearity [3-4]. 
Therefore, it’s highly desirable to develop a TDC that can 
achieve large detectable range, fine resolution and good 
linearity simultaneously. 

In this paper, we presented a TDC design with a large 
detectable range of 14 bits, fine resolution of 1ps and excellent 
differential linearity (DNL)/integral linearity (INL) of 
0.41ps/0.79ps owing to the following novel techniques: (i) a 
combined ring and 2D Vernier TDC is used to 14 bits 
detectable range and 1ps resolution; (ii) a 2nd order ΔΣ 
modulator (SDM) is adopted to mitigates the quantization 
errors introduced by the delay cell nonlinearity; (iii) the 2D 
arbiter comparison path is arranged in a spiral form in order to 
improve its INL; (iv) an additional 2nd order SDM is used to 
randomize the arbiter line folding errors associated with the 2-
D arbiter array topology. Traditionally, technologies with small 
feature size are preferred for mixed-signal designs such as 
TDC design to achieve better performance and power 
efficiency. However, after five decades, it seems that the 

Moore’s low has come to a crossroads. As a result, there is an 
increased benefit to focus on circuit innovations rather than 
simply pursue the use of technologies with small feature size to 
further improve the circuit performance figure of merit (FoM). 
In this work, by using a large feature size technology (130nm 
CMOS) we presented a TDC achieving improved performance 
comparing to state-of-art TDC designs using small feature size 
processes. 

II. PROPOSED TDC ARCHITECTURE 
Resolution and detectable range are two critical and contra-

dictionary parameters for TDC designs. It is challenge to 
achieve fine resolution and large range simultaneously. Vernier 
based TDCs achieve good resolution, yet with limited range 
[5]. Ring based TDCs have a wide detectable range, while its 
resolution and linearity are imperfect [6]. We presented a TDC 
in [2], which achieved 1.25ps resolution and 0.4ps nonlinearity 
by using spiral 2D comparator array and SDM linearization 
techniques. However, its 8 bits range is not able to support 
DPLLs with output frequency less than 3GHz. 
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Fig. 1. (a) Proposed 2D spiral Vernier ring TDC with 2nd order ΣΔ 
linearization, and (b) ring/2D structure collaboration illustration. 
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2.4mW under a conversion rate of 10MS/s and 1.2-volt power 
supply. With a 2nd order delay SDM running at 80MHz for 
delay interpolation and a 2nd order linearization SDM running 
at 10MHz folding error linearization, our proposed architecture 
achieved a very competitive linearity performance with 
DNL/INL of 0.41/0.79 ps when compared with state-of-the-art 
TDC designs. Fig. 10 is a comparison considering both data 
converter FoM and TDC effective resolution. Table II 
summarized our TDC key performance and compared with 
newly reported TDC designs. 

 
Fig. 8. Die photograph of the TDC prototype chip. 

 
Fig. 9. Measured TDC full-range transfer curves and INL. 
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Fig. 10. Performance comparison. 

IV. CONCLUSIONS 
We presented a combined ring and 2D Vernier TDC with 

14-bit (1.6ns) detectable range and 1-ps resolution. The delay 
ring TDC is equipped with a 2nd order SDM with 8 times 
oversampling ratio to interpolate the precise delays need for a 
taped measurement for calibrating the rising and falling delays 
in order to achieve the large detectable range and suppress INL 
accumulation in the ring. The 2D Vernier TDC consists 2nd 
order SDMs for both delay interpolation and folding error 
linearization. With 1ps resolution, the TDC still achieved state-
of-the-art measured linearity performance with DNL/INL of 
0.41ps/0.79ps, demonstrating a very competitive TDC design 
using a large feature size technology of 0.13um CMOS. 
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TABLE I.  TDCS PERFORMANCE COMPARISON 
 VLSI 14 [7] ISSCC 15 [8] ISSCC 16 [9] CICC 17 [2] ISSCC 17 [1] This work 

Topology Cyclic Stochastic SS-ADC 2D Vernier SAR-ADC Ring+2D Vernier 
Process 28nm 14nm 65nm 45nm 14nm 130nm

NoB 12 10 6.1 8 7 14
ENoB (1) 9.74 8.28 5.76 7.58 3.68 13.2

Resolution 0.63ps 1.17ps 6ps 1.25ps 0.2ps 1.0ps 
ER (2) 3.15ps 3.85ps 7.60ps 1.67ps 2ps (4) 1.74ps 

Speed [MHz] 10 100 40 80 26 10 
DNL [LSB]/[ps] 0.5/0.32 0.8/0.94 ---/--- 0.25/0.31 ---/--- 0.41/0.41 
INL [LSB]/[ps] 3.8/2.39 2.3/2.7 0.27/1.6 0.34/0.4 9/1.8 0.79/0.79 

Power [mW] 0.82 0.78 0.36 0.33 --- 2.4 
FoM (3) 0.02 0.01 0.13 0.02 --- 0.02 

1. ENoB = NoB – log2 (INL+1). 
2. Effective Resolution (ER) = Resolution × 2(NOB – ENOB). 
3. FoM = Power / (2NOB × FS) [pJ / conv-step]. 
4. calculated based on in-band phase noise. PN = 10log(N2(2πfr)2tres

2/12/fr).
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High resolution TDCs: FPGA
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Timing: the (very front-end) issues

Several factors challenge the timing accuracy of a system:

Random noise internal to the front-end electronics (can be traded with
power)

Random noise from external sources (e.g. clock distribution system)

Signal integrity (substrate noise, PSSR, etc..)

Pulse amplitude variations

Pulse shape variations

I Timing below 100 ps rms is not trivial

I Research is now geared towards sub 10 ps system resolution
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Timing jitter: single sample

σt =
σv
dV
dt

dV
dt ≈ V

tr
→ σt =

tr
SNR

Checks:

tr = 1 ns, SNR = 10→ σt = 100 ps

tr = 40 ns, SNR = 500→ σt = 80 ps

tr ∝ 1
BW SNR ∝ 1√

BW
→σt ∝ 1√

BW

I Match the front-end rise time with the sensor rise/collection time

A. Rivetti FEDSS 2018-Weihai August 22th, 2018 42 / 117



Timing with large SNR

I Calorimeters can profit from large signals to make timing is easier!

Calorimeters already achieve quite
good time resolution

System resolution now saturates at
around 100 ps

Exact values depends on the
situation considered

Interaction region ≈ 6 cm

With 30 ps resolution event origin
confined to 1 cm.

Need a 4-5x improvement with
respect to today standard

From D. Del Re, J. of Physics: Conference
Series 587 (2015),
doi:10.1088/1742-6596/587/1/012003
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Timing jitter: multiple sampling

Sample the input signal beyond Nyquist

Assume first-order system relationship

σt = tr
SNR

1√
N

N = tr
ts

σt = 1
SNR

√
0.35
BW ·fs = 1

SNR
1√

3f−3dB fs

SNR fs f−3db σt

10 1 Gs/s 150 MHz 150 ps

10 10 Gs/s 1.5 GHz 15 ps

100 1 Gs/s 150 MHz 15 ps
1000 10 Gs/s 1.5 GHz 0.15 ps

Redundacy is advantageous only if noise in uncorrelated

I Unfortunately, jitter is not the full story...
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Input stage topologies
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A simple example

Take a simple voltage amplifier

Step at the input is Qin/Cd

Assume single pole response with time constant τ = RC

Amplifier rise time is: ta = 2.2τ

Amplifier cut-off frequency is fT = 1
2πτ

Total rise time at the output is
√
t2
d + t2

a

Output voltage squared is v2
n
π
2 fT

Now put everything together...

σt =
σn
dV
dt

≈ vn√
2ta

Cd

Qin

√
t2
a + t2

d =
vnCd

Qin

√
td

See also C. de la Taille lecture
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Reality check

Consider the following parameters: td = 1 ns, Cd = 300 pF,
Qin = 1 · 106 e−

If we want σt = 10 ps, we need vn ≈ 1.7 · 10−10 V /
√
Hz

Assume MOS input transistor in weak inversion: vn =
√

2αkT
gm

Combining all parameters (take α = 1), we get gm = 0.291 S

The transconductance in w.i. is gm = IDS
nφT

(n ≈ 1.3, φT = kT/q = 26mV )

The bias current needed in the input transistor is ≈ 10 mA
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Most common input stages

TIA or CSA topology

fin < 1/2πRf Cf → TIA

fin > 1/2πRf Cf → CSA

Vout

Rf

Cf

CdIn

M1

RL

Vout

Vout

Vdd

Vbias
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Rise time calculation

TIA or CSA topology

fin < 1/2πRf Cf → TIA

fin > 1/2πRf Cf → CSA

Equations and figures from A. Rivetti, CMOS Front-End for Radiation Sensors, CRC Press, 2015

A. Rivetti FEDSS 2018-Weihai August 22th, 2018 50 / 117



Step1: small signal model

CLRLgm1

Vout(s)

Iin(s)

V1(s)

V1(s)
+

−

Vout(s)

CT
1 x Vout(s)

Cf

Rf
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Step 2: solve the equations

48

Here the non dominant pole is located at gm1/CL, which is the unity gain frequency of
a voltage-driven common-source amplifier, scaled by the ratioCf /CT . The opposite
alternative is whenCf ≫CL, for which we get:

s2 = −gm1
CT

(151)

In both cases, we see that increasing the sensor capacitance and thus CT , we reduce
the frequency of the non-dominant pole, bringing the system towards a more unstable
condition.

Example 0.9: Phase margin of a compensated transimpedance amplifier

Using the parameters of example 8, find the phase margin of the transimpedance am-
plifier after a compensation capacitance Cf of 0.5 pF has been inserted in the circuit.

∗ ∗ ∗
Let’s start with R f = 5 kΩ. Applying equations (148) and (149) with the parameters
given in example 8, we find ω1 = 200 kHz and ω2 = 50 MHz. After ω1 the gain drops
with −20 dB/decade and its value is 18 dB when ω2 is found. The slope then becomes
−40 dB/decade and the unity gain axis is crossed 0.5 decade above ω2, i.e. at about
158 MHz. At this frequency, the total phase rotation is given by:

tan−1
(

−1.58 ·108
2 ·105

)
+ tan−1

(
−1.58 ·108

5 ·107
)

= −162.4◦ (152)

hence the phase margin is 180◦ −162.4◦ = 17.6◦. Repeating the calculations for R f =
100 kΩ, we find ω1 = 10 kHz, while ω2 is always at 50 MHz. Now the first pole is
anticipated and the gain drops starts at 10 kHz, crossing the zero dB axis at 20 MHz.
Calculating the phase margin with the new values we find a phase margin of 68.2◦.
Finally, for R f = 200 MΩ, the dominant pole is at 5 Hz and the phase margin is 90◦.

We can now consider the closed-loop gain of the full amplifier, depicted in Fig. 32.
Applying the feedback formula, we have:

T (s) =
AT (s)

1+ kAT (s)
(153)

Replacing the expression of A(s) we get:

T (s) =

(
gm1− sCf

)
Rf RL

s2ζRf RL+ s
[
RLCL+RfCT +(1+gm1RL)CfR f

]
+1+gm1RL

(154)
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FIGURE 32 Full transimpedance amplifier with the compensating capacitor Cf .

As usual, we can use the approximate form, assuming that gm1RL ≫ 1:

T (s) =

(
gm1− sCf

)
Rf RL

s2ζRf RL+ sgm1RLCf R f +gm1RL
(155)

In the transfer functionwe have also a zero in the Right Half Plane, located at gm1/Cf .
It is interesting to note that, in this case, both the position of the non-dominant pole
and of the zero are determined by the transconductance of the input stage. Therefore,
the ratio between the frequency of the zero and the one of the non-dominant pole is
given by:

ωz
ω2

=
CT

(
CL+Cf

)

C2f
(156)

If Cf ≫CL, the above ratio reduces to CT/Cf . For CT /Cf > 10, the zero is located
one decade beyond the non-dominant pole, and contributes to the phase shift by
a negligible amount. For reasons that will become clear in the next chapters, this
situation is easily verified by radiation sensor front-ends, hence techniques to shift
the position of the zero are usually not necessary and the zero at the numerator can be
neglected in most cases. Dividing now both the numerator and denominator of (155)
by gm1RL and omitting the zero, T (s) can be rewritten as:

T (s) =
Rf

s2 ζRfgm1
+ sR fCf +1

(157)

To have real poles in the closed-loop transfer function, the following inequality must
be satisfied:

RfCf >
4
(
CTCL +CTCf +CfCL

)

gm1Cf
(158)

57

generic input stimulus Iin(s) is applied, we can write:

Vout(s) =
1
sCf

Iin(s)
(1+ sτr)

=
1
Cf

1
s
F(s) (178)

The division by s in the Laplace domain corresponds to the integration operator in
the time domain, thus the circuit integrates anyway the input signal. If this is a
pulse of limited duration, the internal bandwidth limitation of the amplifier and the
shape of the input signal determine the rise time of the output waveform and its
shape while it swings towards the final value, given by Qin/Cf . Once this is attained,
the output voltage is however proportional to the total input charge, which is one
of the primary variable of interest in a radiation detection system. This is one of
the reasons for which the integrator, usually referred to in the context of nuclear
pulse processing as the “Charge Sensitive Amplifier (CSA)”, is the most common
topology for implementing front-end input stages. Observe that, in the ideal case,
the output voltage only depends on the detector charge and on value of Cf , which is
a well controlled circuit element, and it is not influenced by the value of the detector
capacitance due to the “virtual ground” action of the high gain voltage amplifier.
In a continuous time system, the presence of aDC feedbackpath between input and

output is nevertheless necessary to allow the amplifier to self-bias, therefore, although
very high, Rf can not be infinite and its effect on the signal must be considered. We
can thus revert to equation (157) and rewrite the denominator supposing that it has
two real and widely spaced poles:

D(s) =
(
1+ sτ f

)
(1+ sτr) = 1+ s

(
τ f + τr

)
+ s2τ f τr ≈ 1+ sτ f + s2τ f τr (179)

where we have made the hypothesis that time constant τ f is much greater than the
amplifier internal time constant τr. Comparing equation (179) with (157), we have:

τ f = RfCf (180)

τrτ f =
ζRf

gm1
→ τr =

CTCL+CTCf +CLCf

gm1Cf
(181)

The transfer function can thus be rewritten as:

T (s) =
Rf

(1+ sτr)
(
1+ sτ f

) (182)

where τ f = RfCf is the time constant of the feedback loop. If we suppose that the
core amplifier is very fast, τr can be neglected and T (s) further simplifies to:

T (s) =
Rf

1+ sCfR f
(183)

Here we can distinguish two frequency regimes. For sR fCf ≪ 1, the transimpedance
gain is simply equal toRf . The amplifier hencemultiplies the input current byRf with-
out introducing any modification to the signal shape. For sR fCf ≫ 1 equation (183)
becomes:

T (s) =
1
sCf

(184)
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Output equation

Impulse response of a system with two real poles
59

Inverse Laplace Transform of (182), which reads:

Vout(t) = Qin
R f

τr − τ f

(
e−

t
τr − e

− t
τ f

)
=
Qin

Cf

τ f
τr − τ f

(
e−

t
τr − e

− t
τ f

)
(186)

where the last member has been obtained by multiplying and dividing the term before
the parenthesis by Cf . Differentiating the above expression, we find the time Tp at
which the output voltage reaches its peak:

dVout
dt

= 0→ 1
τ f
e
− Tp
τ f =

1
τr
e−

Tp
τr → Tp =

τ f τr
τr − τ f

ln
τr
τ f

(187)

We can now insert the expression of Tp given by (182) in (181) to find the value of
the peak voltage. To do so, observe that the following relationship holds:

e−
Tp
τr = e

− 1
τr

τ f τr
τr−τ f ln

τr
τ f =

(
eln

τ f
τr

) τ f
τr−τ f

=

(
τ f
τr

) τ f
τr−τ f

(188)

In a similar way, the second exponential can be manipulated so that:

e
− Tp
τ f =

(
τ f
τr

) τr
τr−τ f

(189)

The difference between the two exponential functions in (181) can hence be written
as:

(
τ f
τr

) τ f
τr−τ f −

(
τ f
τr

) τr
τr−τ f =

(
τ f
τr

) τr
τr−τ f

[(
τ f
τr

) τ f −τr
τr−τ f −1

]
=

=
(
τ f
τr

) τr
τr−τ f

(
τr
τ f

−1
)

=
τr−τ f
τ f

(
τ f
τr

) τr
τr−τ f

(190)

Finally, multiplying the above expression by the term in front of the parenthesis
in (181), we get:

Vout,peak =
Qin

Cf

(
τ f
τr

) τr
τr−τ f

(191)

The step amplitude is thus modulated by a term depending on the ratio between the
rise and discharge time constants. For instance, the peak output voltage attains 95.4%
of its theoretical value for τ f /τr = 100 and 99.3% for τ f /τr = 1000. Fig. 39 shows
the effect of τr on the impulse response of the CSA. In the plot, τ f has been fixed to
1 µs, and three different waveforms have been generated corresponding respectively
to τr =2 ns, 20 ns and 200 ns. Note that for τr = 20 ns (which corresponds to a ratio
τr/τ f of 50), the delay and the attenuation on the peak already become clearly visible.
The effect of bandwidth limitation in CSA can be better understood when also the
pulse shaper is considered, so this aspect will be further discussed in chapter 6.
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Inverse Laplace Transform of (182), which reads:

Vout(t) = Qin
R f

τr − τ f

(
e−

t
τr − e

− t
τ f

)
=
Qin

Cf

τ f
τr − τ f

(
e−

t
τr − e

− t
τ f

)
(186)

where the last member has been obtained by multiplying and dividing the term before
the parenthesis by Cf . Differentiating the above expression, we find the time Tp at
which the output voltage reaches its peak:

dVout
dt

= 0→ 1
τ f
e
− Tp
τ f =

1
τr
e−

Tp
τr → Tp =

τ f τr
τr − τ f

ln
τr
τ f

(187)

We can now insert the expression of Tp given by (182) in (181) to find the value of
the peak voltage. To do so, observe that the following relationship holds:

e−
Tp
τr = e

− 1
τr

τ f τr
τr−τ f ln

τr
τ f =

(
eln

τ f
τr

) τ f
τr−τ f

=

(
τ f
τr

) τ f
τr−τ f

(188)

In a similar way, the second exponential can be manipulated so that:

e
− Tp
τ f =

(
τ f
τr

) τr
τr−τ f

(189)

The difference between the two exponential functions in (181) can hence be written
as:

(
τ f
τr

) τ f
τr−τ f −

(
τ f
τr

) τr
τr−τ f =

(
τ f
τr

) τr
τr−τ f

[(
τ f
τr

) τ f −τr
τr−τ f −1

]
=

=
(
τ f
τr

) τr
τr−τ f

(
τr
τ f

−1
)

=
τr−τ f
τ f

(
τ f
τr

) τr
τr−τ f

(190)

Finally, multiplying the above expression by the term in front of the parenthesis
in (181), we get:

Vout,peak =
Qin

Cf

(
τ f
τr

) τr
τr−τ f

(191)

The step amplitude is thus modulated by a term depending on the ratio between the
rise and discharge time constants. For instance, the peak output voltage attains 95.4%
of its theoretical value for τ f /τr = 100 and 99.3% for τ f /τr = 1000. Fig. 39 shows
the effect of τr on the impulse response of the CSA. In the plot, τ f has been fixed to
1 µs, and three different waveforms have been generated corresponding respectively
to τr =2 ns, 20 ns and 200 ns. Note that for τr = 20 ns (which corresponds to a ratio
τr/τ f of 50), the delay and the attenuation on the peak already become clearly visible.
The effect of bandwidth limitation in CSA can be better understood when also the
pulse shaper is considered, so this aspect will be further discussed in chapter 6.
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Example of output waveforms

τr ≈
CT (CL + Cf )
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Common gate topologies

Vdd

Vdd

Iin Cd

RL

CL

IBIAS

Vout
M1

M2 M3

V1

IBIAS2

M4

M5M6
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Cgate speed performance

62

processing elements are part of the feedback loop.
Using the gm boosting technique, the circuit input impedance can be reduced,

further enhancing its bandwidth. Fig. 42 shows the configuration employing a simple
common source stage with gain A as the boosting amplifier. In a first analysis, we
neglect the bandwidth limitation of the auxiliary amplifier, obtaining the small signal
equivalent circuit of Fig. 43. The nodal equations now read as follows:

Vdd

Vdd

Iin Cd

RL

CL

IBIAS

VoutM1

M2 M3

V1

IBIAS2

M4

M5M6

FIGURE 42 Regulated common gate amplifier with capacitors limiting the frequency perfor-
mance.

⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

gm1Vgs1+ Vout
RL +VoutsCL = 0

V1
r02

+V1sCT +V1 (1+A)sCgs−gm1Vgs1 = Iin

Vgs1 = −AV1−V1

(195)

Solving again forVout/Iin, we get:

Vout
Iin

=
gm1 (1+A)r02RL

[1+gm1r02 (1+A)+ sr02 [CT +(1+A)Cgs]] (1+ sRLCL)
(196)

Assuming now that A≫ 1 and that gm1r02A≫ 1, we can approximate (196) with:

Vout
Iin

=
gm1RLr02A

[gm1r02A+ sr02 (CT +ACgs)](1+ sCLRL)
(197)

Dividing numerator and denominator by gm1r02A, we finally obtain:

Vout
Iin

=
RL[

1+ s (CT+ACgs)
gm1A

]
(1+ sRLCL)

(198)
63

It is interesting to study the above transfer function under two limiting conditions.
The first one occurs whenCT ≫ ACgs, i.e. when the input capacitance is very large.
In this case, (198) becomes:

Vout
Iin

=
RL(

1+ s CT
gm1A

)
(1+ sCLRL)

(199)

which can be derived from (194) by neglectingCgs and replacing gm1 with Agm1. As
expected, the gain boosting multiplies the transistor transconductance by the gain of
the servo amplifier. This suggests that the input time constant can become very small,
offering a large bandwidth even in case the input capacitance is large. The comple-

gm1 Vgs1
RL CL

CT

Cgs

V1

Vout

Iin r02

+
−-AV1

FIGURE43 Simplified small signal equivalent circuit of the commongate amplifier of Fig. 42.

mentary situation is found when ACgs ≫CT , i.e. in case of small input capacitance.
The input time constant is then given by Cgs1/gm1, which corresponds to the cut-off
frequency of the input device.
The auxiliary amplifier however has also its own intrinsic speed limitation. In a

simplistic approximation, the boosting amplifier can be represented with a first order
transfer function given by:

A(s) =
A0

1+ sτR
(200)

where τR is the time constant of the dominant pole in the regulating loop. Insert-
ing (200) in (197) we get after some algebra:

Vout
Iin

=
gm1r02RLA0

[s2r02CT τR+ sr02 (CT +A0Cgs)+gm1r02A0] (1+ sRLCL)
(201)

The denominator thus consists of a real pole multiplied by a second order term, that
can have complex conjugate roots. To have only real poles the following condition
must be fulfilled:

(CT +A0Cgs)2 > 4gm1A0CT τR (202)

We can again distinguish two limiting situations for which the study of (202) is
particularly simple. IfCT ≫ A0Cgs, (202) becomes:

CT > 4gm1A0τR (203)
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Complicating the picture...

CLRLgm1

Vout(s)

Iin(s)

V1(s)

V1(s)
+

−

Vout(s)

CT
1 x Vout(s)

Cf

Rf

Rout

Cout
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Optimizing rise-time performance

Front-end transfer function analysis essential to gain intuition

Unfortunately it needs many approximations to be manageable

Transistors models in deep submicron technologies are very complex

Mathematical modeling helpful for a first-cut design

Costraint-driven CAD optimization
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Outline

1 Applications of timing systems

2 Time digitizers

3 Jitter

4 Input stages

5 Time walk

6 Discriminators

7 ASICs for timing: some examples
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Time walk

Pulses of same shape and different amplitude crosses the threshold at
different times

Even worse if also the shape changes

This is a problem for accurate timing

Common solutions

Correct using the pulse
amplitude

Correction usually done off-line

Time-over-threshold often used

Zero-crossing timing

Track in real-time the pulse with
the threshold

I Constant Fraction Timing
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Zero-crossing timing

All signals reach the peak at the same time

Differentiate and take the zero crossing time

Jitter is increased

374 CMOS Front-End for Radiation Sensors

FIGURE 6.37 Impulse response of a CR2-RC shaper (curve in black). For comparison, the
response of the CR-RC pulse before differentiation is also shown.

the CR-RCn filters and are: Nw = 0.93, Nf = 3.7 and N1 = 0.88. Indexes for higher
order bipolar shapers can be found, for instance, in [16]. The noise indexes for the
CR2-RC and CR-RC shapers are very similar. However, the almost 40% reduction in
the peak height of the CR2-RC filter leads to a worse ENC figure. Another potential
disadvantage of the bipolar pulse shape is that the negative lobe occupies a significant
portion of the output dynamic range of the amplifier. Despite these shortcomings, CR2-
RCn filters are robust and simpler to implement than circuits with baseline holders or
baseline restorers. Therefore, they are an attractive solution for high rate applications
in case achieving the minimum theoretical noise is not indispensable. Finally, Fig. 6.39
reports the Bode plot of the circuit, which further illustrates the band-pass nature of
this type of shaper. The T-bridge network introduced earlier can also be conveniently
used in implementing bipolar shapers. Consider first the circuit shown in Fig. 6.40.
The transfer function can be written as:

Vout(s)
Iin(s)

= (R3 + R4)
1 + s(R3//R4)C3

s2C2C3R3R4 + sC2 (R3 + R4)+ 1
(6.211)

Dividing both numerator and denominator byC2C3R3R4 and factorizing the coefficient
of s in the denominator, we can rewrite the transfer function in the following way:

Vout(s)
Iin(s)

=
1

C2

(s+ b)

s2 + bs+ c
(6.212)

Discriminators 541

The slope of CR2-RC signal is:

dVout,CR2−RC

dt
=

Qin

Cf

(
1
τ

− t
τ2

)
e− t

τ −
[

t
τ

− 1
2

( t
τ

)2
]

1
τ

e− t
τ (9.49)

The slope must be evaluated in the zero-crossing point, which occurs at t = 2τ ,
yielding:

dVout,CR2−RC

dt

∣∣∣∣
t=2τ

=
Qin

Cf

1
τe2 (9.50)

Dividing (9.49) by (9.50), we get that the ratio between the slopes is 0.814 · e2 ≈ 6.
In other words, in this particular case the slope of the zero crossing signal is 6 times
smaller than that of the unipolar one, leading to a substantial jitter increase. Therefore,
zero-crossing timing is advantageous only if time walk is the dominant source of
uncertainty.

The building block implementation of the zero crossing system is similar to the
one of the double threshold leading edge circuit and requires two comparators, one
for arming and the other one that provides the accurate timing. Observe that a zero
crossing discriminator in practice determines the instant in which the difference be-
tween the voltages applied to its input changes sign. Therefore, the inputs of the zero
crossing detectors must be kept equipotential, but they do not need to be at zero. In
practice, in single rail systems, the inputs are set to a convenient voltage that guar-
antees an adequate biasing of the input differential pair of the zero-crossing detector.
This can be achieved as shown in Fig. 9.17, where a low impedance voltage source
provides a reference voltage VZC that sets the comparator inputs to the appropriate
common mode level. If the bipolar signal is generated before the discriminator, the
value of the resistance must be high enough, so that high pass filter in front of the
discriminator serves only to isolate the DC component. In this way, the signal current
flowing to the common reference voltage can be kept small, which relaxes the design
of the circuit that has to provide it.

Note that in the scheme of Fig. 9.17 no delay line is present, because the arming
comparator fires on the leading edge of the signal, which occurs well before the zero

−

+

−

+

To digital logic

Arming comparator

Zero crossing detector

VTH1

From front-end

VZC

FIGURE 9.17 Principle of a zero crossing detector.Time Invariant Shapers 373

Cf

Cd
Iin Cz
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Rf

Rz

C3

R3

x 1

FIGURE 6.36 Schematic of a CR2-RC shaper.

The impulse response of the system in the time domain therefore is:

Vout(t) =
Qin

C1

R f

Rz

R2

Rc

[
t
τ

− 1
2

( t
τ

)2
]

e− t
τ (6.208)

Noting that in a system with pole-zero cancellation R f /Rz =Cz/Cf , we can also write:

Vout(t) =
Qin

Cf

Cz

C1

R2

Rc

[
t
τ

− 1
2

( t
τ

)2
]

e− t
τ (6.209)

Differentiating the above expression and equating the result to zero we find two
solutions, both proportional to the time constant τ:

τ1 = τ
(

2 −
√

2
)

(6.210a)

τ2 = τ
(

2 +
√

2
)

(6.210b)

The first solution, τ1, corresponds to the maximum of the bipolar pulse, while the
second one to its minimum, as we can see in Fig. 6.37. The plot shows the impulse
response delivered by a filter employing the same component values already used
in our previous examples, i.e. R f = 20 MΩ, Cf = 100 fF, Rz = 400 kΩ, Cz = 5 pF,
R1 = R2 = R3 = 100 kΩ, C1 = C2 = C3 = 500 fF. In this simulation, the input charge
was 10 fC. Note that the amplitudes of the negative and positive parts of the pulse
are now comparable, therefore CR2-RC circuits are also known as bipolar shapers.
Since the time constant τ is 50 ns, using equation (6.210) we can easily calculate that
the maximum and the minimum must respectively occur 29.3 ns and 170.7 ns after
the signal start. For comparison, the figure reports also the impulse response of the
CR-RC counterpart with τ = 50 ns. We can conclude that the signal of the CR2-RC
filter has the same duration of the one provided by a CR-RC shaper with identical
time constants. However, the bipolar waveform has zero area, which means that no
baseline drift will occur at high rates. This is apparent in Fig. 6.38, which reports the
circuit response to input pulses with 1 MHz frequency.

The peak amplitude can be calculated from equation (6.208) by putting τ1 =

τ
(

2 −
√

2
)

and is 62% of the one of the corresponding CR-RC case. The noise

indexes of the CR2-RC can be evaluated with the same methodology employed for
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CFD: the principle

The input signal is both delayed and attenuated

The delayed and attenuated signals are combined to yield a bipolar
waveform

The zero crossing of the bipolar waveform is used for timing
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CFD: the algorithm

Assume a step input signal:

V (t) =





0 for t < 0

t
tr
V0 for 0 < t < tr

V0 for t > tr

td > tr , amplitude compensation

fV0 = t−td
tr

V0 tzc = ftr + td

td < tr , ARC compensation

f t
tr
V0 = t−td

tr
V0 tzc = td

1−f
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CFD: in practice

Take now simple CR − RC shaping and an ideal delay line:

t − td
τ

e−
t−td
τ − f

t

td
e
− t

τd = 0→ tzc =
tde

td
τ

e
td
τ − f

Jitter optimization: τ = tcoll→ sensitivity to pulse shape fluctuations!

Can be reduced by reducing td , f , or both...

CFDs rely of fully linear signal processing

Not trivial to implement in modern CMOS technologies due to the
reduced voltage headroom, but it can be done.
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Some comparison

J. F. Genat et al. Signal processing for picosecond resolution timing

measurements, NIM A 607 (2009) 387-393

Simulations based on MCP
signal

No sampling jitter added

The barrier of 10 ps broken
around 20 pe

Practical equivalency between
WS and CFD
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Can we have better algorithms?
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Simulation methodology

Generate a set of charges from the Landau distribution covering the
dynamic range

Send the charges in different part of the sensing element

Collect the resulting current waveforms in the form of time-amplitude
lis

Input them in SPICE with the timing chain (transistor level)

Important to consider also the discriminators

Analyze the SPICE outputs and extract the timing

A lot of scripting...
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Signal example

Courtesy L. Pancheri, Trento
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The ideal timing detector

The ideal timing detector should provide:

very fast signals → short flight path of the charge carriers in the sensor

shape stability

low pulse amplitude spread

small capacitance

sustain high counting rates

be radiation tolerant

be easily scalable to large large areas

cheap

I No sensor fulfills all the above specs
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Outline

1 Applications of timing systems

2 Time digitizers

3 Jitter

4 Input stages

5 Time walk

6 Discriminators

7 ASICs for timing: some examples
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Latched comparators

Discriminators 557

Vdd

Vin1 Vin2

Vout1 Vout2

M1 M2

ML1

ML2

MR1 MR2

MR3

M
L3

ML4

latch

FIGURE 9.36 Dynamic comparator.

A major issue with latched comparators is the kick-back noise1, illustrated in
Fig. 9.37 [34, 35]. The large voltage swings at the comparator outputs couple to the
input through the parasitic capacitance of the input transistors. Since the source driving
the comparator does not have zero output impedance, this injects a disturbance on the
input signals, which in turn can deteriorate the comparator accuracy. A straightforward
solution to reduce the impact of kick-back noise is to increase the isolation between
the comparator and its driving circuit, introducing a further stage in between. Shown
in Fig. 9.35, the technique consists of using a preamplifier with moderate gain and
fairly low output impedance before the stage with positive feedback. The use of
preamplifiers has the disadvantage that it slows down the circuit and increases the
power consumption. It is therefore interesting to reduce the kick-back noise while
maintaining a single stage dynamic latch, which offers the best performance in terms of
power consumption and speed. A possible implementation is shown in Fig. 9.38 [36].
The input signal is applied to M11-M12 whose source is kept at ground, therefore the
kick-back can only pass through the drain-gate capacitance. When the reset signal is
low, the comparator is disabled and both outputs are pulled up to VDD. The outputs
are buffered by inverters and fed to an XNOR gate. In reset mode, the two outputs are
equal and the XNOR gate produces a logic high signal, which enables M9 and M10.
When the reset goes high, the regeneration starts and the outputs become different.

1Kick-back noise is also observed in asynchronous comparators.

Latched (synchronous comparators)
have many advantages

Only dynamic power

Very fast thanks to positive
feedback

Are they good as timing
discriminator?
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Synchronous discriminator in front-end

Dynamic comparator with offset compensation

Fast ToT with local oscillator

E Monteil et al, “A synchronous analog very front-end in 65 nm CMOS with local fast ToT encoding for pixel detectors at
HL-LHC”, JINST 2017
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Simple comparators
Discriminators 523

Vdd

Vin+
Vin-

Vout

M1 M2

M3 M4

M6

M7

M8

M9M5

M10

Bias

MB1
MB2

FIGURE 9.3 Simple discriminator formed by a two stage CMOS OTA followed by a digital
buffer.

deep submicron CMOS technologies, this straightforward approach often results in a
poor resolution, demanding the use of additional gain stages before the digital gates.
A two stage circuit similar to the Miller OTA can then be used, as shown in Fig. 9.3.
The gain provided by the circuit must be sufficient to guarantee a transition from
0.2 ·VDD to 0.8 VDD for the minimum signal of interest. This corresponds to about
1.5 V for a 0.25 µm technology powered at 2.5 V and 0.76 V for a 130 nm process,
normally running at 1.2 V. Observe that because of the closer proximity of the logic
levels at lower power supply, a smaller gain is required for the same resolution in the
more scaled technology. This makes less severe the reduction of the amplifier gain
caused by the worsening of the device output conductance associated to the smaller
feature size. The gain of the first and second stage is respectively given by:

AV01 = gm1 (r02//r04) =
gm1

gds2 + gds4
(9.13)

AV02 = gm6 (r06//r05) =
gm6

gds6 + gds5
(9.14)

Each stage contributes with its own dominant time constant to the speed limitation,
so the overall transfer function can be written as:

A(s) =
AV01AV02

(1 + sτ1) (1 + sτ2)
(9.15)

The strongest cut to the bandwidth is usually introduced by the first stage, because the
Miller multiplication increases the effective value of the gate-drain capacitance of M6.
Hence, the use of the simple single pole model often yields reasonable predictions. A
detailed analysis of the comparator speed performance employing a two-pole model
can be found in [4].

Let’s now consider the typical performance that can be achieved by the two-stage
comparator in a 130 nm process, using the device sizes given in table 9.1. A length
of 0.3 µm is chosen for the transistors in the two gain stages in order to avoid a
too strong degradation of the output conductance. The width of the input devices
if fairly large to reduce the impact of threshold voltage mismatch. We examine the

526 CMOS Front-End for Radiation Sensors

FIGURE 9.4 Delay of the comparator of Fig. 9.3 with a bias current of 2 and 20 µA.

Vdd
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M

B2
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M6 C

FIGURE 9.5 Two stage comparator with cascode in the second stage.

pair formed by M5 and M6. Consider first the case in which the aspect ratio of M5
and M6 is equal to the one of M3 and M4. When the circuit is driven by a differential
signal, i.e.Vin1 = −Vin2 the two outputsV01 andV02 have equal magnitude and opposite
phase. Suppose for instance, that Vin+ increases, so that V01 changes by −∆V and V02
by +∆V . The lowering of the voltage at the drain of M1 increases the current in the
diode connected transistor M3 by gm3∆V . However, M6 reduces its current by the
same amount, because its gate, connected to V02 experiences a positive excursion of
+∆V . Therefore M6 behaves as negative resistance, that cancels out the effect of the
diode connected device. This point can be better understood with the help of the small
signal equivalent circuit of the left part of the stage, reported in Fig. 9.8. The model is
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Time delay

Comparator can contribute significantly to time-walk

Fast comparators means power

526 CMOS Front-End for Radiation Sensors
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pair formed by M5 and M6. Consider first the case in which the aspect ratio of M5
and M6 is equal to the one of M3 and M4. When the circuit is driven by a differential
signal, i.e.Vin1 = −Vin2 the two outputsV01 andV02 have equal magnitude and opposite
phase. Suppose for instance, that Vin+ increases, so that V01 changes by −∆V and V02
by +∆V . The lowering of the voltage at the drain of M1 increases the current in the
diode connected transistor M3 by gm3∆V . However, M6 reduces its current by the
same amount, because its gate, connected to V02 experiences a positive excursion of
+∆V . Therefore M6 behaves as negative resistance, that cancels out the effect of the
diode connected device. This point can be better understood with the help of the small
signal equivalent circuit of the left part of the stage, reported in Fig. 9.8. The model is
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FIGURE 9.6 Delay of the comparator of Fig. 9.5 with the output unloaded and connected to
a capacitor of 1 pF.

Vdd
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Vout
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MB1 M11

M
12

Bias

V0 1 V0 2

FIGURE 9.7 Two stage comparator with symmetrical input stage and cross-coupled active
loads.

derived considering that for a pure differential mode signal the source node of M1 and
M2 behaves as a virtual ground, allowing the splitting of the circuit in two identical
parts. The current in M6 increases if its source gate voltage increases. In case of a
differential signal we have that Vsg6 = 0−V02 = +V01, because for a pure differential
mode signal the two outputs swing by the same amount in opposite directions. We
can thus write:

gm1Vin +V01

(
1

r01
+

1
r03

+
1

r06

)
+V01gm3 −V01gm6 = 0 (9.18)

Discriminators 529

FIGURE 9.9 Differential gain of the first stage of the comparator in Fig. 9.7 with and without
transistors M5 and M6.
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FIGURE 9.10 Circuits for calculating the common mode impedance seen from the output
nodes of the differential amplifier with cross-coupled loads.

which shows that the common mode impedance is small. The common mode output
voltage is finally obtained by multiplying the common mode current of each branch
by the common mode impedance seen at the drain node of the input device given

Assume gm1 = gm2, gm3 = gm6

Differential gain dominated by
transistor output conductance

Common mode gain dominated by
diode-connected transistors
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FIGURE 9.18 Zero crossing comparator with dynamic hysteresis. © [2004] IEEE. From [21],
reprinted with permission.

crossing. The gating of the zero crossing signals prevents the fake hits generated by
the noise in the zero crossing comparator from propagating to the digital logic. Never-
theless, if no additional measure is taken, the output of this circuit flips continuously.
In multi-channels system this can be a severe source of noise that can compromise the
performance of the full ASIC. The issue can be addressed by adding an asymmetric
hysteresis to the zero crossing comparator. The concept is illustrated in Fig. 9.18 [21].
The signal driving the comparator is shown in the inset. Here the circuit is designed
so that at the equilibrium Vout is zero and M3 is on. Transistor M10 thus feeds to M6
an additional current which imbalances the differential pair, limiting the number of
noise commutations. The bipolar signal goes negative before the zero-crossing. When
the trailing edge of the bipolar signal is big enough, Vout swings from 0 to VDD and
M3 is disabled cutting the extra current off. The symmetry between the two arms
of the circuit is thus fully restored and the comparator flips again when the voltage
difference across its input terminals changes sign, which occurs at the “zero crossing”
of the bipolar input signal. This transition gives the correct timing and switches M3
on again, reintroducing the hysteresis.

9.5.1 CONSTANT FRACTION DISCRIMINATORS

Constant Fraction Discriminators (CFD) attempt to eliminate time walk by triggering
always on the same fraction of the input signal. The concept is shown in Fig. 9.19.
At the input of the CFD, the signal is split in two paths. One copy of the signal is
delayed and the other one is attenuated. The difference between the delayed and the
attenuated signal generates a bipolar waveform, whose zero crossing is captured by a
zero crossing detector and provides the requested timing information. To veto noise-
induced hits, the output of the zero crossing circuit is gated by a leading edge arming
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Comparator schematic 

  Cascade of fully differential chain with hysteresis;

  Generation of CMOS levels only in the last stage;

  Small devices for high speed=offset.
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Abstract— A 64-Gb/s high-sensitivity non-return to zero
receiver (RX) data-path is demonstrated in the 14-nm-bulk
FinFET CMOS technology. To achieve high sensitivity, the RX
incorporates a transimpedance amplifier whose gain and band-
width are co-optimized with a 1-tap decision feedback equal-
ization (DFE). The DFE, which operates at quarter-rate, fea-
tures a look-ahead speculation to relax DFE timing to 4 unit-
interval. The analog front end includes a transadmittance tran-
simpedance inductorless variable gain amplifier, resulting in
a low power and compact front end. The RX, wirebonded
to a discrete GaAs photodiode, achieves an energy efficiency
of 1.4 pJ/bit and −5-dBm optical modulation amplitude while
recovering PRBS-7 data (bit-error-rate < 10−12) modulated by
a VCSEL driver with a 2-tap feed forward equalization (FFE)
(main + precursor) over 7 m of graded-index 50/125-µm mul-
timode fiber. The measured sensitivities at 56 and 32 Gb/s are
−9- and −13-dBm optical modulation amplitude, respectively.

Index Terms— Decision feedback equalization (DFE), I/O link,
non-return to zero (NRZ), optical receiver, receiver (RX), self-
timed comparator, sensitivity, shunt feedback, transimpedance
amplifier (TIA), variable gain amplifier (VGA).

I. INTRODUCTION

W ITH the ever-increasing growth of cloud com-
puting and big data applications, serial data-rates

beyond 50 Gb/s/lane will eventually be required in wire-
line communications both inside and between racks in data-
centers [1], [2]. The industry currently has developed standards
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that cover 56-Gb/s (OIF-CEI-56G) electrical interfaces to
meet those demands. However, copper interconnects experi-
ence frequency-dependent losses, which require complex and
power hungry equalization techniques. For instance, a 30-dB
additional channel loss decreases the energy efficiency of the
overall transceiver by roughly ten times [3]. On the contrary,
optical interconnects have negligible frequency-dependent loss
and can transport data over long distances with little or no
equalization. As a consequence, optical links are potential
candidates to replace copper interconnects for distances as
short as 1 m in the near future [4]. To become a viable
alternative to well-established electrical links, optical solutions
must have competitive power and area efficiency metrics.

Commercially available optical engines are typically located
on the board-edge, which still requires an electrical link (such
as CEI-56G-VSR) to reach the host chip (either a CPU,
a switch ASIC, or an FPGA). Integrating the optical trans-
ceiver in the first-level host chip package will improve
I/O power efficiency and provide higher bandwidth density.
Processor modules with integrated optics have been proposed
since 2005 for high-performance computing [5] but have not
been considered for data-centers due to high cost. However,
at 56 Gb/s and beyond, replacing electrical cables with optics
is expected to have similar or lower cost per Gb/s.

Implementing such a system is not without challenges. First,
the optical RX circuits need to achieve high sensitivity to
accommodate the optical loss in the signal path. Furthermore,
low-power operation is a key requirement to meet the thermal
design power constraints of the package. For server chips, this
is in the order of 150–200 W. To address these requirements,
this paper describes a low-power optical RX, measured up to
64 Gb/s with high sensitivity [−5-dBm optical modulation
amplitude (OMA) at 64 Gb/s] in 14-nm CMOS FinFET.
High sensitivity is achieved thanks to a low bandwidth analog
front end (AFE) co-optimized with a 1-tap decision feedback
equalization (DFE). DFE timing is met thanks to a look-ahead
speculative implementation running at quarter-rate (16 GHz).
While many state-of-the-art links rely on SiGe circuits [6],
this paper proposes a CMOS implementation, since it pro-
vides the capability to add digital logic (such as fully digital
retiming circuits) and enables integration in a large CMOS die.

0018-9200 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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Fig. 9. Top-level schematic of the RX.

Fig. 10. TIA schematic. (a) Proposed. (b) Replica.

all the equations from any given set of parameters without
simplifying the TIA model, which covers a larger design space.

DFE can be implemented either as direct feedback or as
speculative DFE. On the one hand, direct feedback DFE
enables many taps to be equalized with relatively low com-
plexity. But the feedback loop delay still needs to be less
than 1 UI. On the other hand, with speculative DFE, complex-
ity grows exponentially with the number of taps, yet the timing
restriction can be relaxed using certain techniques as will be
explained in Section III. Since more than 1-tap DFE gives only
marginal advantage in terms of SNR while increasing circuit
complexity and power consumption significantly, we decided
to use a 1-tap speculative DFE.

III. ARCHITECTURE AND CIRCUITS

The block diagram of the RX architecture is shown in Fig. 9.
At the input of the RX, the average photo-current is can-
celled via a 12-bit current DAC, whose control bits are
set off-chip. During measurements, the input of the current
DAC is swept to find the value that minimizes the offset
at the output of the AFE. The ac portion of the signal is
converted into a voltage signal by the TIA and amplified
by a VGA afterward. The amplified signal is sampled by
four-way time-interleaved slicers to generate 1-tap speculative

decisions together with edge information for baud-rate CDR
(CDR loop is not included in this design and will be added in
the future versions). The total number of slicers driven by the
AFE is 12. After that, the speculative decisions are aligned
to a single quarter-rate clock and are resolved by the look-
ahead DFE logic. After being demultiplexed from quarter-rate
to 1/32 rate, 32 final decisions are fed to an on-chip pseudo
random bit sequence (PRBS) checker, which is synchronized
to the C32 clock (2 GHz) to calculate BER. The quarter-rate
clock phases φ0,90,180,270 are generated through a broadband
IQ generator, which is driven by a quarter-rate clock generated
off-chip.

A. TIA

The schematic of the proposed SFR TIA is given
in Fig. 10(a). The feedback path is composed of a 1.1-k"
resistor and NMOS transistors in parallel to adjust the equiv-
alent resistance down to 250 ". Since the signal swing is
small, the transistors stay in linear region behaving as linear
resistances. This approach reduces the parasitic capacitance
as compared with a solution, which consists of an array
of passive resistors with switches. This is because typically
passive resistors have larger parasitics than transistors. More-
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Fig. 18. Comparator schematic.

Fig. 19. Clock path. (a) Block diagram. (b) Quadrature corrector stage.

Fig. 20. RX micrograph and layout.

and the look-ahead DFE [1], [18] resolves the speculation.
Then, look-ahead signals L H (n) and L L(n) are calculated
from the speculative decisions DH (n) and DL(n). Finally,
D(3) resolves the speculation. The dependence of each bit to
the previous bit is broken in the new speculative array, which
results in a relaxed timing constraint of

tc2q + tmux + tsetup < 4UI. (20)

All the digital logic up to L H (n) and L L(n) is feed-forward
and can be pipelined to meet the timing. In our application,

Fig. 21. Measurement setup.

a two-stage pipeline was required to close timing. The clock
is also feed-forwarded to enable a deeper logic between the
two flip-flops. In RC extracted simulations, the look-ahead
DFE logic was functional up to 85 Gb/s at 800-mV supply.
Therefore, DFE is not limiting the data-rate of the optical RX.

The schematic of the comparator is given in Fig. 18. The
first stage consists of two differential pairs whose sources
are connected directly to VDD. The clock transistors are
connected as cascode as in a Lewis–Grey comparator [19].
Compared with a conventional dynamic comparator, whereA. Rivetti FEDSS 2018-Weihai August 22th, 2018 81 / 117



Input topology choice
OZKAYA et al.: 64-Gb/s 1.4-pJ/b NRZ OPTICAL RX DATA-PATH IN 14-nm CMOS FinFET 3459

Fig. 1. RGC and SFR TIA topology and circuit implementation.

Moreover, the front end has been optimized to reduce inductor
count, leading to an extremely compact design (0.028 mm2)
suitable for multi-channel implementations.

The remainder of this paper is organized as follows.
Section II reviews transimpedance amplifier (TIA) architec-
tures, introduces the proposed design methodology to achieve
high sensitivity, and compares the proposed techniques with
previous work. Section III presents the RX architecture
describing in detail circuit implementation of each build-
ing block. Section IV describes the experimental setup and
presents measurements of the fabricated optical RX. Finally,
Section V provides the conclusion.

II. DESIGN CONSIDERATIONS FOR HIGH

SENSITIVITY OPTICAL RX

Since the overall sensitivity of an optical link is determined
by the RX TIA, an in-depth signal and noise analysis of the
TIA will be provided in this section. First, we derive the opti-
mum SNR in the absence of equalization. Then, we describe
how SNR can be improved with a TIA co-optimized with a
DFE. The insights described here can guide circuit designers
in the TIA optimization for high-speed optical RXs before
resorting to time-consuming circuit simulations.

In principle, a simple resistor connected to ground or a
common-mode voltage can be used to convert the current
of a photo-diode (PD) into a voltage. However, the large
capacitance associated with pad and PD severely limits
the bandwidth. Hence, to improve gain–bandwidth (GBW)
product, active structures are commonly employed. Regulated
cascode (RGC) [4] and shunt feedback resistor (SFR) are
the most common TIA circuit topologies [7] (Fig. 1). Both
RGC and SFR architectures have been compared with the
14-nm FinFET technology. The two designs were optimized
for maximum SNR at 64 Gb/s for a given dc gain (50 dB in
this case). Our investigations showed that while RGC and SFR
TIAs have comparable GBW products and power dissipation,
SFR TIA has better SNR, since the output integrated noise
of the RGC is approximately 20% higher. The main reason
stems from the noise generated by the bias current source,
as described in [7]. It must be noted that the dc current source,
which is used to cancel the average PD current, is much

smaller (a few hundred µA) than the bias current required for
a high-bandwidth RGC TIA (at least 2–3 mA), resulting in
much smaller noise contribution. Moreover, the average PD
current must be subtracted from both SFR and RGC TIAs,
which means the current that biases the RGC TIA is an
extra noise source. Furthermore, in advanced technology nodes
operating at low supply voltages (below 1 V), RGC design is
challenging due to limited voltage headroom. Thus, the SFR
topology was used for the 64-Gb/s optical RX and will be the
focus of the rest of this paper.

A. Signal Analysis

An SFR TIA together with its model is shown in Fig. 2.
In the circuit, Cpin and Cout are the sum of PD capacitance

and pad capacitance, and the load capacitance driven by
TIA, respectively. In the model, Cin includes the gate-to-
source capacitances (Cgs) of the transistors in addition to Cpin.
C f consists of the drain-to-gate capacitance (Cgd), whereas
Rout is the equivalent output resistance of the inverter. The
total transconductance of the CMOS inverter is denoted as gm.
The transimpedance of the TIA can be expressed in terms of
those parameters as

Zt (s) = Rout(gm Rfb − 1 − sC f Rfb)

1 + gm Rout + s Dt1 + s2 Dt2
(1)

where

Dt1 = Cin(Rout + Rfb) + C f Rfb(1 + gm Rout) (2)

Dt2 = Rfb RoutCin(Cout + C f ). (3)

The number of parameters in this equation can be reduced,
since some of them are coupled together by the technology
node. We can write

A = gm Rout (4)

ft = gm
2πCgate

(5)

where A is the intrinsic gain and ft is the transit frequency of
the transistors. For a given biasing condition (VDD/2 in this
case), A and ft are known. Note that Cgate is the total gate
capacitance, and transistor-level simulations show that it can
be distributed between Cgs and Cgd with a ratio of 2/3 and 1/3.
Cgd corresponds to C f , whereas Cgs contributes to the input
capacitance, Cin. It must be emphasized that the inclusion of
C f is extremely important due to the Miller effect. Omitting
this capacitance would result in oversimplified models, which
may invalidate the further analysis.

We can further reduce the number of parameters by fixing
the value of Cpin, which is determined by the pad and PD
capacitances. In the implemented design, the PD and pad
capacitances were approximately 60 and 40 fF, respectively.
Hence, Cpin =100 fF. In the given two-pole system, a numer-
ical analysis shows that a high Cout/Cpin ratio results in
peaking in the transfer function. For a maximally flat response,
a ratio of less than 0.25 must be satisfied. Therefore, Cout is
taken as 25 fF and it defines the input capacitance of the
following stage.

As a result, the full design space can be defined by two
parameters: Rfb and gm. In Fig. 3, Rfb is swept for three

Which topology to choose?
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Fig. 9. Top-level schematic of the RX.

Fig. 10. TIA schematic. (a) Proposed. (b) Replica.

all the equations from any given set of parameters without
simplifying the TIA model, which covers a larger design space.

DFE can be implemented either as direct feedback or as
speculative DFE. On the one hand, direct feedback DFE
enables many taps to be equalized with relatively low com-
plexity. But the feedback loop delay still needs to be less
than 1 UI. On the other hand, with speculative DFE, complex-
ity grows exponentially with the number of taps, yet the timing
restriction can be relaxed using certain techniques as will be
explained in Section III. Since more than 1-tap DFE gives only
marginal advantage in terms of SNR while increasing circuit
complexity and power consumption significantly, we decided
to use a 1-tap speculative DFE.

III. ARCHITECTURE AND CIRCUITS

The block diagram of the RX architecture is shown in Fig. 9.
At the input of the RX, the average photo-current is can-
celled via a 12-bit current DAC, whose control bits are
set off-chip. During measurements, the input of the current
DAC is swept to find the value that minimizes the offset
at the output of the AFE. The ac portion of the signal is
converted into a voltage signal by the TIA and amplified
by a VGA afterward. The amplified signal is sampled by
four-way time-interleaved slicers to generate 1-tap speculative

decisions together with edge information for baud-rate CDR
(CDR loop is not included in this design and will be added in
the future versions). The total number of slicers driven by the
AFE is 12. After that, the speculative decisions are aligned
to a single quarter-rate clock and are resolved by the look-
ahead DFE logic. After being demultiplexed from quarter-rate
to 1/32 rate, 32 final decisions are fed to an on-chip pseudo
random bit sequence (PRBS) checker, which is synchronized
to the C32 clock (2 GHz) to calculate BER. The quarter-rate
clock phases φ0,90,180,270 are generated through a broadband
IQ generator, which is driven by a quarter-rate clock generated
off-chip.

A. TIA

The schematic of the proposed SFR TIA is given
in Fig. 10(a). The feedback path is composed of a 1.1-k"
resistor and NMOS transistors in parallel to adjust the equiv-
alent resistance down to 250 ". Since the signal swing is
small, the transistors stay in linear region behaving as linear
resistances. This approach reduces the parasitic capacitance
as compared with a solution, which consists of an array
of passive resistors with switches. This is because typically
passive resistors have larger parasitics than transistors. More-
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Fig. 14. Self-referenced TIA schematic for PSRR analysis.

to either VDD or GND, as shown in Fig. 14. It is easy to
deduce that the currents ii and io become zero if the following
condition is met:

Ci1

Ci2
=

gm p

gmn
= Co1

Co2
. (18)

In that case, the current through the feedback resistor becomes
zero, resulting in perfect cancellation of power supply ripple.
In our implementation, the TIA drives a VGA whose input
stage consists of a CMOS inverter with equal-sized PMOS
and NMOS transistors. Thus, the TIA output capacitance is
divided equally between VDD and GND (Co1 = Co2). Also
the PMOS and NMOS transistors that compose the CMOS
inverter of the TIA are sized equally, which matches the two
transconductances in this technology (gm p = gmn). Dividing
the input capacitance equally between VDD and GND is more
challenging. It consists of three parasitic capacitances. The first
one is the Cgs of the transistors, which is already split equally
between GND and VDD due to sizing of the transistors.
The second parasitic capacitance at the input node is the pad
capacitance. In general, this capacitance couples the pad to
substrate (connected to GND), creating an imbalance between
Ci1 and Ci2. One solution to circumvent this problem is to
add a power grid below the pad in the lowest metal layer to
couple the pad equally to VDD and GND. In the used 13-level
metal stack, this corresponds to a pad capacitance increase of
approximately 5%, which has no impact on sensitivity. The
last portion of the input capacitance comes from the PD. This
capacitance is coupled to the supply voltage of the PD outside
the chip and cannot be balanced as required for perfect PSRR.
However, it is decoupled from the TIA input by both the bond
wire and peaking inductances at high frequencies. On the other
hand, in a replica TIA design, the PD capacitance and the bond
wire inductance also creates an imbalance unless a dummy
PD is placed in the packaging, which may not be desirable in
practical applications, since it would increase both the cost of
packaging and the pitch width of the multi-channel design. The
PSRR simulations results of self-referenced TIA and replica
TIA are compared in Fig. 15. The worst PSRR performances
of all process corners for both cases were also provided in
the plot. As expected, the worst case was slow-NMOS-fast-
PMOS corner (fast-NMOS-slow-PMOS performs only slightly
better), since it is the corner that degenerates the gm p/gmn
ratio the most.

To summarize, the proposed self-referenced TIA provides
larger swing, lower noise, and similar PSRR as compared with

Fig. 15. PSRR comparison of self-referenced TIA and replica TIA.

a replica TIA while consuming half the power and layout area.
Moreover, the TIA has zero offset by design.

B. VGA

The high losses in the optical path may result in very small
current signals on the PD. As an example, a −12-dBm OMA
signal on a 0.5-A/W responsivity PD corresponds to a 32-µApp
photo-current. This signal is converted into a voltage signal
with a dc gain of around 700 !, resulting in 22.4 mV at
the output of the TIA. ISI further reduces the signal down
to 10–15 mV. Moreover, as explained in Section II-A,
the capacitive load at the output node of the TIA must be
low, which means the slicers, creating approximately 100-fF
load, cannot be driven by TIA directly.

In order to amplify the signal and drive the slicers, a VGA
was designed and placed after TIA. The schematic of the
VGA is given in Fig. 16. It consists of two transadmittance
transimpedance (TAS-TIS) stages. This structure is also known
as the Cherry–Hooper amplifier in literature [15]. The first
TAS-TIS stage is a CMOS-based design to match the common-
mode output of the TIA, which is around VDD/2. It must be
noted that the voltage gain on the TAS is very small (around 1)
due to the low input impedance of the TIS stage. This reduces
the Miller effect on the Cgd of the input transistors, minimizing
the total input capacitance. The dc gain of the first stage is
gm1 R f 1 and can be controlled by changing R f 1.

The output common mode of the first stage is adjusted to
match the input common-mode requirements of the second
stage by injecting current into the input of the TIS stage
creating a voltage drop on the feedback resistors R f 1. The
output signal of the first VGA stage is still pseudo differential.
That is, the TIA outputs V outn and V outp are amplified
separately (by the same gain), resulting in a larger swing
in Yp . As a result, the formal definition of the output common
mode (Yp + Yn)/2 is not a constant signal. Instead, the output
common mode is sensed from the low swing output node via
a low-pass filter, as shown in Fig. 16.

The second TAS-TIS is current mode logic (CML)-based
and converts the pseudo differential signal at its input into a
fully differential signal at its output. The input is connected
to two differential pairs. The inner pair is sized at a quarter of
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Fig. 14. Self-referenced TIA schematic for PSRR analysis.

to either VDD or GND, as shown in Fig. 14. It is easy to
deduce that the currents ii and io become zero if the following
condition is met:

Ci1

Ci2
=

gm p

gmn
= Co1

Co2
. (18)

In that case, the current through the feedback resistor becomes
zero, resulting in perfect cancellation of power supply ripple.
In our implementation, the TIA drives a VGA whose input
stage consists of a CMOS inverter with equal-sized PMOS
and NMOS transistors. Thus, the TIA output capacitance is
divided equally between VDD and GND (Co1 = Co2). Also
the PMOS and NMOS transistors that compose the CMOS
inverter of the TIA are sized equally, which matches the two
transconductances in this technology (gm p = gmn). Dividing
the input capacitance equally between VDD and GND is more
challenging. It consists of three parasitic capacitances. The first
one is the Cgs of the transistors, which is already split equally
between GND and VDD due to sizing of the transistors.
The second parasitic capacitance at the input node is the pad
capacitance. In general, this capacitance couples the pad to
substrate (connected to GND), creating an imbalance between
Ci1 and Ci2. One solution to circumvent this problem is to
add a power grid below the pad in the lowest metal layer to
couple the pad equally to VDD and GND. In the used 13-level
metal stack, this corresponds to a pad capacitance increase of
approximately 5%, which has no impact on sensitivity. The
last portion of the input capacitance comes from the PD. This
capacitance is coupled to the supply voltage of the PD outside
the chip and cannot be balanced as required for perfect PSRR.
However, it is decoupled from the TIA input by both the bond
wire and peaking inductances at high frequencies. On the other
hand, in a replica TIA design, the PD capacitance and the bond
wire inductance also creates an imbalance unless a dummy
PD is placed in the packaging, which may not be desirable in
practical applications, since it would increase both the cost of
packaging and the pitch width of the multi-channel design. The
PSRR simulations results of self-referenced TIA and replica
TIA are compared in Fig. 15. The worst PSRR performances
of all process corners for both cases were also provided in
the plot. As expected, the worst case was slow-NMOS-fast-
PMOS corner (fast-NMOS-slow-PMOS performs only slightly
better), since it is the corner that degenerates the gm p/gmn
ratio the most.

To summarize, the proposed self-referenced TIA provides
larger swing, lower noise, and similar PSRR as compared with

Fig. 15. PSRR comparison of self-referenced TIA and replica TIA.

a replica TIA while consuming half the power and layout area.
Moreover, the TIA has zero offset by design.

B. VGA

The high losses in the optical path may result in very small
current signals on the PD. As an example, a −12-dBm OMA
signal on a 0.5-A/W responsivity PD corresponds to a 32-µApp
photo-current. This signal is converted into a voltage signal
with a dc gain of around 700 !, resulting in 22.4 mV at
the output of the TIA. ISI further reduces the signal down
to 10–15 mV. Moreover, as explained in Section II-A,
the capacitive load at the output node of the TIA must be
low, which means the slicers, creating approximately 100-fF
load, cannot be driven by TIA directly.

In order to amplify the signal and drive the slicers, a VGA
was designed and placed after TIA. The schematic of the
VGA is given in Fig. 16. It consists of two transadmittance
transimpedance (TAS-TIS) stages. This structure is also known
as the Cherry–Hooper amplifier in literature [15]. The first
TAS-TIS stage is a CMOS-based design to match the common-
mode output of the TIA, which is around VDD/2. It must be
noted that the voltage gain on the TAS is very small (around 1)
due to the low input impedance of the TIS stage. This reduces
the Miller effect on the Cgd of the input transistors, minimizing
the total input capacitance. The dc gain of the first stage is
gm1 R f 1 and can be controlled by changing R f 1.

The output common mode of the first stage is adjusted to
match the input common-mode requirements of the second
stage by injecting current into the input of the TIS stage
creating a voltage drop on the feedback resistors R f 1. The
output signal of the first VGA stage is still pseudo differential.
That is, the TIA outputs V outn and V outp are amplified
separately (by the same gain), resulting in a larger swing
in Yp . As a result, the formal definition of the output common
mode (Yp + Yn)/2 is not a constant signal. Instead, the output
common mode is sensed from the low swing output node via
a low-pass filter, as shown in Fig. 16.

The second TAS-TIS is current mode logic (CML)-based
and converts the pseudo differential signal at its input into a
fully differential signal at its output. The input is connected
to two differential pairs. The inner pair is sized at a quarter of

Why transistors are used in feedback?  

What is the purpose of the inductor? 
What we study here? 
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Gain peaking
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Fig. 11. Bandwidth extension with series inductance. (a) Frequency response. (b) Pulse response.

Fig. 12. Self-referenced TIA transient pulse response.

over, the switches need to be large enough to minimize the
ON-resistance, further increasing the area and capacitive load.

A series inductance is added to extend the bandwidth of
the TIA. TIA transimpedance as a function of the series
peaking inductance value is shown in Fig. 11(a) together
with the pulse response in Fig. 11(b). A 400-pH inductance
provides a maximally flat response, which corresponds to
minimum group delay.

In this design, the input node of the TIA is used as the
negative output (V outn) to serve as a differential signal to
the output node of the TIA (V outp), rather than placing a
replica TIA to generate a reference voltage [14], as shown
in Fig. 10(b). As a result, the transimpedance gain becomes
Rfb instead of Rfb[Aeq/(Aeq + 1)], where Aeq is equal to
gm(Rfb ∥ Rout). This improvement is shown in Fig. 12. Both
single-ended outputs and the differential voltage (Voutp−Voutn)
are given in Fig. 12. Note that (Voutp − Voutn) is shifted to
the right in order to match the sampling points for better
comparison of the two cases. The main cursor [VTap(0)] of
Voutp − Voutn is larger than the main cursor of the single-
ended output (Voutp), whereas VTap(−1) and VTap(2) are the
same. Since VTap(1) will be equalized by DFE, the increase
in this ISI term does not degrade signal integrity.

Another advantage of using the self-referenced TIA is that
it generates less noise compared with the replica design.

Fig. 13. Self-referenced TIA NSD.

In Fig. 13, three noise spectral densities (NSDs) are given.
The red solid line is the NSD of the TIA with a replica with
no filtering capacitor (CFLT) at its output. Adding a 600 fF of
CFLT shapes the NSD as indicated by the blue dotted curve.
The green dashed curve is the NSD of the proposed self-
referenced TIA. There are two main reasons for the reduction
in noise. First one is that there is no replica to generate
noise. Note that the replica generates as much noise as the
TIA itself increasing the integrated noise by a factor of

√
2.

High-frequency noise of the replica TIA can be filtered out
by using a large capacitance at the output node. However, this
would prevent the replica TIA from tracking the main TIA
behavior for high-frequency supply disturbances compromis-
ing power supply rejection ratio (PSRR). The second reason
for noise reduction is that in self-referenced TIA, the low-
frequency noise components of the transistors are converted
into common-mode noise. This explains why no flicker noise
is observed in the NSD of the self-referenced TIA illustrated
in Fig. 13.

To investigate the PSRR of the self-reference TIA, it is
critical to separate the input and output capacitances connected
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Another use of Wilkinson ADC

A. Rivetti FEDSS 2018-Weihai August 22th, 2018 85 / 117



Timing with silicon pixels: The NA62 GTK

Study of very rare Kaon decay: K+ → π+νν

Time tag the K+ tracks to match the π+ track in the RICH

GTK: three stations of hybrid silicon pixels with ≤ 200 ps rms
resolution per station

Sensor area: 60 mm x 27 mm readout by 10 TDCpix chips
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The TDCpix chip at a glance

Timing method: LED + offline ToT
compensation

Pixel area: 300 µm×300µm

DLL-based TDC in the periphery

360 equivalent TDC per chip

210 Mhit/s/chip

4× 3.2 Gbit/s serializers

CMOS 130 nm, designed at CERN
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TDCPix: the pixel

Transimpedance amplifier followed
by leading edge discriminator

Peaking time ≈ 5 ns

Only analog electronics and quite
configuration registers in the pixel

Discriminator signal sent to the

EoC TDC with integrated t-lines

I Achieve 65 ps rms electronic resolution at 2.4 fC on 1800 pixels!
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TDCPix: the TDC

TDC based on DLL approach

320 MHz clock and 32 delay taps

Differential delay buffers for low noise

One DLL share among two columns

One timing register shared among 5 pixels
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Timing with GTK HPD: some results (1)

RMS time resolution obtained with the TDCPix demonstrator

With laser in the lab... ...and with particles in the beam

Where is the difference?...
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Timing with GTK HPD: some results (2)

In the sensor! (and in the physics...)

Weighting field different at the center
and at the pixel border

Particles hitting in different points
produce different signal shapes

This effect has been estimated to
contribute about 85 ps

Charge straggling also contributes > 60
ps

TDCpix references:

M. Noy, TDCPix: A High Time Precision Pixel Chip for the NA62 GigaTracker,
CERN-PH-ESE Seminar, https://indico.cern.ch/event/302077/

M. Noy et al.: The TDCPix ASIC: Tracking for the NA62 GigaTracker, TIPP 2014,
Proceeding of Science, http:/pos.sissa.it/
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Another timing ASIC for pixelsTiming business

Motivation and Strategy Level 1: Single channel front-ends Level 2: Multi-channel front-end ASICs Level 3: Multi-pixel front-end ASIC for single-photon

Starting point for a single-photon readout

CMOS 1024-pixel readout ASIC for fast timing applications developed by INFN-TO

UMC 110nm technology

Pixel size 400 µm, 32x32 pixel matrix, approx 250 mm2

flip-chip mounted to a photosensor (top right). Detail of bonding pads (bottom) and
bonding scheme for data and power

The first-silicon ASIC performs single-photon time-tagging with a 30 ps r.m.s. time
resolution, up to 200 kHz per pixel

Manuel Da Rocha Rolo (INFN Torino) Digital SiPM R&D for DarkSide 2018.04.09, Geneva 13 / 17

Timing front-end ASIC: 1024 channels, 4096 TDC, 20 Gbit/s output bandwitdth

Technology 110 nm CMOS

Pixel size 400 µm⇥400 µm

TDC binning 20÷100 ps, DNL %

Overall system jitter ⇡ 30 ps r.m.s.

Dedicated run, first working silicon

A. Rivetti (INFN-Torino) Bologna AIDA meeting April 23, 2018 27 / 1
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Positron Emission Tomography

I Anticipated 50 years ago, but still evolving

∆x = ∆t c2

More weight to photons coming
from the ROI

Stronger benefit on larger
patients

Commercial instruments 400 -
500 ps, 300 ps expected soon

S. Surti,Update on time-of-flight PET imaging,

J. Nucl. Med. Jan. 2015; 56 (1); 98-105
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Electronics for SiPM: the TOF-PET

Chip developed in the framework of the EndoToF-US project

Sensors: analog SiPM with capacitance in the 75 to 300 pF range
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TOFPET architecture

Charge encoding with Time over Threshold

Dual treshold system
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TDC implementation

TDC based on Time to Amplitude Converters

Four TACs per TDC for derandomization

Rate capacitance > 300 kHz per channel
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Dark counts management

Important not to trigger TACs with dark counts

Timing pulse is delayed and confirmed by energy pulse (higher
threshold)
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Dual threshold
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TOFPET in silicon

Two chips can be put side-by-side to get a compact 128 channel
system
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TOFPET performance

TDC resolution ≈ 20 ps rms

(with 50 ps bin size)
Resolution with crystals and SiPM

TOF-PET references:

M.D. Rolo et al., TOF-PET ASIC for PET applications, JINST, Vol. 8, Feb. 2013

M.D. Rolo. , Integrated Circuit Design for Time of Flight PET, PhD thesis, Univ. of Torino,

2014
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Waveform samplers

I In a TDC, the delayed pulses are captured into registers when the hit arrives

I In a WS, the delayed pulses are used to control the analog storage cells

I Sampling frequency is 1/∆ and can be well above 10 GHz in modern
technologies

I In earlier implementations open loop buffers were employed. Today the use
of DLL and PLL prevalent (jitter and sampling time uniformity)
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Waveform samplers: some example

ASIC Year Node Time res. Max sample/ch. Channels

LABRADOR3 2005 250 nm 16 ps 260 8

BLAB 2009 250 nm < 5 ps 65536 1

DRS4 2014 250 nm ≈ 1 ps 1024 8

PSEC4 2014 130 nm ≈ 1 ps 256 6

SamPic 2014 180 nm ≈ 3ps 64 16

Typical small channel count per ASIC

Resolution: same pulse split and sent to differnt channels and time
difference measured
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PSEC4: architecture

E. Oberla et al., A 15 GSa/s, 1.5 GHz bandwidth waveform digitizing ASIC

NIM A 735 (2014) 452-461

Input signal AC coupled (terminations external)

On chip RF microstrip lines at the input

DLL with 256 taps fed by a 40 MHz clock
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PSEC4: sampling cell

E. Oberla et al., NIM A 735 (2014) 452-461

Small sampling capacitance (20 fF) to guarantee 1.5 GHz analog bandwidth

A Wilkinson ADC integrated in each cell

Common ADC ramp generated externally to the cell
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PSEC4: performance

E. Oberla et al., NIM A 735 (2014) 452-461

Example of digitized pulse Timing performance

Time resolution bettern than 5 ps rms obtained after time-base
calibration
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SAMPIC architecture: merge TDC and WS

E. Delagnes et al., Reaching a few picosecond timing precision with the 16-channel digitizer and

timestamper SAMPIC ASIC NIM A 787 (2015) 245-249
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SAMPIC: digitizer

E. Delagnes et al., NIM A 787 (2015) 245-249

Technology: AMS 180 nm

16 channels per chip

Power: 180 mW

Embedded ADC

Digitization done in parallel for the selected cells

Dedicated comparator for every cell

Common Gray counter driven by a 1.3 GHz VCO

A. Rivetti FEDSS 2018-Weihai August 22th, 2018 107 / 117



SAMPIC: timing performance

E. Delagnes et al., NIM A 787 (2015) 245-249

Time resolution:

< 20 ps without time-base correction

< 5ps with time based correction

10 ps TDR achieved over 10 µs difference between pulses
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Systems on chip
Front-end ASICs vs mobile SoCs

SoC for mobile

Di↵erent functions implemented
in selected areas

ASIC for hybrid pixel detectors (RD53A prototype
for ATLAS/CMS upgrades)

About 80.000 pixels of 50 µm⇥50 µm in 65 nm

A. Rivetti (INFN-Torino) Bologna AIDA meeting May 10, 2018 5 / 26
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Mixed-signal noise-1

Practical Aspects in Front-end Design 667

Vdd

Cgs

Cgd

Cgs

Cgd

Cgd

Cgs

Cgs

Cgd

Csb

Cdb

Csb

Cdb

PAD

PAD

V
in

Vout

CL

v = L di / dt

v = L di / dt

Vdd

PAD

v = L di / dt

Vout

Csb

Csb

Cdb

Cdb

CL

PAD

v = L di / dt

PAD

Vin

Vsub

i(t)

i(t)

i(t)

i(t)

a) b)

FIGURE B.2 Generation of substrate noise by digital gates switching between the power
rails. See text for more details.

A Class AB amplifier can drive a signal current much larger than the one
of the quiescent bias point, therefore the current change in its power supply
lines can be significant. Sharing them with the first amplifying stage can be
detrimental.

• Analog and digital blocks should be spaced as much as possible and shielded
by guardrings of substrate contacts. Although the substrate potential is nom-
inally the same in the whole ASIC, these guardrings should nevertheless be
connected to different pads on the I/O ring to decrease the risk of contam-
ination between the digital and the analog regions of the bulk. Dedicated
isolation trenches that increase the impedance between different regional
substrates must be used if available.

• A careful pad assignment should be made, alternating groups of VDD and
ground pads on the same domain. Enough pads should be reserved to the
power and ground lines in order to reduce the series inductance presented
by the wire bondings and the off-chip interconnection.

• An appropriate design of the on-chip power and ground distribution grids
must be done to ensure that their resistance is as small as possible.

• If available, one should use a standard cell library in which the bulks of the
transistors are not tied to their source. Independent lines should be used to
bias the substrate of the cells, and should not be shared with their counterparts
employed in the analog section.
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Mixed-signal noise-2
Mixed-signal designs

Analog islands surrounded by digital gates
Specifications

designed to comply with RD53 specs

include 16 pixel front-ends, grouped in 4
analog islands

feature high writing speed

� capable of saving one event per clock
cycle, no region-wide deadtime

low power consumption

achieve high e�ciency

� < 0.5% pixel event loss

support for both triggered and triggerless operating modes

support for both Torino and Bergamo/Pavia AFEs via dedicated interfaces

support for binary mode, normal mode and fast mode (Torino only)

A. Paternò - 27.09.2016 TWEPP 2016 16 / 40

Most of a typical front-end
ASIC is digital

Low-noise analog and high
speed digital can coexist

Several isolations features
o↵ered by modern technologies

...but one has to be very careful!

A. Rivetti (INFN-Torino) Bologna AIDA meeting May 10, 2018 6 / 26
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IR drops and PSRRIR drop analysis

Chip size ⇡ 1.2 cm ⇥ 1.8 cm

A. Rivetti (INFN-Torino) Bologna AIDA meeting May 10, 2018 8 / 26
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Robust biasing

Practical Aspects in Front-end Design 673

Vdd

−

+

VREF

RBIAS

RFILTER RFILTER

periphery channels

FIGURE B.7 A current-to-voltage converter generates a bias current independent of VDD.
Filters are used in the bias line to reduce the cross-talk between the different channels.

receiving diode-connected transistor provides a reference voltage which is fanned-out
to nearby channels, where “nearby” means a distance over which the effect of the IR
drops is not relevant [14]. Finally, a technique to distribute an IR-drop insensitive bias
while using a limited number of lines is shown in Fig. B.9. Here the reference current
is measured by two diode-connected transistors. An operational amplifier, located
in the receiving channel, equalizes through the virtual ground principle the source
potential of M3 (in the periphery) and M4 (in the channel). The gate of M3 and M4 are
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FIGURE B.8 Current mode biasing. The bias currents are generated in the chip periphery and
then individually distributed to the channels. As a compromise, the receiving diode connected
transistor can be shared by nearby channels.
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FIGURE B.9 IR drop insensitive biasing using op-amps.

directly tied together since the gate terminals do not absorb current and no IR drop is
expected over this line. With this scheme, M3 and M4 thus work with the same gate-
source voltage, regardless of the exact local value of the VDD and “ground” nodes.
An application of this principle is discussed in [15]. One downside of the method is
that the op-amp takes additional space and its offset can introduce further random
differences in the bias current between the channels. As for the circuit of Fig. B.8, as
a compromise the receiving circuit can be shared between channels sufficiently close
by.

B.5 FRONT-END CALIBRATION

For test purposes, it is necessary to deliver to the front-end ASIC an appropriate input
signal. This artificial stimulus can be merely used to check if a given channel is “alive”
or “dead”, but in general it is preferable that its quality is good enough to perform a
more in-depth characterization. Fig. B.10 shows how such a “calibration signal” can
be produced. A capacitorCcal is connected between a voltage source and the amplifier
input. A step voltage of amplitude Vcal is then applied. Since the amplifier input can
be considered as a virtual ground, the voltage step fully appears across the calibration
capacitor, injecting into the system a charge given by Q = VcalCcal . The current pulse
fed to the amplifier is the derivative of the voltage step, therefore it approximates a
Dirac-delta and allows the study of the system impulse response. When it is not used,
the calibration line should not be left floating but it must be connected to ground in
order to avoid the pick-up of spurious signals. In this case, the calibration capacitor
appears in parallel to the amplifier input, hence its value should be small enough
to make negligible its impact on the amplifier noise. In the simplest approach, the
calibration capacitors are connected to a line which is driven by an external signal. In
general, more of these “calibration lines” are used, each one serving non-contiguous

Uniform bias among channels is a
critical issue in large chips

One of the most common failure
reason in large IC

Must be taken into consideration in
early design phase
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Dual Damascene
Why should we as designers care?
 
CMP polish rate is pattern dependent, i.e width 
and spacing of metal lines matter.
 
Poor layout results in metal lines that are too 
thin  and/or less dielectric separation of metal 
layers. Layout dependent delay. Post-layout 
simulation does not neccessarily reveal these 
problems.
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allows modern technologies to existallows modern technologies to existallows modern technologies to existallows modern technologies to exist
99 For 90nm technology node, it allows better than 50nm planarization on For 90nm technology node, it allows better than 50nm planarization on 

a single die. This is equivalent to leveling a football field a single die. This is equivalent to leveling a football field 
homogeneously  to within better than 250homogeneously  to within better than 250µµm!!!m!!!

Before CMPBefore CMP With CMPWith CMP

ESE seminar, 31 Mars 09 Federico Faccio - CERN 2222
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An interesting comparison

D. Breton et al., NIM A 629 (2011) 123-132
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To summarize

Increasing number of applications for timing detectors

Comparable performance with TDC and waveform sampling

Trends:

Higher integration density
Better time resolution (targeting 10 ps and below)

TDC already achieve 1 ps resolution

Electronics resolution of waveform samplers comparable

The key is at the interplay between the sensor and the very front-end

...but it’s not only the front-end!

State-of-the-art ASIC for timing are fairly complex SoCs

Beware of systems aspects

Take your time to design them!
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Thank you!
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