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uA theory is something nobody believes, 
except the person who made it. An 
experiment is something everybody believes, 
except the person who made it. 

uHow to believe your own experiment?
uPreserve your analysis so that your 

colleagues can check it.



Problem and situation

u Requirements from funding agencies.

u If a phD student leave the group, can 
the work be picked up by others?

u Discover “new physics” from MC?

u Sharing data with your colleague?

u A topic since (at least) SPS era.

u In LHC era, raw data preserved.

u Very few analyses can be reproduced.
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How to preservation an analysis in principle
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u Environment.

u Codes.

u Database.

u Data.

u Analysis steps.



Physics analysis
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u Few fixed steps 

u Fixed environment

u Official location to save data

u Connections with Ntuple

u Quite large number of steps

u Frequent change of scripts 

u Various environments

u Data frequently moved



Techniques requirements

u Environment: container(docker, singularity).

u Data-code binding.

u Re-analyzing.

u Continuous workflow execution.

u Central host.







Chern

u An architecture for organizing analysis.

u A toolkit provided.

arXiv:1806.08787



Workflow in Chern



Impression



Chern con’d

u Preserving the analysis at the time of analyzing.

u Possible cross-analysis link.

u Lack of strong backend.

u Lack of host.



ALICE

Markus’s talk on June.20.2018 CAP meeting 



ATLAS

L Heinrich on June.20.2018 CAP meeting 



ATLAS con’d

u Strong encouragement to get all code 
into CERN GitLab. 

u Capture into self-consistent runtimes.

u Preserving the Common Stack — official 
ATLAS base images. 

u Continuous Integration: build/test/ 
preserve analysis code 

u Work ongoing to integrate Containers 
into GRID infrastructure, collaboration 
between Google / ATLAS to investigate 
modern technologies in ATLAS 
Distributed Computing 

L Heinrich on June.20.2018 CAP meeting 



CMS
Lara’s talk on June.20.2018 CAP meeting 



LHCb

Lara

Sebastian’s talk on June.20.2018 CAP meeting 



CEPC official

u Official release
u Official docker image

u no version control.

u Yuki
u A wrap of Marlin.

u Building connections between code/environment and data.

u Usage: yuki produce [OPTIONS] INPUT_FILE OUTPUT_FILE RELEASE 
CONFIG

u No ROOT file support.



Suggestions for analyzer
u Nope, because the analysis preservation systems are not ready.

u As a analyzer, you can not do anything.

u But some preparation?

u LHC users can contact the experts in the collaboration.

u Analyzer for CEPC, try the docker based software 
http://cepcsoft.ihep.ac.cn/guides/scratch/docs/docker/

u Use gitlab as much as possible.

u Never use hard core path.

u Use environment variable as less as possible.

u Young people can learn everything.

http://cepcsoft.ihep.ac.cn/guides/scratch/docs/docker/
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