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•  Zγ/γγ๛ாӾෛᇔቘጱ੔ತࣁ
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Photon identification: loose and tight

Overwhelming background from hadronic jets!

Jets typically produce broader energy deposits in the
ECAL, with significant leakage into the hadron calorime-
ter (HCAL)

Exploit the 3D-granularity of the ATLAS calorimetry

LOOSE identification:

little or no energy leaking into HCAL

narrow shower width in the ECAL Middle layer

) used as background control region
) used also by many photon triggers

[talk by Joaquin Hoya]

TIGHT identification:

tighter cuts on shower width in Middle layer

additional cuts on ECAL “strips” (no 2nd maximum,
narrow shower width)

) reject background from ⇡0, ⌘ ! ��

electromagnetic calorimeter (ECAL)
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Shower shape discriminating variables

Shower shapes in MC di↵er from
those in data ) need fudging
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[Khilesh Mistry]
[talk by Gregor Gessner]
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3 data-driven methods
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Figure 8: Comparison of the data-driven measurements of the identification e�ciency for converted photons as a
function of ET, for the four pseudorapidity intervals (a) |⌘ | < 0.6, (b) 0.6  |⌘ | < 1.37, (c) 1.52  |⌘ | < 1.81, and
(d) 1.81  |⌘ | < 2.37. The error bars represent the sum in quadrature of the statistical and systematic uncertainties
estimated in each method. The shaded areas correspond to the statistical uncertainties. The last bin extends to 1.5
TeV.
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Figure 3: Distributions of the calorimetric discriminating variables R⌘ and ws 3 for converted and unconverted
photon candidates with ET 2 [10, 50] GeV and |⌘ | < 2.37 (excluding 1.37  |⌘ | < 1.52) selected from `+`��
events (black dots). The distributions for true photons from simulated Z ! ``� events are also shown. for
the uncorrected simulation (dashed red line) and the simulation corrected by the average shift between data and
simulation distributions (solid blue line). The definition of the plotted variables is given in Table 1 and Figure 2.

Improved agreement between the shower shape distributions in data and simulation after applying such
corrections is clearly visible. Residual discrepancies are observed in the tail of the distributions. Their
e�ect on the MC description of the photon identification e�ciency is addressed with data/MC scale
factors. Similarly, while there are correlations between variables and this might not be perfectly described
by simulation, these simple corrections do not attempt to address such a potential mismodelling, whose
impact would instead be collectively taken into account with the same data/MC scale factors mentioned
above.

In all the analyses described in Section 5 the reference simulated samples are modified with the correction
factors described above, while in Section 5.4 the measured photon identification e�ciencies are compared
with the values in both the uncorrected and corrected MC samples.
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Figure 13: E�ciency scale factors (SF) for each method and their combination for unconverted photons. The last
bin extends to 1.5 TeV.
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Figure 14: E�ciency scale factors (SF) for each method and their combination for converted photons. The last bin
extends to 1.5 TeV.
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Figure 5: Diagram representing which samples are involved in each stage of the Smirnov transformation
method of electron extrapolation.
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Figure 6: Diagram illustrating the process of Smirnov transformation. R� is chosen as an example
shower shape which is particularly divergent between electrons and photons. The R� distribution in each
sample (top left) is used to calculate the respective CDF (top right). From the two CDFs, a Smirnov
transformation can be derived (bottom left). Applying the transformation leads to an R� distribution of
the transformed electrons which closely resembles the photon distribution.
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Showershape based method

11/8/2016 3

¾ Aim: Use shower shape based method to check the conversion rate and reco
efficiency in real data in each eta regions:

• Eta regions: 
[0, 0.6], [0.6, 1.37], [1.52, 1.81], [1.81, 2.37]

• E1/E2: sensitive to truth conversion 
status of photon.

¾ The number of reco UC/C photons depends on:
• N = total number of photons
• fReco = conv reco efficiency( true conv -> reco conv )
• fFake = conv fake rate( true unconv -> reco conv )
• fConv = true conversion probability. 
• Fit template is the sum of truth U and truth C in each eta/reco
conversion status category
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a track-based measure of photon isolation to determine the fraction of background present in a sample
of isolated photon candidates. Each of these techniques can measure the photon identification e�ciency
in overlapping parts of complementary ET regions2. The combination of di�erent measurements in the
overlapping regions further improves the photon e�ciency precision, which is measured for candidates
with transverse momentum ranging from about 10 GeV to about 1.5 TeV.

The measurement of the rate of misidentification of electrons as photon candidates, as well as the results
of a novel technique for measuring the e�ciency of reconstructing a photon conversion, only deployed for
the

p
s = 13 TeV data taking, are reported.

This paper is organised as follows. An overview of the ATLAS detector is provided in Section 2. The
photon reconstruction and identification algorithms used in ATLAS for the data taking at

p
s = 13 TeV

are detailed in Section 3, highlighting the di�erences relative to the reconstruction procedure reported in
Ref. [7] and the properties of the identification criteria optimised for the

p
s = 13 TeV data taking. Section 4

summarizes the collision and simulated data samples used for the various measurements, and describes
the corrections applied to the simulated photon shower shapes in order to improve agreement with the data.
In Section 5 the three data-driven approaches to the measurement of the photon identification e�ciency
are described, listing their respective sources of uncertainty and the precision reached in the relevant
ET ranges. Their combination in the overlapping ET regions is presented, as well as a comparison of
the combined data-driven photon identification e�ciency with the MC predictions. The impact of the
isolation criteria on the photon identification e�ciency, and that of additional soft pp interactions, is also
discussed. The measurement of the rate of misidentification of electrons as photon candidates is reported
in Section 6. The e�ciency of reconstructing a photon conversion is summarised in Section 7.

2 The ATLAS detector

The ATLAS experiment [8] uses a multipurpose particle detector with approximately forward–backward
symmetric cylindrical geometry and nearly 4⇡ coverage in solid angle.3 It consists of an inner tracking
system surrounded by a thin superconducting solenoid producing a 2 T axial magnetic field, electro-
magnetic and hadronic calorimeters, and a muon spectrometer incorporating three large toroid magnet
assemblies.

The inner detector (ID) tracking system provides position measurements for charged particles in the range
|⌘ | < 2.5 by combining information from three subdetectors. The ID consists of a cylindrical central
region (full coverage for |⌘ | < 1.5) arranged around the beam pipe, and two endcaps. Disks in the
endcap region are placed perpendicular to the beam axis, covering 1.5 < |⌘ | < 2.5. Starting from the
interaction point, the high-granularity silicon pixel detector segmented in r–� and z covers the vertex
region and typically provides four three-dimensional measurements per track. The ID includes a new
innermost layer, the insertable B-layer [9], with a mean radius of 33 mm, while the remaining three layers
of the pixel system are located at mean radii of 50.5, 88.5, and 122.5 mm respectively. The coverage in

2 The photon transverse momentum ET is defined in footnote3.
3 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the

detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis
points upward. Cylindrical coordinates (r , �) are used in the transverse plane, � being the azimuthal angle around the beam
pipe. The pseudorapidity is defined in terms of the polar angle ✓ as ⌘ = � ln tan(✓/2). Angular distance is defined as
�R =

p
(�⌘)2 + (��)2. The transverse momentum of the photon candidates is defined as ET = E/cosh(⌘), where E is the

candidate energy.
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• Run2 13TeV 36.1-1fb (ๅṛጱ੒ඊᚆᰁ޾ๅṛᕹᦇጱහഝ)
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• (ᓌ۸ཛྷୗ౼ᶎ޾ጱԾኞཛྷୗݶᘍᡤHiggsӧ) ս۸ғ 31 categoryݩמ
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Michael Duehrssen Simplified/Template cross sections 6

What to do for run 2?
● Fiducial and differential measurements?

● Not easy and might not be possible for all channels
● Usually can't use most powerful techniques (MVAs)

● EFT analysis
● Very complex
● EFT also has model assumptions

● Would be good to find a doable compromise...

More powerful
(due to shape assumptions and use of MVAs)

Less powerful
(minimal assumptions)
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for the subleading jet.10 The numerical predictions forffiffiffi
s

p
¼ 13 TeV are taken from Ref. [7]. This predic-

tion is shown for the inclusive zero-, one- and two-jet
cross sections as well as for the exclusive zero- and
one-jet cross sections.

(iv) The parton-level NNLOJET prediction of
Refs. [117,118] is a fixed-order NNLO prediction
in QCD for inclusive H þ one-jet production. This
prediction is shown for the inclusive one-, two-jet,
and three-jet cross sections aswell as for the exclusive
one- and two-jet cross sections.

(v) The parton-level GOSAM prediction of Refs. [119,
120], which provides the fixed-order loop
contributions accurate at NLO in QCD in the in-
clusive H þ zero-jet, H þ one-jet, H þ two-jet, and
H þ three-jet regions. The real-emission contribu-
tions at fixed order in QCD are provided by SHERPA
[64]. This prediction is shown for the inclusive one-,
two-jet, and three-jet cross sections as well as for the
exclusive one- and two-jet cross sections.

(vi) The default MC prediction (POWHEG NNLOPS nor-
malized with the N3LO in QCD and NLO EW cross

section) introduced in Sec. IX C. This prediction is
shown for all measured inclusive and exclusive jet
cross sections.

(vii) The POWHEG NNLOPS prediction which is already
described in Sec. IV. This prediction is shown for all
measured inclusive and exclusive jet cross sections.

(viii) TheSHERPA (MEPS@NLO) prediction ofRefs. [64,65,
120–129] is accurate to NLO in QCD in the inclusive
Hþzero-jet,Hþone-jet,Hþtwo-jet, andH þ three-
jet regions and includes top-quark mass effects. The
one-loop corrections are incorporated from GoSam
[119,120] and the different jet multiplicity regions are
merged using the MEPS@NLO multijet merging
technique. This prediction is shown for all measured
inclusive and exclusive jet cross sections.

(ix) The MG5_AMC@NLO prediction of Refs. [46,105],
which includes up to two jets at NLO accuracy using
the FXFX merging scheme [106]. The central merg-
ing scale is taken to be 30 GeV. The generated events
are passed to PYTHIA8 [29] to provide parton
showering and hadronization to create the full final
state (without underlying event). This prediction is
shown for all measured inclusive and exclusive jet
cross sections.

All predictions but NNLOJET and SHERPA (MEPS@NLO)
use the NNLO PDF set following the PDF4LHC15 recom-
mendations. The NNLOJET prediction uses the CT14 NNLO
PDF set [130] and SHERPA (MEPS@NLO) uses the NNPDF3.0

PDF set [47]. GOSAM, SHERPA (MEPS@NLO), and NNLOJET

apply the kinematic selection on the final-state photons. For
all other predictions, the fiducial acceptance is determined
using POWHEG NNLOPS. The cross sections of all parton-
level predictions are multiplied with isolation correction
factors to account for the efficiency of the fiducial photon
isolation criterion. The additional uncertainties in the iso-
lation correction are determined by studying multiple event
generators and/or event generator tunes, and are included in
the uncertainty bands of the parton-level predictions. No
correction factors nor additional uncertainties to account for
the impact of hadronization and the underlying event activity
are applied, so the theory uncertainties in the parton-level
predictions may be incomplete, but example values for
such corrections and their uncertainties can be found in
Table XXIV in Appendix D. All other acceptance and
correction factors along with their associated uncertainties
can also be found in Appendix D.
No K-factors are applied to the predictions and the

contributions from XH are also included in the comparison
using the corresponding generators and cross sections
described in Section IV.
Figure 25(a) shows exclusive and inclusive zero-, one-

and two-jet cross sections and the inclusive three-jet cross
section for jets defined with pT > 30 GeV. Figure 25(b)
shows the exclusive zero- and one- and the inclusive two-jet
cross section with pT > 50 GeV. The measured cross

1−10×2 1 2 3 4 5 6 10 20 30 210
  [fb]fidσ

ttH-enhanced

miss
TEHigh

 1 ≥leptonN

VBF-enhanced

Diphoton fiducial 

95% C.L.

95% C.L.

95% C.L.

ATLAS
-1 = 13 TeV,  36.1 fbs,γγ→H

Data, tot. unc. Syst. unc.

 = 125.09 GeVHm

XHLO + 3N
XH default MC + H→gg
XHPowheg NNLOPS + 

bbH+ttH+VH = VBF+XH

FIG. 24. The measured cross sections or cross-section upper
limits of the diphoton, VBF-enhanced, Nlepton ≥ 1, high Emiss

T ,
and tt̄H-enhanced fiducial regions are shown. The intervals on
the vertical axis each represent one of these fiducial regions. The
data are shown as filled (black) circles. The error bar on each
measured cross section represents the total uncertainty in the
measurement, with the systematic uncertainty shown as a dark
gray rectangle. Each cross section limit is shown at the 95% con-
fidence level. The measured cross sections are compared to a
range of predictions and a detailed description of each prediction
can be found in the text. All comparisons include the SM
predictions arising from VBF, VH, tt̄H, and bb̄H, which are
collectively labeled as XH.

10The prime indicates that the leading contributions from
N3LL (resp. NNLL) are included along with the full NNLL
(resp. NLL) corrections.
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(i) The default MC prediction (POWHEG NNLOPS nor-
malized with the N3LO in QCD and NLO EW cross
section) introduced in Sec. IX C.

(ii) HRES [131,132], which provides predictions at
NNLO with pH

T resummation at NNLL and differ-
entially in pγγ

T . Finite top-, bottom-, and charm-
quark masses are included at NLO accuracy. The
renormalization and factorization scales are chosen
to be 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

H þ ðpH
T Þ2

p
, and the two resummation

scales are chosen to be mH=2 and 2mb.
(iii) RADISH+NNLOJET [133], which provides predictions

using a pH
T resummation to NNLL and matching

to the one-jet NNLO differential spectrum from
NNLOJET [117,118]. The shown pγγ

T RADISH+NNLO-
JET prediction does include corrections from the
finite top and bottom quark masses.

(iv) SCETLIB+MCFM8 which provides predictions at
NNLOþ NNLL0

φ accuracy derived by applying a
resummation of the virtual corrections to the gluon
form factor [134,135] and differentially in jyγγj and
j cos θ$j.11 The underlying NNLO predictions are
obtained using MCFM8 with zero-jettiness subtrac-
tions [136,137].

No additional K-factors are applied to the predic-
tions, which all use the NNLO PDF set following the
PDF4LHC15 recommendations, and the fiducial acceptance
for RADISH+NNLOJET is determined using POWHEG NNLOPS.
The SCETLIB+MCFM8 and HRES predictions include the

kinematic acceptance and are corrected and apply correction
factors accounting for the photon isolation efficiency as
described in Sec. IXD. As also mentioned in Sec. IXD, no
correction factors to account for the impact of hadronization
and the underlying-event activity are used. The SM pre-
diction shows a slight excess at low transverse momentum
and low rapidity, and shows a slight deficit at large transverse
momentum. The slightly harder Higgs boson transverse
momentum shown in Fig. 26 is consistent with the ATLAS
Run 1 measurements in both the H → γγ and H → ZZ$ →
4l decay channels [9,138] and the measured zero-jet cross
section. The Standard Model prediction is in agreement with
the measured distributions.

2. Measurements of cross sections probing
the jet kinematics

The transverse momentum and absolute rapidity of the
leading jet, pj1

T and jyj1 j, as well as the transverse
momentum and absolute rapidity of the subleading jet,
pj2
T and jyj2 j, are sensitive to the theoretical modeling and to

the relative contributions of the different Higgs boson
production mechanisms. The transverse momentum distri-
bution of the leading jet probes the emission of energetic
quarks and gluons. In events with two jets, the contributions
of VBF and VH productions become more important. The
differential cross sections forpp → H → γγ as a function of
pj1
T , jyj1 j, p

j2
T , and jyj2 j are shown in Fig. 27. The chosen bin

widths are a compromise between keeping migrations
between bins small whilst retaining enough statistical power
to measure the differential spectra. The measured pj1

T
spectrum shown in Fig. 27(a) is compared to the default
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FIG. 26. The differential cross sections for pp → H → γγ as a function of (a) pγγ
T and (b) jyγγj are shown and compared to the SM

expectations.

11The subscript φ refers to the fact that the applied resumma-
tion is to the gluon form factor.
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In Table XVIII, the observed and expected 95% CL
limits for four Wilson coefficient fits are given. The limit
for c̄g is derived by fixing all other Wilson coefficients to
zero. This additional interaction can interfere with the
corresponding SM interaction and destructive interference
causes the gluon–gluon fusion production-mode cross
section to be zero at c̄g ∼ −2.2 × 10−4. The c̃g coefficient
is also derived after setting all Wilson coefficients to zero.
Due to the CP conjugate structure of the interaction, no
interference with the SM process is possible. The 95% CL
limit for c̄HW is obtained after setting c̄HB ¼ c̄HW to ensure
that the partial width for H → Zγ is unchanged from the
SM prediction (Values of jc̄HW − c̄HBj > 0.03 lead to a
very large decay rate for the H → Zγ process that is
contradicted by the experimental constraints reported by
ATLAS [152,153]) and setting all other Wilson coefficients
to zero. Finally, the 95% CL limit for c̃HW is given after
setting c̃HB ¼ c̃HW to ensure a SM decay rate for H → Zγ
and all other Wilson coefficients to zero. The observed
limits are improved by about a factor of two compared to
the Run 1 analysis of Ref. [14].

Figure 34 shows the 68% and 95% confidence regions
obtained from scanning c̄HW and c̃HW simultaneously, with
the other two Wilson coefficients set to c̄HB ¼ c̄HW and
c̃HB ¼ c̃HW . All other Wilson coefficients are fixed at zero.
The c̄HW and c̃HW Wilson coefficients produce large shape
changes in all distributions, as shown in Fig. 33, and the
obtained limits are strongest when fitting all five distribu-
tions simultaneously. The shape of the observed 68% con-
fidence regions thus results from both shape and yield
differences between data and expectations: the operators
proportional to c̄HW can destructively interfere with the SM
contributions, a negative value of c̄HW reduces the overall
predicted cross section in the zero-jet and the lowest mjj

bins, where deficits are observed in the data. The operators
proportional to c̃HW can only increase the cross section
from its SM value and can increase the predicted cross
sections in the higher jet bins and the tails of the
distributions (cf. Fig. 33). If only shape information is
used to constrain the Wilson coefficients, the reported
limits on c̄HW and c̃HW weaken by about 20% and 50%,
respectively. As also shown in Fig. 34, these results display
significant improvements on similar limits obtained from
the Run-1 analysis [14]. All reported results assume that
QCD effects and new physics effects factorize. This
assumption cannot be avoided with the current state-of-
the-art implementation of the effective Lagrangian of
Ref. [143]. The full statistical and systematic correlations
between measured distributions and all measured fiducial
and differential cross sections are available in HEPDATA to
allow future interpretations with better models.

X. SUMMARY CONCLUSIONS

Measurements of Higgs boson cross sections in the
Higgs boson to diphoton decay channel are performed
using pp collision data recorded by the ATLAS experiment
at the LHC. The data were taken at a center-of-mass energy
of

ffiffiffi
s

p
¼ 13 TeV and correspond to an integrated lumi-

nosity of 36.1 fb−1. All measurements assume a Higgs
boson mass of 125.09" 0.24 GeV. The measured signal
strength relative to the StandardModel expectation is found
to be:

μ ¼ 0.99þ0.15
−0.14 :

FIG. 34. The observed 68% (dark) and 95% (light) confidence
level regions from the simultaneous fit to the c̄HW and c̃HW
Wilson coefficients. The values of c̄HB and c̃HB are set to be equal
to c̄HW and c̃HW , respectively, and all other Wilson coefficients
are set to zero, except for c̄HB and c̃HB which are set to be equal to
c̄HW and c̃HW , respectively. The SM expectation at (0,0) is also
shown, together with the Run-1 confidence regions reported in
Ref. [14].

TABLE XVIII. Observed allowed ranges at 95% CL for the c̄g and c̄HW Wilson coefficients and the CP-conjugate coefficients. Limits
on c̄g and c̃g are each derived with all other Wilson coefficients set to zero. Limits on c̄HW and c̃HW are derived with c̄HB ¼ c̄HW and
c̃HB ¼ c̃HW , respectively.

Coefficient Observed 95% CL limit Expected 95% CL limit

c̄g ½−0.8; 0.1% × 10−4 ∪ ½−4.6;−3.8% × 10−4 ½−0.4; 0.5% × 10−4 ∪ ½−4.9;−4.1% × 10−4

c̃g ½−1.0; 0.9% × 10−4 ½−1.4; 1.3% × 10−4

c̄HW ½−5.7; 5.1% × 10−2 ½−5.0; 5.0% × 10−2

c̃HW ½−0.16; 0.16% ½−0.14; 0.14%
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Figure 13: The fiducial di↵erential cross sections measured as a function of (a) p��T , (b) |y�� |, (c) p j1
T , and

(d) Nb-jets. The Nb-jets distribution is measured in a fiducial phase space requiring at least one central jet (pT >
30 GeV, |y | < 2.5) and no electrons or muons. All di↵erential measurements are compared to the default MC
prediction, with gluon fusion modeled using Powheg NNLOPS and other Higgs production processes X H using
the predictions described in Section 4. In addition, the p��T distribution is compared to (X H plus) the gluon-fusion
prediction NNLOjet+SCET; the |y�� | distribution is compared to SCETlib+MCFM8; and the p j1

T distribution is
compared to NNLOjet and SCETlib(STWZ), all described in Section 9.4. The theoretical uncertainty of the Nb-jets
prediction is not well understood, and is therefore omitted.
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Figure 13: The fiducial di↵erential cross sections measured as a function of (a) p��T , (b) |y�� |, (c) p j1
T , and

(d) Nb-jets. The Nb-jets distribution is measured in a fiducial phase space requiring at least one central jet (pT >
30 GeV, |y | < 2.5) and no electrons or muons. All di↵erential measurements are compared to the default MC
prediction, with gluon fusion modeled using Powheg NNLOPS and other Higgs production processes X H using
the predictions described in Section 4. In addition, the p��T distribution is compared to (X H plus) the gluon-fusion
prediction NNLOjet+SCET; the |y�� | distribution is compared to SCETlib+MCFM8; and the p j1

T distribution is
compared to NNLOjet and SCETlib(STWZ), all described in Section 9.4. The theoretical uncertainty of the Nb-jets
prediction is not well understood, and is therefore omitted.
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Table 1: Integrated luminosity of the dataset used for each input analysis to the combination.

Analysis Integrated luminosity (fb�1)
H ! �� (including ttH, H ! ��) 79.8
H! Z Z⇤! 4` (including ttH, H! Z Z⇤! 4`) 79.8
H!WW⇤! e⌫µ⌫ 36.1
H ! ⌧⌧ 36.1
VH, H ! bb̄ 36.1
H ! µµ 79.8
ttH, H ! bb̄ and ttH multilepton 36.1

The simulated Higgs boson samples used to describe the signal processes are described below. Simulated
background samples are described in the individual references for the input analyses. Higgs boson produc-
tion via gluon-gluon fusion is simulated using the P����� B�� [26–29] NNLOPS implementation [30,
31]. The event generator uses HNNLO [32] to reweight the inclusive Higgs boson rapidity distribution
produced by the next-to-leading order (NLO) generation of pp ! H + parton, with the scale of each
parton emission determined using the MiNLO procedure [33]. The PDF4LHC15 parton distribution
functions (PDFs) are used for the central prediction and uncertainty. The sample is normalised such that
it reproduces the total cross-section predicted by a next-to-next-to-next-to-leading-order (N3LO) QCD
calculation with NLO electroweak corrections applied [34–38]. The NNLOPS generator reproduces the
Higgs boson pT distribution predicted by the NNLO plus next-to-next-to-leading logarithm (NNLL) cal-
culation of H���2.3 [39], which includes the e�ects of top- and bottom-quark masses and uses dynamical
renormalisation and factorisation scales.

The VBF and VH production processes are simulated to NLO accuracy in QCD using the P����� B��
[40] generator with the PDF4LHC15 set of PDFs. The VBF sample is normalised to an approximate-
NNLO QCD cross-section with NLO electroweak corrections applied [34, 41–43]. The VH samples are
normalised to cross-sections calculated at NNLO in QCD with NLO electroweak corrections [44, 45] and
additional NLO QCD corrections [46] for the gg ! ZH subprocess [34].

Higgs boson production in association with a top–antitop pair is simulated at NLO accuracy in QCD using
the P����� B�� generator with the PDF4LHC15 set of PDFs for the H! �� and H! Z Z⇤! 4` decay
processes. For other Higgs boson decays, the M��G����5_�MC@NLO [47] generator is used with the
NNPDF3.0 set of PDFs. In both cases the sample is normalised to a calculation with NLO QCD and
electroweak corrections [34, 48–51].

In addition to the primary Higgs boson processes, separate samples are used to model lower-rate processes.
Higgs boson production in association with a bottom–antibottom pair (bb̄H) is simulated using M��-
G����5_�MC@NLO [52] with NNPDF2.3LO PDFs and is normalised to a cross-section calculated to
NNLO in QCD [34, 53–55]. The sample includes the e�ect of interference with the ggF production mech-
anism. Higgs boson production in association with a single top quark and a W boson (tHW) is produced
at LO accuracy using M��G����5_�MC@NLO. Finally, Higgs boson production in association with a
single top quark in the t-channel (tHq) is generated at LO accuracy using M��G����5_�MC@NLO with
CT10 [56] PDFs. The tH samples are normalised to NLO QCD calculations [34, 57].

The parton-level events are input to P�����8 [58] or H�����++ [59] to model the Higgs boson decay,
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Figure 2: Cross-sections for ggF, VBF, WH, ZH and ttH+tH normalized to their SM predictions, measured with the
assumption of SM branching fractions. The black error bars, blue boxes and yellow boxes show the total, systematic,
and statistical uncertainties in the measurements, respectively. The grey bands indicate the theory uncertainties in
the cross-section predictions.

Table 4: Best-fit values and uncertainties of the production cross-sections of the Higgs boson, assuming SM values
for its decay branching fractions. The total uncertainties are decomposed into components for data statistics (Stat.),
experimental systematic uncertainties (Exp.), and theory uncertainties in the modelling of the signal (Sig. th.) and
background (Bkg. th.) processes. SM predictions [34] are shown for the cross-section of each production process.
The observed (obs.) and expected (exp.) significances of the observed signals relative to the no-signal hypothesis
are also shown for all processes except ggF, which was observed in Run 1. For the WH and ZH modes, a combined
VH significance is reported assuming the SM value of the ratio of WH to ZH production.
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Figure 10: Reduced coupling strength modifiers F mF

v
for fermions (F = t, b,⌧, µ) and p

V
mV

v
for weak gauge

bosons (V = W, Z) as a function of their masses mF and mV , respectively, and the vacuum expectation value of the
Higgs field v = 246 GeV. The SM prediction for both cases is also shown (dotted line). The couplings modifiers
F and V are measured assuming no BSM contributions to the Higgs boson decays, and the SM structure of loop
processes such as ggF, H ! �� and H ! gg.

5.4.4 Parameterization including e�ective photon and gluon couplings with and without BSM

contributions in decays

The two models considered in this section are based on the same parameterization as the one in Section 5.4.3
but the ggF, H ! gg and H ! �� loop processes are parameterized using the g and � modifiers in the
same way as for the model of Section 5.4.2.

In the first model, no BSM contributions to the total width are considered (BBSM = 0). The measured
parameters are Z , W , b, t , ⌧ , � and g. The sign of t can be either positive or negative, while Z is
assumed to be positive without loss of generality. The other parameters are also assumed to be positive.

In the second model, BSM contributions to the total width are included through the parameter BBSM, and
constrained by assuming BBSM � 0 and W ,Z  1. The latter condition holds true for a broad class of
extensions of the SM and disfavors large values of BBSM [22].

The results of both models are summarized in Table 9 and Figure 11. In the model with BBSM included as
a free parameter, an upper limit of BBSM = 0.26 at 95% CL is obtained, compared to an expected upper
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distributions of the discriminating variables used by the fit in
the eight signal regions. Distributions are shown both before
and after the fit to the data. An excess of events over the
expected Standard Model background is found with an
observed (expected) significance of 4.1 (2.8) standard
deviations. The observed (expected) best-fit value of μ is
1.6þ0.3

−0.3ðstatÞþ0.4
−0.3 ðsystÞ ¼ 1.6þ0.5

−0.4ð1.00þ0.3
−0.3ðstatÞþ0.3

−0.3 ðsystÞ ¼
1.00þ0.4

−0.4Þ. The best-fit value of μ for each individual channel
and the combination of all channels are shown in Fig. 13 and
Table XIII. The individual channel results are extracted
from the full fit but with a separate parameter of interest
for each channel. The probability that the fitted signal
strengths in the seven channels are compatible is 34%.When
assuming that the observed signal is due to the SM Higgs
boson, the excess over the SM signal-plus-background

hypothesis has a significance of 1.4σ. A model-dependent
extrapolation is made to the inclusive phase space, and the
measured tt̄H production cross section is σðtt̄HÞ¼
790þ150

−150ðstatÞ
þ170
−150ðsystÞfb¼790þ230

−210 fb. The predicted cross
section is σðtt̄HÞ¼507þ35

−50 fb.
For the 4l, 2lOSþ 1τhad and 3lþ 1τhad channels,

the uncertainties in μ are mainly statistical, while the
statistical and systematic uncertainties are of comparable
size for the 2lSS, 3l, 2lSSþ 1τhad and 1lþ 2τhad
channels. Figure 14 shows the data, background and signal
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FIG. 15. Summary of the measurements of μ from individual
analyses and the combined result. “ML” refers to the multi-
leptonic decay channels discussed in Sec. VIII. The best-fit
values of μ for the individual analyses are extracted independ-
ently, and systematic uncertainty nuisance parameters are only
correlated for the combination. As no events are observed in the
H → 4l analysis, a 68% confidence level (C.L.) upper limit on μ,
computed using the C:L:s method [108], is reported.

TABLE XIV. Summary of the observed and expected μ
measurements and tt̄H production significance from individual
analyses and the combination. As no events are observed in the
H → 4l analysis, a 68% confidence level (C.L.) upper limit on μ,
computed using the C:L:s method [108], is reported.

Best-fit μ Significance

Channel Observed Expected Observed Expected
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H → 4l < 1.9 1.0þ3.2

−1.0 % % % 0.6σ
Combined 1.2þ0.3

−0.3 1.0þ0.3
−0.3 4.2σ 3.8σ

TABLE XV. Summary of the uncertainties affecting the com-
bined value of μ.

Uncertainty source Δμ

tt̄ modeling in H → bb̄ analysis þ0.15 −0.14
tt̄H modeling (cross section) þ0.13 −0.06
Nonprompt light-lepton and
fake τhad estimates

þ0.09 −0.09

Simulation statistics þ0.08 −0.08
Jet energy scale and resolution þ0.08 −0.07
tt̄V modeling þ0.07 −0.07
tt̄H modeling (acceptance) þ0.07 −0.04
Other non-Higgs boson backgrounds þ0.06 −0.05
Other experimental uncertainties þ0.05 −0.05
Luminosity þ0.05 −0.04
Jet flavor tagging þ0.03 −0.02
Modeling of other Higgs boson
production modes

þ0.01 −0.01

Total systematic uncertainty þ0.27 −0.23
Statistical uncertainty þ0.19 −0.19
Total uncertainty þ0.34 −0.30
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FIG. 16. Summary of the best-fit values of μ broken down by
Higgs boson decay mode. The decays H → WW& and H → ZZ&

are assumed to have the same signal-strength modification factor
and are shown together as VV. All systematic uncertainties are
correlated as in the nominal result.
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for each channel. The probability that the fitted signal
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assuming that the observed signal is due to the SM Higgs
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extrapolation is made to the inclusive phase space, and the
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FIG. 15. Summary of the measurements of μ from individual
analyses and the combined result. “ML” refers to the multi-
leptonic decay channels discussed in Sec. VIII. The best-fit
values of μ for the individual analyses are extracted independ-
ently, and systematic uncertainty nuisance parameters are only
correlated for the combination. As no events are observed in the
H → 4l analysis, a 68% confidence level (C.L.) upper limit on μ,
computed using the C:L:s method [108], is reported.

TABLE XIV. Summary of the observed and expected μ
measurements and tt̄H production significance from individual
analyses and the combination. As no events are observed in the
H → 4l analysis, a 68% confidence level (C.L.) upper limit on μ,
computed using the C:L:s method [108], is reported.
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TABLE XV. Summary of the uncertainties affecting the com-
bined value of μ.
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expected Standard Model background is found with an
observed (expected) significance of 4.1 (2.8) standard
deviations. The observed (expected) best-fit value of μ is
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−0.4Þ. The best-fit value of μ for each individual channel
and the combination of all channels are shown in Fig. 13 and
Table XIII. The individual channel results are extracted
from the full fit but with a separate parameter of interest
for each channel. The probability that the fitted signal
strengths in the seven channels are compatible is 34%.When
assuming that the observed signal is due to the SM Higgs
boson, the excess over the SM signal-plus-background

hypothesis has a significance of 1.4σ. A model-dependent
extrapolation is made to the inclusive phase space, and the
measured tt̄H production cross section is σðtt̄HÞ¼
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−210 fb. The predicted cross
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the uncertainties in μ are mainly statistical, while the
statistical and systematic uncertainties are of comparable
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FIG. 15. Summary of the measurements of μ from individual
analyses and the combined result. “ML” refers to the multi-
leptonic decay channels discussed in Sec. VIII. The best-fit
values of μ for the individual analyses are extracted independ-
ently, and systematic uncertainty nuisance parameters are only
correlated for the combination. As no events are observed in the
H → 4l analysis, a 68% confidence level (C.L.) upper limit on μ,
computed using the C:L:s method [108], is reported.

TABLE XIV. Summary of the observed and expected μ
measurements and tt̄H production significance from individual
analyses and the combination. As no events are observed in the
H → 4l analysis, a 68% confidence level (C.L.) upper limit on μ,
computed using the C:L:s method [108], is reported.
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TABLE XV. Summary of the uncertainties affecting the com-
bined value of μ.
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and are shown together as VV. All systematic uncertainties are
correlated as in the nominal result.
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unexpected correlations were observed. The impact of the
most important groups of systematic uncertainties on the
measured value of μ is shown in Table XII. The uncer-
tainties with the largest impact are those associated with the
signal modeling, the jet energy scale and the nonprompt
light-lepton estimate. The signal uncertainty is separated
into two components to show the uncertainty due to
the acceptance and the one due to the cross section. The
uncertainties in the nonprompt light-lepton estimates, the
fake τhad estimates and the charge misassignment have
large statistical components due to the small data sample
size. The large impact of the luminosity uncertainty is due
to its effect on both the signal and simulated background
predictions. Although the individual groups are initially
largely uncorrelated, a small correlation is introduced by
the fit to data.

Figure 10 and Table X (bottom part) compare the data to
the yields after the predictions were adjusted by the fit in the
12 signal and control regions. Figures 11 and 12 show the

FIG. 13. The observed best-fit values of the tt̄H signal strength
μ and their uncertainties by final-state category and combined.
The individual μ values for the channels are obtained from a
simultaneous fit with the signal-strength parameter for each
channel floating independently. The SM prediction is μ ¼ 1.

TABLE XIII. Observed and expected best-fit values of the signal strength μ and associated significance under the SM background-
only hypothesis. The expected values are shown for the prefit background estimates. The observed significance is indicated with a—for
the channels where μ is negative.

Best-fit μ Significance

Channel Observed Expected Observed Expected

2lOSþ 1τhad 1.7þ1.6
−1.5 ðstatÞ þ1.4

−1.1 ðsystÞ 1.0þ1.5
−1.4 ðstatÞ þ1.2

−1.1 ðsystÞ 0.9σ 0.5σ
1lþ 2τhad −0.6þ1.1

−0.8ðstatÞ þ1.1
−1.3 ðsystÞ 1.0þ1.1

−0.9 ðstatÞ þ1.2
−1.1 ðsystÞ % % % 0.6σ

4l −0.5þ1.3
−0.8ðstatÞ þ0.2

−0.3 ðsystÞ 1.0þ1.7
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FIG. 14. Event yields as a function of log10ðS=BÞ for data,
background and a Higgs boson signal with mH ¼ 125 GeV. The
discriminant bins in all signal regions are combined into bins of
log10ðS=BÞ, where S is the expected signal yield and B the
background yield from the unconditional fit. The background
yields are shown as the fitted values, while the signal yields are
shown for the fitted value (μ ¼ 1.6) and the SM prediction
(μ ¼ 1). The total background before the fit is shown as a dashed
blue histogram. The pull (residual divided by its uncertainty) of
the data relative to the background-only prediction is shown in
the lower panel, where the full red line (dashed orange line)
indicates the pull of the prediction for signal with μ ¼ 1.6 (μ ¼ 1)
and background relative to the background-only prediction. The
background is also shown after the fit to data assuming zero
signal contribution as well as its pull (dotted black line) relative to
the background from the nominal fit.
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unexpected correlations were observed. The impact of the
most important groups of systematic uncertainties on the
measured value of μ is shown in Table XII. The uncer-
tainties with the largest impact are those associated with the
signal modeling, the jet energy scale and the nonprompt
light-lepton estimate. The signal uncertainty is separated
into two components to show the uncertainty due to
the acceptance and the one due to the cross section. The
uncertainties in the nonprompt light-lepton estimates, the
fake τhad estimates and the charge misassignment have
large statistical components due to the small data sample
size. The large impact of the luminosity uncertainty is due
to its effect on both the signal and simulated background
predictions. Although the individual groups are initially
largely uncorrelated, a small correlation is introduced by
the fit to data.

Figure 10 and Table X (bottom part) compare the data to
the yields after the predictions were adjusted by the fit in the
12 signal and control regions. Figures 11 and 12 show the

FIG. 13. The observed best-fit values of the tt̄H signal strength
μ and their uncertainties by final-state category and combined.
The individual μ values for the channels are obtained from a
simultaneous fit with the signal-strength parameter for each
channel floating independently. The SM prediction is μ ¼ 1.

TABLE XIII. Observed and expected best-fit values of the signal strength μ and associated significance under the SM background-
only hypothesis. The expected values are shown for the prefit background estimates. The observed significance is indicated with a—for
the channels where μ is negative.

Best-fit μ Significance

Channel Observed Expected Observed Expected

2lOSþ 1τhad 1.7þ1.6
−1.5 ðstatÞ þ1.4

−1.1 ðsystÞ 1.0þ1.5
−1.4 ðstatÞ þ1.2

−1.1 ðsystÞ 0.9σ 0.5σ
1lþ 2τhad −0.6þ1.1
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−1.3 ðsystÞ 1.0þ1.1
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FIG. 14. Event yields as a function of log10ðS=BÞ for data,
background and a Higgs boson signal with mH ¼ 125 GeV. The
discriminant bins in all signal regions are combined into bins of
log10ðS=BÞ, where S is the expected signal yield and B the
background yield from the unconditional fit. The background
yields are shown as the fitted values, while the signal yields are
shown for the fitted value (μ ¼ 1.6) and the SM prediction
(μ ¼ 1). The total background before the fit is shown as a dashed
blue histogram. The pull (residual divided by its uncertainty) of
the data relative to the background-only prediction is shown in
the lower panel, where the full red line (dashed orange line)
indicates the pull of the prediction for signal with μ ¼ 1.6 (μ ¼ 1)
and background relative to the background-only prediction. The
background is also shown after the fit to data assuming zero
signal contribution as well as its pull (dotted black line) relative to
the background from the nominal fit.
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ttH (H→Multi-lepton)

• Ԇᥝᨯሠғݩמጱս۸҅๜ବഴ܄ګᳵጱս۸҅๜ବጱ֌ᦇ҅ᕹᦇ֌ᦇ

• ᯻አෛጱ๜ବ֌ᦇොဩ (Template fit method)҅՗ᘒஉঅٺࣈੜmis-modelling

•  ৼ๜ବطੜ᫨۸ٺ޾֌ᦇࣈቘݳ҅௳מৼጱ᯿ୌطአڥ
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• ttW_XS_1j is not included since it’s under investigation 


• Comparable to fit pre-MVA and higher significance including low-
jet CR

Comparison of sensitivity MM vs TF

Matrix-Method 
ttW not floating


Sig = 2.10 sigma

ttW floating


Sig = 1.70 sigma

Template fit 
NF_ttW = 1.8, NF_HF_e = 0.53 ,NF_m = 

1.16, NF_co = 1.13

NFs fixed, pre-MVA only


Sig =  2.02 sigma

Still working on NFs free-

floating results
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Fake/non-prompt lepton events in ttbar/tty samples are the main background in 
2LSS0tau channel.


With final electron selection of 2LSS0tau (PLV, isolation electron tight ID, Ambi.), 
a large amount of converted photon fake to electron events observed


The conversion fakes have different performance from Heavy-Flavor non-
prompt leptons, hence we develop Template-Fit method to control the shape 
of different components.

Review of Conversion fakes

Tight 
electron 
selection

“CO Other” 
increased 

from <10% to 
35-45% 
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}iT­]ďxïE�Analysis contact: 
• H→Zγ search: ᬰӞྍቘᥴHiggs๜ᨶ҅੦ٌฎHiggsࢻጱፘ԰֢አᶋଉ᯿ᥝ 
• High mass search: ෛᇔቘጱ੔ತ 
• H→γγ* search: (ෛጱړຉ҅੒di-leptonጱ᯿ୌ޾ᰄڦฎෛጱ೴౴ҁin progress҂)

ᨮᨱړຉጱᦡᦇ޾໛ຝ຅ୌ҅ս۸҅๜ବᎸᑪ҅᧏૧֌ᦇ̵ᕹᦇړຉ҅ଚᕳ๋ڊᕣᕮຎᒵ
ᒵ҅ԅړຉጱᨮᨱՈ̵ᖫᬋ҅ፗളᶾ੕ෆӻړຉ̶

Ԇ੕ਠ౮ԧRun2ӾH→Zγ੔ತጱḒེၥᰁ

Prospect @ different luminosity cases
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POI: μ 100fb-1 300fb-1 1000fb-1 3000fb-1

Limit(s/o sM) 2.23/3.07 1.27/2.16 0.68/1.65 0.40/1.46

signifiance 0.91σ 1.6σ 2.8σ 4.9σ

n×SM 1.00±1.11 1.00±0.65 1.00±0.37 1.00±0.24

n×SM 
(Stat-only) 1.00±1.10 1.00±0.64 1.00±0.35 1.00±0.20

POI: σ×BR 100fb-1 300fb-1 1000fb-1 3000fb-1

Limit 2.19/3.01 1.24/2.11 0.67/1.62 0.38/1.39

signifiance 0.89σ 1.5σ 2.8σ 4.9σ

μ 1.00±1.11 1.00±0.65 1.00±0.37 1.00±0.23

μ (Sat-only) 1.00±1.10 1.00±0.64 1.00±0.35 1.00±0.20
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High mass search
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γγúÍ(750GeV᩻ڊฎ2016ଙᅾᅩᦾ᷌)ғ
• Ԇᥝ๶რԭᕹڊ750GeV᩻کຉ҅ᕮຎᤒกಅᥡၥړአๅṛጱᕹᦇᰁᬰӞྍڥ
ᦇ႐៧̶ࣁᧆړຉӾ؉ڊԆᥝᨯሠ҅۱ೡ๜ବړຉ(᯻አ౯൉ڊጱJet-fake-
rate reweighting method)҅ᕹᦇړຉᒵᒵ̶

• ๜ଙଶ૪ԭ2017ଙ11์ݎᤒӞᓤ෈ᒍ PLB 775 (2017) 105
�15

The largest deviation from the background-only hypothesis is observed near a mass of 750 GeV, for
a k/MPl value of 0.23, corresponding to a local excess of 3.8 standard deviations. The width associated
with k/MPl = 0.23 at mG⇤ = 750 GeV is 57 GeV. The global significance evaluated using the search region
of 500–2000 GeV in mass and 0.01–0.3 in k/MPl is 2.1 standard deviations. The statistical uncertainty
from the number of pseudo-experiments is ±0.05 standard deviations. For k/MPl = 0.01, correspond-
ing to a narrow width signal, the largest deviation from the background-only hypothesis corresponds to
3.3 standard deviations local significance at a mass near 770 GeV. The change in the likelihood ratio
between the best signal-plus-background fits with a small k/MPl value and k/MPl = 0.23 corresponds to
a di↵erence of 1.3 standard deviations, assuming the asymptotic approximation.

Figure 6 shows the diphoton invariant mass distribution for the selection optimized for the spin-0 res-
onance search together with the best background-only fit (NS=0) using the functional-form approach.
The compatibility with the background-only hypothesis, quantified with the local p0-value expressed in
standard deviations, is shown in Figure 7 as a function of the hypothesized resonance mass and width.
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Figure 6: Distribution of the invariant mass of the diphoton candidates for the selection used in the search for a
spin-0 resonance with the best background-only fit. The di↵erence between the data and this fit is shown in the
bottom panel. The arrow shown in the lower panel indicates a value outside the range with more than one standard
deviation. There is no data event with m��> 2000 GeV.

As in the spin-2 resonance search, the largest deviation is observed near a mass of 750 GeV. It corres-
ponds to a local excess over the background-only hypothesis with a significance of 3.9 standard deviations
for a width of 45 GeV. The impact of systematic uncertainties on the significance of the excess is small,
corresponding to a change of about 0.1 standard deviations in the local significance. Only systematic
uncertainties related to the background modelling have a non-negligible contribution to this small di↵er-
ence. The global significance evaluated using the search region of 200–2000 GeV in mass and 0%–10%
in �X/mX is 2.1 standard deviations. The statistical uncertainty from the number of pseudo-experiments
is ±0.05 standard deviations.

If assuming a signal with a narrow width, the largest deviation from the background-only hypothesis is
found for a mass near 750 GeV and it corresponds to a local significance of 2.9 standard deviations. The

19

Mx~750GeV 
Γx ~45GeV 
Zlocal=3.9σ

arxiv: 1707.04147, submitted to PLBJHEP, 09 (2016) 001
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Fig. 3. The BDT response distribution(top)
and the post-fit result with BDT improve-
ment(below).

Figure 3 shows the BDT response distribution and
the post-fit result of Mµ+µ− . The fitted number of the
signal is 62.3±10.9. At 68% confidence level, an accuracy
from -16% to 17% on the signal strength can be achieved
based on a likelihood scan. The signal under the peak
124-125 GeV leads a significance of 10.9 σ.

4 Z(qq̄)H(µµ) analysis

Among all Z boson decay modes, hadronic chan-
nel is most promising due to its large branching fraction
(∼ 70%). The exclusive method of kt algorithm for e+e−

collisions in the Fastjet [27] is used to reconstruct two
jets with the particles expect the chosen µ− and µ+, and

the jets are sorted by energy. We perform an analysis on
the Z(qq̄)H(µµ) production. Apart from previously men-
tioned variables related to the H(µµ) system, we further
exploit the following selections on jets: third component
of di-jet system momentum PZjj

, recoil mass of the di-jet

system Mjj
recoil mass of jets Mj1,2 and invariant mass of

the di-jet system Mjj .

Fig. 4. Distributions of the Mµ+µ−

recoil , Mjj in
Z(qq̄)H(µ+µ−) analysis. And the distributions
are normalize to 10.

4.1 Cut-count analysis

A cut-count analysis is performed for the exclu-
sive analysis. The event flow under selections are sum-
marized in Table 2. Selections on single and di-jet masses
eliminates most background without hard jets. Recoil
mass cut forther reduces the Z(ll)Z(qq̄) background.

Table 2. The cut-chain with cut-base method in the Z(qq̄)H(µµ) analysis.

Category signal ZZ WW ZZorWW SingleZ 2f

Preselection 156.3 390775 183751 463361 101164 0

120<Mµ+µ− <130 141.6 3786 181 227 244 0

Mj1<4.2

Mj2<2.8
133.0 3216 111 0 9 0

Mjj>76.0 127.5 2917 2 0 8 0

90.9<Mµ+µ−

recoil <93.5 75.2 893 0 0 0 0

20<PT
µ+µ−

<64 74.5 777 0 0 0 0

-58<PZ
µ+µ−

<58 74.5 748 0 0 0 0

cosθµ+>-0.98

cosθµ−<0.98
74.2 747 0 0 0 0

efficiency 47.5%

As in the inclusive channel, we perform a likelihood
fit to extract the signal yield and strength parameter.
Quality of the fit is demonstrate in Fig. 5. The signal
yield from the fit is 75.5±12.5. The signal strength can
be determined with an uncertainty from -16% to 17%, at
68% confidence level. The signal significance under the
peak 124-125 GeV is found to be 10.8σ.
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Fig. 5. The invariant mass spectrum of di-muon
system in the Z(qq)H(µµ) analysis. The dotted
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• !"#$ = 99.4 ± 15.4, !-.$ = 1630.8 ± 42.6
• Significance

• ⁄5 5 + 7 = 2.398

• Use signal and background models (the CB + the second order Chebyshev) to fit
total MC dataset

• Fix models’ parameters from individual fits before but float unconditional parameters
(!"#$, !-.$)

• Fit range: [120, 130] GeV
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Panorama

�20

γX(ππη’) γX(ππη) γX(KKη’) γX(KKη) ωX(ππη’) ωX(ππη)

X(1835)
*** *** × *** × ?

X→a0(980)Y × *** ×
X→f0(980)Y ** *** × ***

X(2370)
*** *** *** ** × ×

X→a0(980)Y × *** ?
X→f0(980)Y *** × ? ?

ηc
*** *** *** *** × ×

X→a0(980)Y × *** ?
X→f0(980)Y *** × ? ***

*** Observed  ** Maybe observed  ? Unknown × Not observed  
***s Observed but suppressed 

◈ Spin-parity of the X(2370):  PWA in J/ψ→γπ0π0η 
◈ More comparison among different channels: 

✦ The X(2370) and ηc have similar decay modes in  ππη’ and ππη, more quantity 
comparison is needed. It is worth to measure the details of ηc decay modes.

76 

 

• BESIII confirmed X(1835)  

• BESIII observed X(2120)/X(2370) 

PRL., 106 (2011) 072002  

X(2370)  could be a good candidate for 0-+ glueball  

X(2120)   X(2370) 
X(1835) 

• X(2370) mass consistent with LQCD 0-+ glueball mass 
• J/\ Æ JS+S-K’ is a good place to observe 0-+ glueball 
• X(2370) decay pattern seems similar to Kc ? 
 
Æ Jpc, more decay modes of X(2370) 

More precise measurements with PWA

�6

decays of J=c ! !p !p and c ð3686Þ ! !p !p. Data
samples containing ð225:2 # 2:8Þ $ 106 J=c events and
ð106 # 4Þ $ 106 c ð3686Þ events [15] accumulated in the
Beijing Spectrometer (BESIII) [16] located at the Beijing
Electron-Positron Collider (BEPCII) [17] are used.

The cylindrical core of the BESIII detector consists of a
helium-gas-based drift chamber (MDC), a plastic scintilla-
tor Time-of-Flight system (TOF), and a CsI(Tl)
Electromagnetic Calorimeter (EMC), all enclosed in a
superconducting solenoidal magnet that provides a 1.0-T
magnetic field. The solenoid is supported by an octagonal
flux-return yoke with resistive plate counter muon identi-
fier modules interleaved with steel plates. The solid angle
for the charged particle and photon acceptance is 93% of
4", and the charged-particle momentum and photon en-
ergy resolutions at 1 GeVare 0.5% and 2.5%, respectively.
The time resolution of TOF is 80 ps in the barrel and 110 ps
in the end caps, and the dE=dx resolution is 6%.

Charged-particle tracks in the polar angle range
j cos#j< 0:93 are reconstructed from hits in the MDC.
The TOF and dE=dx information are combined to form
particle identification confidence levels for the ", K and p
hypotheses; the particle type with the highest confidence
level is assigned to each track. Photon candidates are
required to have an energy deposit of at least 25 MeV in
the barrel EMC (j cos#j< 0:8) and 50 MeV in the endcap
EMCs (0:86< j cos#j< 0:92), and be isolated from anti-
protons by more than 30%.

Candidate J=c ! !p !p events are required to have at
least one photon and two charged tracks identified as a
proton and an antiproton. Requirements of jUmissj<
0:05 GeV, where Umiss ¼ ðEmiss ' jPmissjÞ, and P2

t! <
0:0005 ðGeV=cÞ2, where P2

t! ¼ 4jPmissj2sin2#!=2, are im-
posed to suppress backgrounds from multiphoton events.
Here Emiss and Pmiss are, respectively, the missing energy
and momentum of all charged particles, and #! is the angle
between the missing momentum and the photon direction.
A four-constraint (4C) energy-momentum conservation
kinematic fit is performed to the !p !p hypothesis. For
events with more than one photon candidate, the combina-
tion with the minimum $2 is used. For all events, $2 < 20
is also required. Since there are differences in detection
efficiency between data and Monte Carlo (MC) simulated
low-momentum tracks, we reject events containing any
tracks with momentum below 0:3 GeV=c.

The p !p mass spectrum for events that satisfy all of the
criteria listed above is shown in Fig. 1(a). There is a clear
signal of %c, a broad enhancement around Mp !p (
2:1 GeV=c2, and a prominent and narrow low-mass peak
at the p !p mass threshold, consistent with that reported by
BESII [1] and BESIII [2]. The Dalitz plot for above events
is shown in Fig. 1(b).

Potential background processes are studied with an in-
clusive MC sample of 2 $ 108 J=c events generated ac-
cording to the Lund model [18]. None of the background

sources produces an enhancement at the p !p mass-
threshold region. The dominant background is from
J=c ! "0p !p events, with asymmetric "0 ! !! decays
where one of the photons has most of the "0 energy. An
exclusive MC sample, generated according to the PWA
results of J=c ! "0p !p at BESII [19], indicates that the
level of this background in the selected data sample with
Mp !p < 2:2 GeV=c2 is 3.7% of the total. The J=c ! "0p !p
decay channel is also studied with data, and there is no
evidence of a p !p mass-threshold enhancement, which
provides further evidence that the enhancement observed
in J=c decays is not from background.
A PWA of the events with Mp !p < 2:2 GeV=c2 is per-

formed to focus on determining the parameters of the p !p
mass-threshold structure, which we denote as Xðp !pÞ. The
maximum likelihood method applied in the fit uses a like-
lihood function that is constructed from !p !p signal am-
plitudes described by the relativistic covariant tensor
amplitude method [20] and MC efficiencies. The back-
ground contribution from the "0p !p process is removed
by subtracting the log-likelihood values of background
events from that of data, since the log-likelihood value of
data is the sum of the log-likelihood values of signal and
background events [21]. Here, the background events are
estimated by the MC sample of J=c ! "0p !p decays
described above. We include the effect of FSI in the
PWA fit using the Julich formulation [7].
Four components, the Xðp !pÞ, f2ð1910Þ, f0ð2100Þ, and

0þþ phase space (PS) are included in the PWA fit. The
intermediate resonances are described by Breit-Wigner
(BW) propagators, and the parameters of the f2ð1910Þ
and f0ð2100Þ are fixed at PDG values. In the optimal
PWA fit, the Xðp !pÞ is assigned to be a 0'þ state. The
statistical significance of the Xðp !pÞ component of the fit is
much larger than 30&; those for the other components are
larger than 5&, where the statistical significance is deter-
mined from the changes of likelihood value and degrees of
freedom in the PWA fits with and without the signal
hypotheses. The mass, width and product of branching
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FIG. 1 (color online). The p !p invariant mass spectrum for the
selected J=c ! !p !p candidate events. (a) The p !p invariant
mass spectrum; the open histogram is data and the dashed line is
from J=c ! !p !p phase-space MC events (with arbitrary nor-
malization). (b) An M2ð!pÞ (horizontal) versus M2ð! !pÞ (verti-
cal) Dalitz plot for the selected events.
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  J /ψ → γ pp
Favor to 0-+ with the significance >6.8σ 
larger than others 

M = 1861±1+13-4MeV 

Γ  = 1±6+18-1MeV ( <32MeV @90% CL) 

B(J/ψ→γX(1860))B(X(1860)→pp) 

                         =8.6+0.3-0.2+2.4-3.5×10-5

ratios (BRs) of the Xðp !pÞ are measured to be M ¼
1832þ19

%5 MeV=c2, " ¼ 13 & 39 MeV=c2, and BRðJ=c !
!XÞBRðX ! p !pÞ ¼ ð9:0þ0:4

%1:1Þ ' 10%5, respectively, where
the errors are statistical only. Figure 2 shows comparisons
of the mass and angular distributions between the data and
the PWA fit projections. For the spin-parity determination
of the Xðp !pÞ, the 0%þ assignment fit is better than that for
0þþ or other JPC assignments with statistical significances
that are larger than 6:8".

Variations of the fit included replacing the f0ð2100Þwith
the f2ð2150Þ, the f2ð1910Þ with the f2ð1950Þ, and replac-
ing both components simultaneously; changing the JPC of
the PS contribution, as well as consideration of the pa-
rameter uncertainties of the f0ð2100Þ and f2ð1910Þ, were
performed, and it is found the changes of the log-likelihood
values and the parameters of the Xðp !pÞ are quite small.
However, when replacing 0þþ PS with 0%þ PS the event
fraction of the Xðp !pÞ decreases by 52%. We also tried fits
that include other possible resonances listed in the PDG
table [22] [#2ð1870Þ, f2ð2010Þ, f2ð1950Þ, f2ð2150Þ,
fJð2220Þ, #ð2225Þ, f2ð2300Þ, f2ð2340Þ, etc.] as well as
Xð2120Þ and Xð2370Þ [14], and different JPC PS contribu-
tions. The statistical significances of these additional reso-
nances are lower than 3". All of the parameter changes

that are found in these alternative fits are folded into the
systematic uncertainties.
For systematic errors on the mass and width of the

Xðp !pÞ, in addition to those discussed above, we include
uncertainties from different fit ranges of Mp !p <
2:15 GeV=c2 and Mp !p < 2:25 GeV=c2, different parame-

terizations for the BW formula, as well as different back-
ground levels. For the systematic errors of the BR
measurement, there are additional uncertainties from the
efficiencies of charged track detection, photon detection
and particle identification, kinematic fit and the total num-
ber of J=c events. The total systematic errors on the mass
and width of the Xðp !pÞ are þ18

%17 MeV=c2 and þ10
%13 MeV=c2,

respectively, and the corresponding relative systematic
error on the product of BRs is þ17

%56%.
Various FSI models [7–9] have been proposed to inter-

pret the p !p mass-threshold enhancement. Among them, a
BW function times a one-pion-exchange FSI factor [9] can
also describe the data well. For this case, the mass and
width of the Xðp !pÞ shift by 19 MeV=c2 and 4 MeV=c2,
respectively, while the relative change in the product of
BRs is 25%. These errors are considered as second (model)
systematic errors due to the model dependence.
The c ð3686Þ ! !p !p decay channel is also studied us-

ing event selection criteria similar to those used in the
J=c ! !p !p study. The p !p mass spectrum of the surviv-
ing events is shown in Fig. 3(a). Besides the well known #c

and $cJ peaks, there is also a p !p mass-threshold excess
relative to PS. However, here the line shape of the mass
spectrum in the threshold region appears to be less pro-
nounced than that in J=c decays. Potential background
processes were studied extensively with an inclusive MC
sample of 1 ' 108 c ð3686Þ events and with a data sample
of selected c ð3686Þ ! %0p !p events, and these indicate
that the p !p mass-threshold structure is not from any back-
ground source. An exclusive MC sample, generated
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FIG. 2 (color online). Comparisons between data and PWA fit
projection: (a) the p !p invariant mass; (b)–(d) the polar angle &!
of the radiative photon in the J=c center of mass system, the
polar angle &p and the azimuthal angle 'p of the proton in the
p !p center of mass system with Mp !p % 2mp < 50 MeV=c2,
respectively. Here, the black dots with error bars are data, the
solid histograms show the PWA total projection, and the dashed,
dotted, dash-dotted, and dash-dot-dotted lines show the contri-
butions of the Xðp !pÞ, 0þþ phase space, f0ð2100Þ and f2ð1910Þ,
respectively.
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FIG. 3 (color online). (a) The p !p invariant mass spectrum for
the selected c ð3686Þ ! !p !p candidate events; the open histo-
gram is data and the dashed line is from a c ð3686Þ ! !p !p
phase-space MC events (with arbitrary normalization).
(b) Comparisons between data and PWA fit projection for p !p
mass spectrum, the representations of the error bars and histo-
grams are same as those in Fig. 2.
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′ψ → γ pp
X(pp) significance >6.9σ 

Production ratio:   

R  = 5.08±0.56+0.64-3.09±0.12% 

Evident suppression w.r.t. “12%rule”

What’s the source: ppb bound state, glue ball … ?

       ᳯ᷌ғ
• ppbᴇᕮ຅(ग़३ظா̵
ᚂቖ)?

• ppb޾X(1835)ฎވԅݶ
Ӟ๶რҘ

• X(2370)ԅᚂቖҘ
• ……



𝑀(𝜋+𝜋−) v.s. 𝑀(𝜋+𝜋−𝜂’)
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𝜂′ → 𝛾𝜌 𝜂′ → 𝜂𝜋𝜋

X(1835)

X(2.6 GeV)?

X(2120)

X(2370)

X(1835)

X(2.6 GeV)?

X(2120)

X(2370)

• The X(2370) has strong couplings with 𝑓0(980)
• How about X(1835)? 
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 ғ(᯿ᥝى๜ବጱ֌ᦇᛗ) ෛᅩڠ
• ୚فෛጱ๜ବಕᴻොဩ҅౮ࣈۑಕᴻݢᕅ๜ବጱ30% 
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Internal result



8c�8(to<S9J_@

�21

1. Search for new phenomena in high-mass diphoton final states using 37fb-1 of proton-proton collisions 
collected at sqrt(s)=13TeV with the ATLAS detector 

2. Evidence for the associated production of the Higgs boson and a top quark pair with the ATLAS detector 
3. Measurement of Higgs boson properties in the diphoton decay channel with 36 fb−1 of pp collision data 

at √s=13  TeV with the ATLAS detector 
4. Measurement of the photon identification efficiencies with the ATLAS detector using LHC Run 2 data 

collected in 2015 and 2016 
5. Measurements of Higgs boson properties in the diphoton decay channel using 80 fb−1 of pp collision 

data at √s=13TeV with the ATLAS detector 
6. Combined measurements of Higgs boson production and decay using up to 80 fb−1 of proton--proton 

collision data at √s= 13 TeV collected with the ATLAS experiment 
7. Measurement of Higgs couplings with the ATLAS Experiment at the HL-LHC

ଧݩ ୏ᕮຎᔄࣳل ᔱ୚ݩ ᨯሠ

1 �	 PLB 775 (2017) 105 �
�������
2 �	 PRD 97 (2018) 072003 ����
3 �	 PRD 98 (2018) 052005 �
��
��…/editor(���)
4 �	 arxiv: 1810.05087 (EPJC) analysis convener/editor(���)
5 ���� ATL-CONF-2018-28 �
��, unfolding, ����
6 ���� ATL-CONF-2018-31 ����/editor(���)
7 ���� PB-HIGG-2018-21 ����/editor(���)
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1. Higgs coupling, mass and width measurement (ATLAS + CMS),  LHCP@2018 

2. Higgs property prospect from LHC and future colliders, IAS2018@2018
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ӻ 7 ޞտᦓಸٖࢵ
1.Higgs property measurement in di-photon final states� CLHCP@2017 

2.Search for the Zgamma decay mode of Higgs boson and for new high-mass resonances in pp collisions 
at 13TeV with the ATLAS detector� CLHCP@2017 

3.Combined Higgs Boson Coupling Measurements with 2015 and 2016 data, CLHCP @2017 

4. Higgs property measurements in di-photon final state, Chinese High Energy Physics Conference 2018 

5. Short summary of Higgs measurement, Topical Mini-Workshop of the new Physics at the Terascale 
2018 

6. Higgs property measurement @ ATLAS, TeV physics 2018 

7. Further study on the X(1835) and the X(2370), BESIII973 Light hardon spectrum workshop 2018
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