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The mass of the r lepton has been measured at the Beijing Electron-Positron Collider using the Beij-
ing Spectrometer. A search near threshold for e+e r + r was performed. Candidate events were

identified by requiring that one i decay via i evv, and the other via r pvv. The mass value, ob-

tained from a fit to the energy dependence of the r+r cross section, is m, =1776.9+05+ 0.2 MeV.

PACS numbers: 14.60.fj, 13.10.+q

For a conventional charged lepton l, the electronic
branching ratio Bf, lifetime rt, mass mt, and weak cou-
pling constant GI „;are related by

2Bf Gt evv
m(

192m

up to small radiative and electroweak corrections. Equa-
tion (1) then implies the following relationship among the
above parameters for the r and p leptons:

r 5 ~em„B, z„
(2)

m,

Particle Data Group (PDG) [1] averages for the above
quantities yield (G, „„-/G„,„„-) =0.941 ~0.025, im-

plying a 2.4 standard deviation disagreement with lepton
universality [2]. Note that the z mass enters to the fifth

power in this test of lepton universality.
A measurement of the r +r production cross section

in the region most sensitive to the r mass —a few MeV
around threshold —provides the opportunity to measure
the r mass with greatly improved precision. This paper
presents such a measurement made using the Beijing
Spectrometer (BES) at the Bejjjng Electron-Positron
Collider (BEPC). The r+r events are identified by
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means of the ep topology, which provides the best com-
bination of high detection efficiency and low background;
the mass value is obtained from a fit to the energy depen-
dence of the cross section. The measurement is indepen-
dent of the v, mass.

The BEPC [3] operates in the 3 to 5 GeV center-of-
mass energy range. Near r+r threshold, the peak
luminosity is 5 x 10 cm s ', the luminosity-weighted
uncertainty in the mean center-of-mass energy is 0.10
MeV, and the spread in the center-of-mass energy of the
collider is = 1.4 MeV. The absolute energy scale and

energy spread are determined by interpolation between
the results of repeated scans of the J/y and y(25) reso-
nances.

The BES is a solenoidal detector [3] with a 0.4-T mag-
netic field. Charged track reconstruction is performed by
means of a cylindrical drift chamber which provides solid

angle coverage of 85% of 4z. The momentum resolution
is oz/p =0.021(1+p ) '~ (p in GeV/c). Measurements
of dE/dx with resolution 8.5% allow particle identifi-

cation. An inner drift chamber is used for trigger pur-

poses. Scintillation counters measure the time of flight of
charged particles over 76% of 4z with a Bhabha resolu-
tion of 330 ps. A cylindrical 12-radiation-length Pb/gas
electromagnetic calorimeter operating in limited streamer
mode covering 80% of 4z achieves energy resolution

oE/E =0.25/v E (GeV), and spatial resolution o&=4.5

mrad, 0, =2 cm. End-cap time-of-flight counters and

shower counters are not used in this analysis. Finally, a

three-layer iron flux return instrumented for muon iden-

tification yields spatial resolutions |7, =5 cm, t7,&=3 cm

over 68% of 4z for muons with momentum greater than

550 MeV/c.
In the data analysis, the event selection for ep candi-

dates requires the following: (1) exactly two oppositely

charged tracks having momentum between 350 MeV/c
and the maximum for an electron from r decay; (2) each
track's point of closest approach to the intersection point

to satisfy ~x~ &1.5 cm, ~y( (1.5 cm, and (z~ (15 cm;
(3) 2.5' (0„,~ (177.5', 0,.«z) 10' (see Ref. [4]), and

0.„,~+0.,«„)50', (4) no isolated photons [5]; (5) one

track well identified as a muon in the muon counter, with

calorimeter energy & 500 MeV, and the other track well

identified as an electron using a combination of calorime-

ter, dE/dx, and time-of-flight information.
Monte Carlo simulations yield a detection efficiency of

= 14% for these selection criteria, independent of energy
in the threshold region. The background is estimated by

applying the same requirements to 5&10 events from a

data sample taken at the J/y energy; seven events meet

these criteria, corresponding to a background of 0. 12

event in the entire r +~ sample.
The likelihood function used to estimate the r mass in-

corporates the T:
+ I: cross section near threshold. I n-

cluding the center-of-mass energy spread h, , initial state
radiation [6] F(x, W), and vacuum polarization correc-
tions [7] fl(W), the cross section is(,)2 2 ] —4m /8"

o(W, m, ) = dW'e ~ dx F(x, W')ol (WV1 —x,m, ),ap
(3)

(JV) = [eBo(W,m, ) + oa] X . (5)

Here, e is the detection efTiciency, 8 is the product
branching fraction for z +r to ep, X is the integrated
luminosity, and oq is the eAective background cross sec-
tion estimated from the J/y data sample (era =0.024 pb).

Since the range of center-of-mass energies where the
r+z. cross section is most sensitive to the r mass is of
the order of the beam energy spread around I +

z

threshold, it is important to devise a running strategy to
maximize the integrated luminosity in this region. The
beam energy is set initially assuming the world average

where oi is

4«' p(3-p') F,(p)F, (p)
oi(W, m, ) =

[1 —n(W)]' '

W is the center-of-mass energy, and p = [1 —(2m, /
W) ]' . The Coulomb interaction and final-state radia-
tion corrections are described [8] by the functions F, (p)
and F„(P).

The likelihood function is a product of Poisson distri-
butions, one for each center-of-mass energy. At each
point, the number of expected ep events (/V) is given by

for the r mass; in this case, the PDG value is 1784. 1

MeV [1]. Then, after each 250-400 nb ' of integrated

luminosity, a new estimate of the mass is made using all

the data accumulated to that point; in this way, a new

prediction of the most sensitive energy at which to run is

obtained. The energy is changed to this new value if the
difl'erence is more than the BEPC step size (=0.4 MeV).
Following this strategy, an integrated luminosity of
=4.3 pb

' has been accumulated at ten energies within

a range of 24 MeV. It has been verified by Monte Carlo
simulation that this data-driven search strategy provides

an unbiased measurement.
The sequence of energies is shown in Fig. 1; the corre-

sponding data are summarized in Table 1 [91. The ten-

step search yielded seven ep events. The eleventh and

twelfth points in Table I, taken well above threshold

where the cross section varies slowly with energy, provide

an improved estimate of the absolute ~+r cross section.
In order to account for uncertainties in the efhciency ~,

the branching fraction product, and the luminosity, e is

treated as a free parameter in a two-dimensional maxi-

mum-likelihood fit for m, and t. to the data of Table I.
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FIG. I. (a) The convergence of the predicted mass with each
consecutive scan point. (b) The integrated luminosity accumu-
lated at each point.
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TABLE I. A chronological summary of the ~+r data.

Scan point
W/2

(MeV) (MeV)
X

(nb ')
1V

(ep events)

The estimates obtained are m, =1776.9 MeV and
t. =14.1%. The uncertainty in e is equivalent to the un-

certainty in the absolute normalization, and is treated as
a source of systematic error. The statistical error [10] in

m„+oos MeV, is determined from the one-parameter
likelihood function with e fixed to 14.1'/0 (Fig. 2). The
e5ciency-corrected cross-section data as a function of
corrected beam energy and the curve which results from
the likelihood fit are shown in Fig. 2. The quality of the
fit is checked by forming the likelihood ratio X, with the
result [11] —21nk =3.6.

Four independent sources of systematic error are con-
sidered: uncertainties in the product eBX, in the abso-
lute beam energy scale, in the beam energy spread, and in

the background.
The systematic uncertainty in eBJ is determined by

fixing m, at its best-estimate value and finding the values
of |. corresponding to + 10 variations in the likelihood
function; these efliciencies are 18.3% and 10.6'%%uo. Fixing
the eSciency to each of these values in turn and fitting
for m, yields changes in the predicted mass of hm,

—8
1774 1776

rnT {MeV)

1778

FIG. 2. (a) The center-of-mass energy dependence of the
cross section resulting from the likelihood fit (curve),

compared to the efficiency-corrected data. The error bar on
each data point is computed by integrating the Poisson likeli-
hood function to obtain the interval containing 68% of the area.
It should be emphasized that the curve does not result from a
direct fit to these data points. (b) An expanded version of (a),
in the immediate vicinity of r r threshold. (c) The depen-
dence of the logarithm of the likelihood function on m„with
efficiency fixed at 14.1%.

+0.16 M V
The energy scale is determined from several scans of

the J/Ilr and y(2S) performed during the search (see Fig.
I). The reproducibility of the fits to these scans, together
with the other uncertainties listed in Table II, yields a
systematic uncertainty [12] of hm, = + 0.09 MeV.

Fits to the two resonances were also used to measure
the beam energy spread and its variation with center-of-
mass energy and beam current. The uncertainty in
center-of-mass energy spread is +0.08 MeV, yielding a
systematic error hm, = ~ 0.02 MeV.

1

2
3

4
5
6
7
8
9

10
ll
12

1784.19
1780.99
1772.09
1776.57
1778.49
1775.95
1776.75
1776.98
1776.45
1776.62
1799.51
1789.55

1.34
1.33
1.36
1.37
1.44
1.43
1.47
1.47
1.44
1.40
1.44
1.43

245.8
248.9
232.8
323.0
322.5
296.9
384.0
360.8
794. 1

1109.1

499.7
250.0

Quantity

W~. BEPC measured center-of-mass energy
Mv: BEPC value for J/y mass
M~' BEPC value of y(2$) mass
Tv: PDG value for J/tv mass'
Tv; PDG value for y(2S) mass'

'Reference [Il.

Error
(Mev)

BW~ =0.10
bM~ =0.18
bM~ =0.15
8'T~ =0.09
BT~ =0.10

TABLE II. Contributions to the uncertainty in the energy scale.
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FIG. 3. The variation of r, with 8;, given by Eq. (1) under

the assumption of lepton universality; the ~ 1 o. bands obtained
using m, from this experiment (solid lines) and using the PDG
value (dashed lines) are shown in comparison to the point corre-
sponding to the PDG values (1 o error bars).

Finally, the systematic error due to uncertainty in the
background is estimated from the 1o Poisson errors on
the seven J/y background events and the uncertainty in

the hadronic cross section at z + r threshold. The re-
sulting uncertainty is hm, = + 0.01 MeV.

These independent systematic errors are added in

quadrature to yield a total systematic error of hm, = —0'pp

MeV.
I n conclusion, using a maximum-likelihood fit to

cross-section data near threshold, the mass of the
lepton has been measured as m, =1776.9+p~+ 0.2

MeV, where the first error is statistical and the second
systematic. This result is 7.2 MeV below the PDG aver-
age [I] (1784.1+

3 6MeV) —an'd has significantly smaller
errors [13]. Inserting this new value in Eq. (2), the cou-
pling strength ratio becomes

(G, „„;/G„„;)=0.960+ 0.024,

so that the deviation from lepton universality is reduced
from 2.4 to 1.7 standard deviations (see Fig. 3). It
should be noted also that this new result for m, yields a
reduction in the upper limit on m„(see Ref. [13]).
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The Beijing Spectrometer (BES) experiment has observed purely leptonic decays of the D, meson in

the reaction e+e D,+D, at a c.m. energy of 4.03 GeV. Three events are observed in which one D,
decays hadronically to $7r, K K, or K IC, and the other decays leptonically to p, v„or 7. v, With the.
assumption of tj„runiversality, va-lues of the branching fraction, B(D, ~ ILv~) = (1.5+—0'6 o2)%, and
the D, pseudoscalar decay constant, fo, = (4.3+& 3+O4) X 102 MeV, are obtained.

r(D,
2 2

PACS numbers: 13.20.Fc, 14.40.Lb

Purely leptonic decays of the D, meson proceed via
the annihilation of the charm and antistrange quarks to a
virtual 8' boson. The rate of this process is determined by
the quark wave function at the origin, and is characterized
by the pseudoscalar decay constant, fo . The leptonic
decay width of the D, can be written as [1]

where mD is the D, mass, mq is the lepton mass, V„=
0.974 is the c ~ s Cabibbo-Kobayashi-Maskawa (CKM)
matrix element [2], and GF is the Fermi constant.

Predictions for fo and the Cabbibo-suppressed decay
constant of the charged D meson, fo, varying from 90
to 350 MeV, have been made using various theoretical
models [3—7]. Many models can more reliably predict
the ratios fo . fo .. fe, where fs is the decay constant
for the charged B meson [8]. Since ftt relates mea-
sured quantities, such as Bo-B mixing, to CKM matrix

0031-9007/95/74(23)/4599(4) $06.00 1995 The American Physical Society 4599
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elements, its determination is of considerable importance.
Measurements of the charm decay constants will help
discriminate among the different models and improve
the reliability of estimates of fs. The first experimen-
tal measurement fn t

= (2.32 ~ 0.45 ~ 0.20 ~ 0.48) X
102 MeV, was reported by the WA75 group [9], using
muons from D, leptonic decays seen in emulsions; the
third error is due to uncertainty in the D, production
rate. The CLEO group [10] measured fo = (3.44 ~
0.37 ~ 0.52 ~ 0.42) x 102 MeV using the decays D,*

yD, , D, p, v, here the third error is due to uncertainty
in the normalizing D, branching fraction.

In this paper, direct, model-independent measurements
of fo and the D, leptonic branching fraction are reported.
The data were obtained using the BES detector at the Bei-
jing e+e Collider (BEPC), and correspond to an inte-
grated luminosity of 22.3 pb ' (obtained from large angle
Bhabha scattering events) at c.m. energy 4.03 GeV. This
is just above the e+e ~ D,+D, threshold, but below that
for D,*+D, [11]. Thus, if a D, meson decay is fully
reconstructed in a given event, the recoil system corre-
sponds to the decay of the charge conjugate D, meson.
Events for which one D, is fully reconstructed are termed
singly tagged. For such a data sample, the detection of
the decays D, p, v~ or 7.v, among the recoil systems
permits an absolute measurement of fDt and the leptonic
branching fractions.

The BES is a conventional cylindrical detector, which
is described in detail in Ref. [12]. A four-layer central
drift chamber surrounding the beampipe provides trigger
information. Charged tracks are reconstructed in a forty-
layer main drift chamber (MDC) with a momentum
resolution of 1.7%$1 + p2 (p in GeV/c), and energy
loss (dE/dx) resolutions of 8.5% for Bhabha electrons
and 11% for hadrons. Scintillation counters provide
time-of-fiight (TOF) measurements, with resolutions of
—330 ps for Bhabha events and -450 ps for hadrons.
A 12-radiation-length, lead-gas barrel shower counter
(BSC), operating in limited streamer mode, measures
the energies of electrons and photons over -80% of
the total solid angle. A solenoidal magnet provides a
0.4 T magnetic field in the central tracking region of
the detector. Three double-layer muon counters (MUC)
instrument the magnet Aux return, and serve to identify
muons of momentum greater than 500 MeV/c. They
cover -68% of the total solid angle with longitudinal
(transverse) spatial resolution of 5 cm (3 cm).

In this experiment, singly tagged D, mesons are
detected via hadronic decay to @sr, K K, or K K, with

@ ~ K K, K ~ K 7r", and K ~ Ks sr+~
—gp p

For a candidate three-charged-track combination, each
track must be well reconstructed and consistent with an
origin in the interaction region (candidate pions from
Ks decay need not satisfy the latter requirement). In
addition, the dE/dx and TOF information associated with
each track must be consistent with the assigned mass
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~e10:—
X ~a~~

(c)8 K

I

p Ar'PI l. . .
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FIG. 1. The invariant mass distributions, calculated using 1-
C fit momentum vectors, for (a) $7I-, (b) K K, and (c) K K
D, decay candidates; the combined distribution is shown in (d),
where the curve corresponds to the fit described in the text.

interpretation with a confidence level )0.1%. Finally, if
the confidence level as a kaon is greater than that as a
pion, the track is considered to be a kaon, and vice versa.

With the resulting mass assignments, the energy sum
over the candidate tracks may be calculated; for particle-
antiparticle production, this energy should be close to that
of the beam. Requiring that the energy difference be
(50 MeV selects such events without bias in mass, and
effectively suppresses background from D+ decay. In or-
der to improve the invariant mass resolution, surviving
candidates are subjected to a one-constraint (1-C) fit re-
quiring overall event four-momentum balance and that the
candidate and recoil systems have the same (but unspec-
ified) invariant mass. Candidates yielding fit confidence
levels )20% are retained, and the decay mode to @7r,
K K, or K K defined by requiring that the invariant mass
of the P (K+K ), K (K 7r"), or K (vr 7r ) be within
25, 50, or 20 MeV, respectively, of nominal [2]. For the
K sample, significant background reduction is achieved
by further requiring icosO~l ) 0.4, where 6I~ is the he-

licity angle of the E in the K rest frame. Similarly,
background in the K sample is reduced by requiring that
the K have a significant flight path whose direction is
consistent (within 26') with the K momentum vector.

The resulting distributions in invariant mass, calculated
using the momentum vectors from the 1-C fit, are shown
in Fig. 1; each exhibits a clear signal at the D, mass
position. An unbinned maximum likelihood fit [13] to the
combined distribution of Fig. 1(d) yields a singly tagged
D, meson signal of 94.3 ~ 12.5 events, and a D, mass
value 1968.7 ~ 0.6(stat) ~ 0.5(syst) MeV.

The search for D, leptonic decay candidates among
the systems recoiling against singly tagged D, candidates
includes all of the events of Fig. 1(d), not only those in
the D, signal region. For this sample, the recoil system
is required to contain a single, vertex-associated charged
track of charge opposite that of the tagging system. Events
containing at least one isolated photon [14] are removed,
and for the remaining events the recoil charged track is
subjected to the following lepton identification criteria.
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FIG. 2. The distribution of Fig. 1(d) requiring that the recoil
system consist of a single charged track identified as (a) an
electron; (b) a muon; (c) neither an electron nor a muon.
Shading in (c) indicates signal region events which satisfy the
lepton kinematic requirements described in the text.

An electron candidate is required to have momentum
~400 MeV/c and direction

~
cosO~ ( 0.75, with TOF and

dE/dx measurements consistent with the electron hypoth-
esis. The TOF-measured velocity of the track must be
)0.7c, and the measured dE/dx should be within 4o. of
the expected value for an electron. The energy deposition
in the BSC must be consistent with that expected for an
electron in both magnitude and distribution in depth. Ap-
plying these criteria to radiative Bhabha scattering events
leads to an identification efficiency of more than 80% over
the full momentum range, and -90% for electrons with
momenta above 1 GeV/c. Known pions are misidentified
as electrons at a rate of -5%, with a modest momentum
dependence.

A muon candidate is required to have momentum be-
tween 550 and 1250 MeV/c and direction

~
cosO~ ( 0.65,

with TOF and dE/dx information consistent with the muon
interpretation. There must be hits in the MUC detec-
tor which are well associated with the track in transverse
projection; the required number of hits is momentum de-
pendent. For a sample of cosmic rays, the identification
efficiency is -85%, while for a sample of well-identified
pions the average misidentification rate is —4%.

Events satisfying the above selection criteria are sub-
jected to a visual scan. This serves to remove events
containing cosmic rays as well as those having unre-
constructed low-angle track(s), which are typically recog-
nized by a pattern of hits in the CDC and the innermost
two layers of the MDC.

The distributions of tagging D, mass for the events of
Fig. 1(d) which have an identified single electron or muon
candidate are shown in Figs. 2(a) and 2(b), respectively.
The characteristics of these events are summarized in
Table I; in each case the D, and subsystem masses agree
well with the expected values.

TABLE I. Three candidates for D, leptonic decay.

Event

Tagging D, decay
Subsystem mass (MeV)
0, mass (MeV)
Recoil lepton
p(,p„„(MeV/c)
M'„, (GeV')
D, leptonic decay

aIs 7r

1019.3
1970.2

p
751

0.778
r v(p, 3v)

z x+
873.4
1970.9

p
1216

—0.115

K K+
491.5
1969.0

e
489

1.627
r v(e3v)

B(D,
70

r(D, -. Zvg)
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From Monte Carlo simulations, it is found that the
detection efficiencies for the tagging and leptonic D,
decays are independent, to a good approximation. The
expected number of D,+D, events for which one D,
is from the signal region of Fig. 1(d) and the other
corresponds to a particular leptonic decay mode is then
obtained as the product of the singly tagged signal, the
D, branching fraction to the mode in question, and the
detection efficiency for that mode. The latter efficiency
is found to be 51% for the decay D, p, v~, 6.3%%uo for
D, ~ 7v, v pvv, and82%forD, ~ rv„v~ evv,
including the r branching fractions [2]. Since the D,
decay rate to ev, is negligible, leptonic events with an
electron recoil result only from the ~ decay sequence.

A Monte Carlo study shows that background contribu-
tions to the leptonic decay samples result mainly from
hadron misidentification in the processes D, ELK and
D, ~ ~v, with ~ ~ ~v . In the present analysis, this
contribution is estimated from the singly tagged events
in the D, signal region of Fig. 1(d) which have a single
recoil track satisfying neither the electron nor the muon
identification criteria. The tagging mass distribution for
these events is shown in Fig. 2(c); seven events in the
D, signal region satisfy the momentum and polar an-
gle criteria for electrons, while only six satisfy those for
muons. The misidentification rates discussed previously
yield background estimates of 0.35 events for the electron
sample and 0.24 for the muon sample (of which 0.04 con-
tribute to D, ~ p, v„).

The values of the D, leptonic branching fractions are
estimated by maximizing a likelihood function containing
a Poisson distribution factor for the expected number
of events (including background), and a factor for the
expected missing-mass-squared distribution for each
channel (the distributions for D, ~ p, v~ vs D, ~ rv„

p, v v are well separated). Maximizing the likelihood
function for the branching fractions to p, v„and ~v,
independently, the values B(D, p, vv. ) = (2.0 ~'7) %
and B(D, rv, ) = (12 |o) % are obtained. As-
suming p, -~ universality and the theoretical
prediction of the ratio B(rv )/B(p v ) = 9.74, the
result is B(D, p, v ) = [1.5+0'6(stat)+02(syst)]% and
B(D, rv, ) = [15+6 (s.tat) "~(syst)]%.

If in addition, the relation
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is used with Eq. (1), the likelihood function may be
maximized with respect to fo directly, as shown in
Fig. 3. The result is

by the Texas National Research Laboratory Commission
under Contract No. RGFY91B5, No. RGFY92B5 (Col-
orado State), and No. RCFY93-316H (UT Dallas).

fo: (4,3+I'& o'4) X 10 MeV
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FIG. 3. The variation of the normalized likelihood function
with respect to fD, , under the assumption of lj. runiversality;-
the unshaded area under the curve denotes the 68.3% confi-
dence interval.

The first errors are statistical, and correspond to the 68.3%%uo

confidence interval shown in Fig. 3; the second errors are
systematic, and result from uncertainties in lepton mode
detection efficiencies, background estimates, and the D,
lifetime [2].

Although the branching fraction and fD values ob-
tained in the present analysis have sizable uncertainties,
it should be emphasized that the results are independent
of luminosity and D,+D, cross section, and do not require
model-dependent assumptions. The central value of fo
is larger than, but consistent with, current theoretical pre-
dictions, which range from 90 to 350 MeV.
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The decays of thecs2Sd into vector plus tensor meson final states have been studied for the first time
using the BES detector. We determine upper limits on branching fractions forcs2Sd decays intovf2,
ra2, Kp0K

p0
2 1 c.c., andff0

2s1525d that are, in each case, significantly smaller than the corresponding
branching fractions for theJyc meson, scaled according to the expectations of perturbative QCD.
[S0031-9007(98)07836-3]

PACS numbers: 13.25.Gv, 12.38.Qk
t
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One of the most dramatic problems confronting th
understanding of hadronic charmonium decays is t
strong suppression ofcs2Sd ! rp and KpK 1 c.c.
decays. In perturbative QCD, the most important lowes
order diagram forJyc and cs2Sd decays to hadrons
corresponds to the annihilation of the constituentc and
c̄ quarks into three gluons. In this case, the partial wid
for the decay is proportional tojCs0dj2, whereCs0d is
the wave function at the origin in the nonrelativistic quar
model forcc̄. Thus, it is reasonable to expect that, for an
final hadronic stateh, theJyc andcs2Sd decay branching
ratios will scale as [1]
5080 0031-9007y98y81(23)y5080(5)$15.00
e
he

t-

th

k
y

Qh ;
Bssscs2Sd ! hddd
BsJyc ! hd

>
Bssscs2Sd ! e1e2ddd
BsJyc ! e1e2d

,

 s14.6 6 2.2d%,
(1)

where the leptonic branching fractions are taken from
the Particle Data Group (PDG) tables [2]. It was firs
observed by the Mark II experiment [3] that, while this is
true for a number of exclusive hadronic decay channel
it is badly violated for the vector plus pseudoscalar
meson (VP) final states,rp andKpK. The preliminary
BES results confirm the Mark II measurements at highe
sensitivity. The present experimental limits onQrp and
© 1998 The American Physical Society
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QKpK indicate order-of-magnitude discrepancies with t
expected ratio of branching fractions [2,4]. This anoma
called therp puzzle, has generated considerable intere
and a number of theoretical explanations have be
proposed [1]. However, meager experimental progr
has hindered the resolution of the puzzle. Until recen
no other examples of substantial differences betweenJyc

andcs2Sd hadronic decays have been documented.
In this Letter, we report the results of a study ofcs2Sd

decays into vector plus tensor meson (VT ) final states
and present branching fraction limits forcs2Sd ! vf2,
ra2, Kp0K

p0
2 1 c.c., andff0

2s1525d. The data were taken
with the BES detector at the BEPCe1e2 storage ring
and correspond to a total sample ofs3.79 6 0.31d 3 106

producedcs2Sd events. The BES detector is describ
in detail elsewhere [5]. A 40-layer main drift chamb
in a 0.4 T magnetic field provides tracking and energ
loss (dEydx) information. The momentum resolution i
spyp  1.7%

p
1 1 p2sGeVycd, and thedEydx resolu-

tion for hadron tracks for this data sample is about9%.
The tracking chamber is surrounded by an array of
time-of-flight (TOF) counters with a resolution of abou
450 ps for hadrons. Radially outside of the TOF are
electromagnetic calorimeter with a resolution ofsEyE 
0.22y

p
EsGeVd, sf  4.5 mrad, andsu  12 mrad, and

an array ofm counters that are interspersed inside the st
plates that return the solenoid’s magnetic flux.

For thecs2Sd ! vf2 andra2 decay channels, we us
the reactioncs2Sd ! p1p2p1p2p0; for the cs2Sd !

Kp0Kp0
2 1 c.c. andff0

2 decays, we usep1p2K1K2

andK1K2K1K2 final states, respectively. Each analys
requires events to have four charged tracks with to
charge zero and, in the case of thep1p2p1p2p0

final state, at least two photons. Tracks consistent w
being electrons in the electromagnetic calorimeter
being muons in the muon detector are discarded. T
dEydx and TOF measurements are used to selectp or
K tracks with a confidence level larger than 0.003 f
each track and 0.01 for four tracks combined. Events
kinematically fit to four energy-momentum constrain
and those with a fit probability greater than 0.01 a
accepted. Photon pairs that have agg invariant mass
within 2.5s (s  14 MeV) of the p0 mass are assigne
as candidatep0s. The detection efficiency is determine
using 1 3 104 or 2 3 104 Monte Carlo (MC)-simulated
events that are generated with a uniform phase sp
distribution. Thep or K decays in the detector accordin
to the PDG [2] lifetimes and branching fractions. Th
relative uncertainty of efficiency obtained in this way
estimated to be20%. Efficiencies given in this paper refe
to the specificVT final states.

In the p1p2p1p2p0 sample, the major backgroun
contributions are fromcs2Sd ! p1p2Jyc followed by
Jyc ! p1p2p0 and fromcs2Sd ! hJyc, whereh !
p1p2p0 and theJyc decays to leptons. The former i
rejected by removing events where anyp1p2p0 com-
he
ly,
st,
en

ess
tly,

ed
er
y-
s
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bination has an invariant mass within 50 MeV of th
Jyc mass. The latter is removed by eliminating even
where anyp1p2 pair has an invariant mass greater tha
2.9 GeVyc2. There are 939 events selected ascs2Sd !
p1p2p1p2p0 candidate events. Thep1p2p0 mass
spectrum of the selected events, shown in Fig. 1, ha
clear v signal with a mass resolutions  13.4 MeV.
Candidatev mesons are required to have ap1p2p0

combination with an invariant mass in the range740 ,

mp1p2p0 , 820 MeV. Figure 2 shows the invariant mas
spectrum forp1p2 pairs recoiling against candidatev
mesons. There is no obvious signal in the region of t
f2s1270d. A fit to the spectrum using a Breit-Wigner
function with mass and width fixed at the PDG value
(m  1275 MeV, G  185 MeV) and convoluted with
a Gaussian resolution function withs  12.3 MeV, to-
gether with a quadratic background shape, yields8.8 6 9.2
vf2 events, which imply a90% confidence level upper
limit of 23.8 events. Using the isospin ratio 2:1 forf2 de-
cays intop1p2 to p0p0 and the experimental efficiency
of 0.074, we determine an upper limit on the branchin
fraction of

Bssscs2Sd ! vf2ddd , 1.7 3 1024 sC.L.  90%d .

We use thecs2Sd ! p1p2p1p2p0 sample with
the events that are consistent withvp1p2 removed to
search forcs2Sd ! ra2 ! rrp. Here we select the
p1p2 and p0p6 combination that has the minimum
value of the quantity [6]p

smp1p2 2 mr0 d2 1 smp0p6 2 mr6 d2

and require this minimum value to be less than 200 Me
The combinedr0p6 and r6p7 invariant mass plot,
shown in Fig. 3, has no indication of ana2s1320d meson
signal. A fit to this spectrum with thea2 represented by
a resolution-broadened Breit-Wigner line shape with ma
and width fixed at PDG values (m  1318.1 MeV, G 
107 MeV) and a quadratic background function give
3.9 6 15.7 a2 events, which correspond to less tha
29.6 events at the90% confidence level. Using isospin
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FIG. 1. The p1p2p0 invariant mass distribution for
cs2Sd ! p1p2p1p2p0 events (four entriesyevent).
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FIG. 2. The invariant mass distribution ofp1p2 pairs re-
coiling against candidatev mesons for events of the type
cs2Sd ! vp1p2. The curve shows a fit to quadratic back
ground plus af2 resonance (see text).

invariance to correct for the unseena2 ! rp decay
channels and the MC-determined experimental efficien
of 0.074, we determine

Bssscs2Sd ! ra2ddd , 2.3 3 1024 sC.L.  90%d .

In the selection ofp1p2K1K2 final states, each even
has four possiblep1, p2, K1, andK2 track assignments.
For each assignment that satisfies the four-constraint ki
matic fit with a probability greater than 0.01, the TO
and dEydx measurements and the kinematic fit quali
are combined to determine a globalx2. The track
assignment with the smallest globalx2 is selected as a
candidatep1p2K1K2 event. The main background
which remains fromcs2Sd ! p1p2Jyc is eliminated
by requiring the mass recoiling against thep1p2 to differ
from mJyc by more than 50 MeV. There are 614 even
after the above selections. ThoseK6p7 pairs with an
invariant mass in the range800 , mK6p7 , 1000 MeV
are considered to beKp0 candidates. The contamination
from cs2Sd ! fp1p2 with f ! K1K2 is found to
be negligible. TheK6p7 mass spectrum, shown in
Fig. 4, has a pronounced peak at the mass of theKp0.
The invariant mass distribution ofK6p7 tracks recoiling
against theKp0 candidates, shown in Fig. 5, is fit with two
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FIG. 3. Therp invariant mass distribution for events of the
type cs2Sd ! r0r7p6. The curve shows a fit to quadratic
background plus ana2 resonance (see text).
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Breit-Wigner functions with masses and widths fixed
the PDG values for theKp0 (m  896.1 MeV, G 
50.5 MeV) and Kp0

2 (m  1432.4 MeV, G 
109 MeV), together with a quadratic background
The MC-determined experimental mass res
lutions are 4.9 MeV for theKp0 and 6.7 MeV for
the Kp0

2 . The fit yields1.4 6 8.6 Kp0Kp0
2 events, which

imply a 90% confidence level upper limit of 17.2 events
Using the isospin ratioK6p7:K0p0  2:1 for both the
Kp0 andKp0

2 decays and the MC-determined efficiency
0.171, we determine the limit

Bssscs2Sd ! Kp0Kp0
2 1 c.c.ddd , 1.2 3 1024

sC.L.  90%d .

In the selection ofK1K2K1K2 final states, the TOF
anddEydx measurements are used to select kaon trac
Events are kinematically fit to four energy-momentu
constraints, and those with a fit probability greater th
0.01 are accepted. Backgrounds from othercs2Sd decays
are negligible. Figure 6 shows theK1K2 mass spectrum
for the 41 selectedK1K2K1K2 candidate events; there
is a strongfs1020d signal. Here the experimental mas
resolution is s  4.1 MeV. We identify all K1K2
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FIG. 5. The invariant mass distribution forp6K7 tracks
recoiling against aKp0 for cs2Sd ! p1p2K1K2 events. The
curve shows a fit to quadratic background plusKp0 and Kp0

2
resonances (see text).
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FIG. 6. TheK1K2 invariant mass distribution forcs2Sd !
K1K2K1K2 events (four entriesyevent).

pairs with mK1K2 , 1040 MeV as candidatef mesons.
Figure 7 shows the invariant mass distribution for th
K1K2 pairs that are recoiling against candidatef

mesons. No evidence for an enhancement at the m
of the f 0

2 resonance is apparent. There are three eve
in the Fig. 7 distribution within680 MeV of the f 0

2 mass
(m  1525 MeV, G  76 MeV). The 90% confidence
level upper limit on this number of events is 6.68. Usin
the MC-determined efficiency of 0.181, we determine a
upper limit for the branching fraction of

Bssscs2Sd ! ff0
2s1525dddd , 4.5 3 1025 sC.L.  90%d .

Table I summarizes the results of branching fractio
measurements for thecs2Sd ! VT decay modes reported
here. For comparison, the table includes the data for t
correspondingJyc decays [7] as well as the ratios of the
cs2Sd to Jyc branching fractions. All fourcs2Sd ! VT
decay modes are suppressed by a factor of at leas
compared to the expectations of Eq. (1). An even high
statistics study would be required to determine whether
not the suppression of theVT decays is as severe as tha
of the rp andKpK decay channels. It is noted that, in a
perturbative QCD quark scheme,VP decays are forbidden
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FIG. 7. The invariant mass distribution ofK1K2 pairs recoil-
ing against candidatef mesons forcs2Sd ! K1K2K1K2

events. Three events fall into80 MeVyc2 region around the
f 0

2 mass.
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TABLE I. Branching fractions measured forcs2Sd ! vector
plus tensor meson final states. Results for the correspond
Jyc branching fractions [7] are also given as well as the ratio
Qh ; Bssscs2SddddyBsJycd. All limits are at the90% confidence
level.

Final state Bssscs2Sdddd s31024d BsJycd s31023d Qh

vf2 ,1.7 4.3 6 0.6 ,0.040
ra2 ,2.3 10.9 6 2.2 ,0.021

Kp0K
p0
2 ,1.2 6.7 6 2.6 ,0.018

ff 0
2 ,0.45 1.23 6 0.06 6 0.20 ,0.037

by hadron helicity conservation (HHC) [8], whereasVT
decays are HHC allowed [9].

In conclusion, we have presented first measurements
cs2Sd decays tovf2, ra2, Kp0Kp0

2 , andff0
2s1525d. The

upper limits established for the branching fractions fo
each of these decay modes are well below the level o
tained by scaling the correspondingJyc branching frac-
tion according to expectations based on perturbative QC
The puzzle of the hadronic decays of theJyc andcs2Sd
extends from theVP decay to theVT decays.
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We report values of R � s�e1e2 ! hadrons��s�e1e2 ! m1m2� for 85 center-of-mass energies
between 2 and 5 GeV measured with the upgraded Beijing Spectrometer at the Beijing Electron-Positron
Collider.

DOI: 10.1103/PhysRevLett.88.101802 PACS numbers: 13.85.Lg, 12.15.–y
In precision tests of the Standard Model (SM) [1], the
quantities a�M2

Z �, the QED running coupling constant
evaluated at the Z pole, and am � �g 2 2��2, the anoma-
lous magnetic moment of the muon, are of fundamental
importance. The dominant uncertainties in both a�M2

Z�
101802-1 0031-9007�02�88(10)�101802(5)$20.00
and aSM
m are due to the effects of hadronic vacuum po-

larization, which cannot be reliably calculated in the low
energy region. Instead, with the application of dispersion
relations, experimentally measured R values are used to
determine the vacuum polarization, where R is the lowest
© 2002 The American Physical Society 101802-1
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order cross section for e1e2 ! g� ! hadrons in units of
the lowest-order QED cross section for e1e2 ! m1m2,
namely, R � s�e1e2 ! hadrons��s�e1e2 ! m1m2�,
where s�e1e2 ! m1m2� � s0

mm � 4pa2�0��3s.
Values of R in the center-of-mass (c.m.) energy �Ec.m.�

range below 5 GeV were measured about 20 years ago
with a precision of 15% 20% [2–4]. In this Letter, we
report measurements of R at 85 c.m. energies between 2
and 4.8 GeV, with an average precision of 6.6% [5]. The
measurements were carried out with the upgraded Beijing
Spectrometer (BESII) [6] at the Beijing Electron-Positron
Collider (BEPC).

Experimentally, the value of R is determined from the
number of observed hadronic events, Nobs

had, by the relation

R �
Nobs

had 2 Nbg 2
P

l Nll 2 Ngg

s0
mmLetrgēhad�1 1 d�

, (1)

where Nbg is the number of beam-associated background
events,

P
l Nll �l � e, m, t� are the numbers of lepton-pair

events from one-photon processes, Ngg is the number
of two-photon process events that are misidentified as
hadronic events, L is the integrated luminosity, d is the
effective initial state radiative (ISR) correction, ēhad is the
average detection efficiency for hadronic events, and etrg
is the trigger efficiency. The triggers and the integrated
luminosity measurement were the same as those used in
a preliminary scan that measured R at six energy points
between 2.6 and 5 GeV [7].

The hadronic event selection is similar with that used
in the first R scan [7] but with improvements that include
the following: for good track selection, the distance of
closest approach requirement (,18 cm) of a track to the
interaction point along the beam axis is not imposed; for
event-level selection, the selected tracks must not all point
into the forward �cosu . 0� or the backward �cosu , 0�
hemisphere. Some distributions comparing data and Monte
Carlo data are shown in Figs. 1(a)–1(c). The cuts used for
selecting hadronic events were varied over a wide range,
e.g., jcosuj from 0.75 to 0.90, Esum from 0.24Ebeam to
0.32Ebeam (Esum is the total deposited energy, Ebeam the
beam energy), to estimate the systematic error arising from
the event selection; this is the dominant component of the
systematic error as indicated in Table II.

The numbers of hadronic events and beam-associated
background events are determined by fitting the distri-
bution of event vertices along the beam direction with a
Gaussian to describe the hadronic events and a polynomial
of degree one to three for the beam-associated background.
This background varies from 3% to 10% of the selected
hadronic event candidates, depending on the energy. The
fit using a second degree polynomial, shown in Fig. 1(d),
turned out to be the best. The difference between using a
polynomial of degree one or three to that of degree two is
about 1%, which is included in the systematic error in the
event selection.
101802-2
FIG. 1. Distributions for Ec.m. � 3.0 GeV of (a) track momen-
tum, (b) track cosu, (c) total energy deposited in the Barrel
Shower Counter (BSC), and (d) event vertex position along the
beam (z) axis. Histograms and dots in (a)– (c) represent Monte
Carlo and real data, respectively; the beam associated back-
ground in (c) has been removed by sideband subtraction.

A special joint effort was made by the Lund group
and the BES Collaboration to develop the LUARLW gen-
erator, which uses a formalism based on the Lund Model
Area Law, but without the extreme-high-energy approxi-
mations used in JETSET’s string fragmentation algorithm
[8]. The final states simulated in LUARLW are exclusive,
in contrast to JETSET, where they are inclusive. Above
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FIG. 2. (a) The c.m. energy dependence of the detection effi-
ciency for hadronic events estimated using the LUARLW gen-
erator. The error bars are the total systematic errors. (b) The
calculated radiative correction and (c) the product of (a) and (b).
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101802-3
TABLE I. Some values used in the determination of R at a few typical energy points.

Ec.m. Nll1 L e�0� Stat. Syst.
(GeV) Nobs

had Ngg �nb21� �%� 1 1 dobs R error error

2.000 1155.4 19.5 47.3 49.50 1.024 2.18 0.07 0.18
3.000 2055.4 24.3 135.9 67.55 1.038 2.21 0.05 0.11
4.000 768.7 58.0 48.9 80.34 1.055 3.16 0.14 0.15
4.800 1215.3 92.6 84.4 86.79 1.113 3.66 0.14 0.19
3.77 GeV, the production of D, D�, Ds, and D�
s is in-

cluded in the generator according to the Eichten Model
[9]. A Monte Carlo event generator has been developed
to handle decays of the resonances in the radiative return
processes e1e2 ! gJ�c or gc�2S� [10].

The parameters in LUARLW are tuned to reproduce
14 distributions of kinematic variables over the entire en-
ergy region covered by the scan [11]. We find that one
set of parameter values is required for the c.m. energy re-
gion below open charm threshold and that a second set is
required for higher energies. In an alternative approach,
the parameter values were tuned point by point throughout
the entire energy range. The detection efficiencies deter-
mined using individually tuned parameters are consistent
with those determined with globally tuned parameters to
within 2%. This difference is included in the systematic
errors. The detection efficiencies were also determined
using JETSET74 for the energies above 3 GeV. The dif-
ference between the JETSET74 and LUARLW results is
about 1% and is also taken into account in estimating the
systematic uncertainty. Figure 2(a) shows the variation of
the detection efficiency as a function of c.m. energy.

We changed the fractions of D, D�, Ds, and D�
s produc-

tion by 50% and find that the detection efficiency varies
less than 1%. We also varied the fraction of the continuum
under the broad resonances by 20% and find the change of
the detection efficiency is about 1%. These variations are
included in the systematic errors.

Different schemes for the initial state radiative correc-
tions were compared [12–15], as reported in Ref. [7]. Be-
low charm threshold, the four different schemes agree with
each other to within 1%, while above charm threshold,
where resonances are important, the agreement is within
1% to 3%. The radiative correction used in this analysis
is based on Ref. [15], and the differences with the other
schemes are included in the systematic error [16]. In prac-
TABLE II. Contributions to systematic errors: experimental selection of hadronic events, lu-
minosity determination, theoretical modeling of hadronic events, trigger efficiency, radiative
corrections, and total systematic error. All errors are in percentages (%).

Ec.m. Hadron MC Radiative
(GeV) selection L modeling Trigger correction Total

2.000 7.07 2.81 2.62 0.5 1.06 8.13
3.000 3.30 2.30 2.66 0.5 1.32 5.02
4.000 2.64 2.43 2.25 0.5 1.82 4.64
4.800 3.58 1.74 3.05 0.5 1.02 5.14
tice, the radiative effects in the detection efficiency were
moved into the radiative correction factor by making the
replacement ēhad�1 1 d� ! e�0� �1 1 dobs�, where e�k�
is the efficiency for events with a radiative photon of en-
ergy k, and dobs contains a modification of the brems-
strahlung term to reflect the k dependence of the hadronic
acceptance.

To calculate dobs, a cutoff in s0, the effective c.m. en-
ergy after ISR to produce hadrons, has to be made. In our
calculation, the minimum value of s0 should be the thresh-
old for producing two pions, corresponding to kmax � 1 2
s0�s � �0.9805 2 0.9969� in the 2 5 GeV range. Our
criteria to select hadronic events is such that e approaches
zero when k is close to 0.90, which makes us insensitive
to events with high ISR photon energy.

In calculating the radiative correction for the narrow
resonances J�c and c�2S�, the theoretical cross section
is convoluted with the energy distribution of the colliding
beams, which is treated as a Gaussian with a relative beam
energy spread of 1.32 3 1024Ec.m. (Ec.m. in GeV). For
the broad resonances at 3770, 4040, 4160, and 4416 MeV,
the interferences and the energy dependence of total widths
were taken into consideration. Initially the resonance pa-
rameters from PDG2000 [17] were used; then the parame-
ters were allowed to vary and were determined from our
fit. The calculation converged after a few iterations.

We varied the input parameters (masses and widths) of
the J�c, c�2S�, and the broad resonances used in the
radiative correction determination by 1 standard devia-
tion from the values quoted in Ref. [17] and find that the
changes in the R value are less than 1% for most points.
Points close to the resonance at 4.0 GeV have errors from
1% to 1.7%. Figure 2(b) shows the radiative correction
as a function of c.m. energy, where the structure at higher
energy is related to the radiative tail of the c�2S� and the
broad resonances in this energy region. Tables I and II
101802-3
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TABLE III. Values of R from this experiment; the first error is statistical, the second systematic (Ec.m. in GeV).

Ec.m. R Ec.m. R Ec.m. R Ec.m. R

2.000 2.18 6 0.07 6 0.18 3.890 2.64 6 0.11 6 0.15 4.120 4.11 6 0.24 6 0.23 4.340 3.27 6 0.15 6 0.18
2.200 2.38 6 0.07 6 0.17 3.930 3.18 6 0.14 6 0.17 4.130 3.99 6 0.15 6 0.17 4.350 3.49 6 0.14 6 0.14
2.400 2.38 6 0.07 6 0.14 3.940 2.94 6 0.13 6 0.19 4.140 3.83 6 0.15 6 0.18 4.360 3.47 6 0.13 6 0.18
2.500 2.39 6 0.08 6 0.15 3.950 2.97 6 0.13 6 0.17 4.150 4.21 6 0.18 6 0.19 4.380 3.50 6 0.15 6 0.17
2.600 2.38 6 0.06 6 0.15 3.960 2.79 6 0.12 6 0.17 4.160 4.12 6 0.15 6 0.16 4.390 3.48 6 0.16 6 0.16
2.700 2.30 6 0.07 6 0.13 3.970 3.29 6 0.13 6 0.13 4.170 4.12 6 0.15 6 0.19 4.400 3.91 6 0.16 6 0.19
2.800 2.17 6 0.06 6 0.14 3.980 3.13 6 0.14 6 0.16 4.180 4.18 6 0.17 6 0.18 4.410 3.79 6 0.15 6 0.20
2.900 2.22 6 0.07 6 0.13 3.990 3.06 6 0.15 6 0.18 4.190 4.01 6 0.14 6 0.14 4.420 3.68 6 0.14 6 0.17
3.000 2.21 6 0.05 6 0.11 4.000 3.16 6 0.14 6 0.15 4.200 3.87 6 0.16 6 0.16 4.430 4.02 6 0.16 6 0.20
3.700 2.23 6 0.08 6 0.08 4.010 3.53 6 0.16 6 0.20 4.210 3.20 6 0.16 6 0.17 4.440 3.85 6 0.17 6 0.17
3.730 2.10 6 0.08 6 0.14 4.020 4.43 6 0.16 6 0.21 4.220 3.62 6 0.15 6 0.20 4.450 3.75 6 0.15 6 0.17
3.750 2.47 6 0.09 6 0.12 4.027 4.58 6 0.18 6 0.21 4.230 3.21 6 0.13 6 0.15 4.460 3.66 6 0.17 6 0.16
3.760 2.77 6 0.11 6 0.13 4.030 4.58 6 0.20 6 0.23 4.240 3.24 6 0.12 6 0.15 4.480 3.54 6 0.17 6 0.18
3.764 3.29 6 0.27 6 0.29 4.033 4.32 6 0.17 6 0.22 4.245 2.97 6 0.11 6 0.14 4.500 3.49 6 0.14 6 0.15
3.768 3.80 6 0.33 6 0.25 4.040 4.40 6 0.17 6 0.19 4.250 2.71 6 0.12 6 0.13 4.520 3.25 6 0.13 6 0.15
3.770 3.55 6 0.14 6 0.19 4.050 4.23 6 0.17 6 0.22 4.255 2.88 6 0.11 6 0.14 4.540 3.23 6 0.14 6 0.18
3.772 3.12 6 0.24 6 0.23 4.060 4.65 6 0.19 6 0.19 4.260 2.97 6 0.11 6 0.14 4.560 3.62 6 0.13 6 0.16
3.776 3.26 6 0.26 6 0.19 4.070 4.14 6 0.20 6 0.19 4.265 3.04 6 0.13 6 0.14 4.600 3.31 6 0.11 6 0.16
3.780 3.28 6 0.12 6 0.12 4.080 4.24 6 0.21 6 0.18 4.270 3.26 6 0.12 6 0.16 4.800 3.66 6 0.14 6 0.19
3.790 2.62 6 0.11 6 0.10 4.090 4.06 6 0.17 6 0.18 4.280 3.08 6 0.12 6 0.15
3.810 2.38 6 0.10 6 0.12 4.100 3.97 6 0.16 6 0.18 4.300 3.11 6 0.12 6 0.12
3.850 2.47 6 0.11 6 0.13 4.110 3.92 6 0.16 6 0.19 4.320 2.96 6 0.12 6 0.14
list some of the values used in the determination of R and
the contributions to the uncertainty in the value of R at
a few typical energy points in the scanned energy range,
respectively.

Table III lists the values of R from this experiment.
They are displayed in Fig. 3, together with BESII values
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FIG. 3. (a) A compilation of measurements of R in the
c.m. energy range from 1.4 to 5 GeV. (b) R values from this
experiment in the resonance region between 3.7 and 4.6 GeV.
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from Ref. [7] and those measured by Mark I Collabora-
tion, gg2 Collaboration, and Pluto Collaboration [2–4].
The R values from BESII have an average uncertainty of
about 6.6%, which represents a factor of 2 to 3 improve-
ment in precision in the 2 to 5 GeV energy region. Of this
error, 3.3% is common to all points. These improved mea-
surements have a significant impact on the global fit to the
electroweak data and the determination of the SM predic-
tion for the mass of the Higgs particle [18]. In addition,
they are expected to provide an improvement in the pre-
cision of the calculated value of aSM

m [19,20] and test the
QCD sum rules down to 2 GeV [21,22].
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We observe a narrow enhancement near 2mp in the invariant mass spectrum of pp pairs from
radiative J= ! �pp decays. No similar structure is seen in J= ! �0pp decays. The results are based
on an analysis of a 58� 106 event sample of J= decays accumulated with the BESII detector at the
Beijing electron-positron collider. The enhancement can be fit with either an S- or P-wave Breit-Wigner
resonance function. In the case of the S-wave fit, the peak mass is below 2mp at M �
1859�3�10 �stat�

�5
�25�syst� MeV=c2 and the total width is �< 30 MeV=c2 at the 90% confidence level.

These mass and width values are not consistent with the properties of any known particle.

DOI: 10.1103/PhysRevLett.91.022001 PACS numbers: 13.75.Cs, 12.39.Mk, 12.40.Yx, 13.20.Gd
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FIG. 1. The pp invariant mass distribution for the J= !
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There is an accumulation of evidence for anomalous
behavior in the proton-antiproton (pp) system very near
the Mpp � 2mp mass threshold. The observed cross sec-
tion for e�e� ! hadrons has a narrow diplike structure at
a center of mass energy of

���
s
p
’ 2mpc2 [1]. The proton’s

timelike magnetic form factor, determined from high
statistics measurements of the pp! e�e� annihilation
process, exhibits a very steep falloff just above the pp
mass threshold [2]. The authors of Ref. [1] attribute
these features to a narrow, subthreshold JPC � 1�� reso-
nance with mass 1870
 10 MeV=c2 and width � � 10

5 MeV=c2. In studies of p annihilations at rest in deute-
rium, anomalies in the charged pion momentum spec-
trum from pd! ���0p and ����n reactions [3] and
the proton spectrum from pd! p2��3�� [4] have been
interpreted as effects of narrow, below-threshold reso-
nances. There are no well established mesons that could
be associated with such a state. The proximity in mass to
2mp is suggestive of nucleon-antinucleon (NN) bound
states, an idea that has a long history. In 1949, Fermi
and Yang [5] proposed that the pion was a tightly bound
NN state. Nambu and Jona-Lasinio [6] expanded on this
in 1961 with a model based on chiral symmetry that has,
in addition to a low-mass pion, a scalar pp composite
state with mass equal to 2mp. Although these ideas have
been superseded by the quark model [7], the possibility of
bound NN states with mass near 2mp, generally referred
to as baryonium, continues to be considered [8]. Recently
Belle has reported observations of the decays B� !
K�pp [9] and B0 ! D0pp [10]. In both processes there
are enhancements in the pp invariant mass distributions
near Mpp ’ 2mp. An investigation of low-mass pp sys-
tems with different quantum numbers may help clarify
the situation.

In this Letter we report a study of the low-mass pp
pairs produced via radiative decays in a sample of 58�
106 J= events accumulated in the upgraded Beijing
Spectrometer (BESII) located at the Beijing Electron-
Positron Collider (BEPC) at the Beijing Institute of
High Energy Physics. This reaction produces pp systems
with even C parity and, thus, probes states with different
quantum numbers than those studied in Refs. [1,2].

BESII is a large solid-angle magnetic spectrometer that
is described in detail in Ref. [11]. Charged particle mo-
menta are determined with a resolution of �p=p �
1:78%

������������������������������
1� p2�GeV2�

p
in a 40-layer cylindrical drift

chamber. Particle identification is accomplished by
specific ionization (dE=dx) measurements in the drift
chamber and time-of-flight (TOF) measurements in a
barrel-like array of 48 scintillation counters. The dE=dx
resolution is �dE=dx � 8:0%; the TOF resolution is
�TOF � 180 ps; both systems independently provide
more than 3� separation of protons from any other
charged particle species for the entire momentum range
considered in this experiment. Radially outside of the
time-of-flight counters is a 12-radiation-length barrel
022001-2
shower counter (BSC) comprised of gas proportional
tubes interleaved with lead sheets. The BSC measures
the energies and directions of photons with resolutions
of �E=E ’ 21%=

�����������������
E�GeV�

p
, �� � 7:9 mrad, and �z �

2:3 mrad. The iron flux return of the magnet is instru-
mented with three double layers of counters that are used
to identify muons.

For this analysis we use events with a high energy
gamma ray and two oppositely charged tracks each of
which is well fitted to a helix originating near the inter-
action point. Candidate �’s are associated with energy
clusters in the BSC that have less than 80% of their total
energy in any one readout layer and do not match the
extrapolated position of any charged track. Since antipro-
tons that stop in the material of the TOF or BSC can
produce annihilation products that are reconstructed
elsewhere in the detector as � rays, no restrictions are
placed on the total number of neutral clusters in the event.
We use charged tracks and �’s that are within the polar
angle region j cos�j< 0:8 and reject events where both
tracks are identified as muons, or produce high energy
showers in the BSC that are characteristic of electrons.
The dE=dx information is used to form particle identi-
fication confidence levels P i

pid, where i denotes �, K, and
p. We require that both charged tracks have P p

pid > PK
pid

and P p
pid > P�

pid. A study based on a kinematically se-
lected sample of J= ! K�
K ! K�K��0 events in-
dicates that the probability for a charged kaon to satisfy
this requirement is less than 1% per track.

We subject the surviving events to four-constraint kin-
ematic fits to the hypotheses J= ! �pp and J= !
�K�K�. For events with more than one �, we select the
� that has the highest fit confidence level (C.L.). We select
events that have fit confidence level C:L:�pp > 0:05 and
reject events that have C:L:�K�K� > C:L:�pp.

Figure 1 shows the pp invariant mass distribution for
surviving events. The distribution has a peak nearMpp �
2:98 GeV=c2 that is consistent in mass, width, and yield
with expectations for J= ! ��c, �c ! pp [12], a broad
enhancement around Mpp � 2:2 GeV=c2, and a narrow,
022001-2
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low-mass peak at the ppmass threshold that is the subject
of this Letter.

Backgrounds from processes involving charged par-
ticles that are not protons and antiprotons are negligibly
small. In addition to being well separated from other
charged particles by the dE=dx measurements and the
kinematic fit, the protons and antiprotons from the low
Mpp region stop in the TOF counters and, thus, have very
characteristic BSC responses: protons do not produce any
matching signals in the BSC while secondary particles
from antiproton annihilation usually produce large sig-
nals. This asymmetric behavior is quite distinct from that
for K�K�, ����, or e�e� pairs, where the positive and
negative tracks produce similar, nonzero BSC responses.
The observed BSC energy distributions for the selected
J= ! �pp events with Mpp � 1:9 GeV=c2 closely
match expectations for protons and antiprotons and
show no evidence for contamination from other particle
species.

There is, however, a large background from J= !
�0pp events with an asymmetric �0 ! �� decay where
one of the photons has most of the �0’s energy. This is
studied using a sample of J= ! �0pp decays recon-
structed from the same data sample. For these, we select
events with oppositely charged tracks that are identified
as protons and with two or more photons, apply a four-
constraint kinematic fit to the hypothesis J= ! ��pp,
and require C:L:��pp > 0:005. For events with more than
two �’s, we select the � pair that produces the best fit.
In the M�� distribution of the selected events there
is a distinct �0 signal; we require jM�� �M�0 j<
0:03 GeV=c2 (
 2�). The distribution of events vs
Mpp � 2mp near the Mpp � 2mp threshold, shown in
Fig. 2(a), is reasonably well described by a function of
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FIG. 2. The Mpp � 2mp distribution for (a) selected J= !
�0pp decays and (b) MC J= ! �0pp events that satisfy the
�pp selection criteria. The smooth curves are the result of fits
described in the text.
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the form fbkg�!� � N�!1=2 � a1!
3=2 � a2!

5=2�, where
! � Mpp � 2mp and the shape parameters a1 and a2
are determined from a fit to simulated Monte Carlo
(MC) events that were generated uniformly in phase
space. This is shown in the figure as a smooth curve.
There is no indication of a narrow peak at low pp invari-
ant masses. Monte Carlo simulations of other J= decay
processes with final-state pp pairs indicate that back-
grounds from processes other than J= ! �0pp are neg-
ligibly small.

TheMpp � 2mp distribution for the �0pp phase-space
MC events that pass the �pp selection is shown in
Fig. 2(b). There is no clustering at threshold; the smooth
curve is the result of a fit to fbkg�!� with the same shape
parameter values.

In BESII, the detection efficiency for protons and
antiprotons falls sharply for three momenta below
0:4 GeV=c. This produces a mass dependence in the
experimental acceptance near Mpp ’ 2mp for J= !
�pp and �0pp. For both processes, when Mpp is very
near 2mp, the p and p both have three momenta very near
0:5 GeV=c and are well detected. For increasing pp
masses, more asymmetric energy sharing is possible
and the acceptance decreases until Mpp ’ 2:0 GeV=c2,
where it is ’ 0:65 of its value at Mpp � 2mp.

Figure 3(a) shows the threshold region for the selected
J= ! �pp events. The dotted curve in the figure indi-
cates how the acceptance varies with invariant mass. The
solid curve shows the result of a fit using an acceptance-
weighted S-wave Breit-Wigner (BW) function [13] to
represent the low-mass enhancement plus fbkg�!� to
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ance varies with pp invariant mass. (b) The Mpp � 2mp
distribution with events weighted by q0=q.
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represent the background. The mass and width of the BW
signal function are allowed to vary and the shape pa-
rameters of fbkg�!� are fixed at the values derived from
the fit to the �0pp phase-space MC sample [14]. This fit
yields 928
 57 events [15] in the BW function with a
peak mass of M � 1859�3�10 MeV=c2 and a full width of
� � 0
 21 MeV=c2. Here the errors are statistical only:
those for the event yield and the width are derived from
the fit; the determination of the statistical errors for the
mass is discussed below. The fit confidence level is 46.2%
($2=d:o:f: � 56:3=56).

Monte Carlo studies indicate that in the presence of
background, the determination of the peak mass for a
below-threshold resonance is more unreliable the further
the peak position is below threshold. This produces an
asymmetric distribution of mass input values that can
produce our measured result. Moreover, the rms spread
of these values increases for lower input masses, indicat-
ing that the statistical error returned by our mass fit
underestimates the negative error. Because of this, we
quote statistical errors for the mass that are derived
from the rms spreads of fit results for an ensemble of
MC experiments with different input mass values.

Further evidence that the peak mass is below the 2mp
threshold is provided in Fig. 3(b), which shows the
Mpp � 2mp distribution when the kinematic threshold
behavior is removed by weighting each event by q0=q,
where q is the proton momentum in the pp rest frame and
q0 is the value for Mpp � 2 GeV=c2. The sharp and
monotonic increase at threshold that is observed in this
weighted histogram can occur only for an S-wave BW
function when the peak mass is below 2mp.

An S-wave pp system with even C parity would cor-
respond to a 0�� pseudoscalar state.We also tried to fit the
signal with a P-wave BW function, which would corre-
spond to a 0�� (30P) scalar state that occurs in some
models [6,8]. This fit yields a peak mass M � 1876:4

0:9 MeV=c2, which is very nearly equal to 2mp, and a
very narrow total width: � � 4:6
 1:8 MeV=c2 (statis-
tical errors only). The fit quality, $2=d:o:f: � 59:0=56, is
worse than that for the S-wave BW but still acceptable. A
fit with a D-wave BW fails badly with $2=d:o:f: �
1405=56.

In addition we tried fits that use known particle
resonances to represent the low-mass peak. There
are two spin-zero resonances listed in the Particle Data
Group (PDG) tables in this mass region [16]: the ��1760�
with M��1760� � 1760
 11 MeV=c2 and ���1760� � 60

16 MeV=c2, and the ��1800� with M��1800� �
1801
 13 MeV=c2 and ���1800� � 210
 15 MeV. A fit
with fbkg and an acceptance-weighted S-wave BW func-
tion with mass and width fixed at the PDG values for the
��1760� produces $2=d:o:f: � 323:4=58. A fit using a BW
with the ��1800� parameters is worse.

For both the scalar and pseudoscalar case, the polar
angle of the photon, ��, would be distributed according
022001-4
to 1� cos2��. Figure 4 shows the background-subtracted,
acceptance-corrected j cos��j distribution for events
with Mpp � 1:9 GeV and j cos��j � 0:8. Here we have
subtracted the j cos��0 j distribution from the �0pp data
sample, normalized to the area of fbkg�!� for Mpp <
1:9 GeV=c2 to account for background. The solid curve
shows the result of a fit for 1� cos2�� to the j cos��j<
0:8 region; the dashed line shows the result of a similar fit
to sin2��. Although the data are not precise enough to
establish a 1� cos2�� behavior, the distribution is con-
sistent with expectations for a radiative transition to a
pseudoscalar or scalar meson [17].

We evaluate systematic errors on the mass and width
from changes observed in the fitted values for fits with
different bin sizes, with background shape parameters left
as free parameters, different shapes for the acceptance
variation, and different resolutions. The ensemble Monte
Carlo studies mentioned above indicate that in the pres-
ence of background, the determination of the parameters
of a subthreshold BW resonance can be biased.We include
the range of differences between input and output values
seen in the MC study in the systematic errors.

For the mass, we determine a systematic error of
�5
�25 MeV=c2. For the total width, we determine a 90%
confidence level upper limit of �< 30 MeV=c2, where
the limit includes the systematic error.

Using a Monte Carlo determined acceptance of 23%,
we determine a product of branching fractions B�J= !
�X�B�X ! p &pp� � 7:0
 0:4�stat��1:9�0:8�syst� � 10�5,
where the systematic error includes uncertainties in the
acceptance (10%), the total number of J= decays in the
data sample (5%), and the effects of changing the various
inputs to the fit (�24%�2% ).

In summary, we observe a strong, near-threshold en-
hancement in the pp invariant mass distribution in the
radiative decay process J= ! �pp. No similar structure
is seen in J= ! �0pp decays. The structure has proper-
ties consistent with either a JPC � 0�� or 0�� quantum
number assignment and cannot be attributed to the effects
of any known meson resonance. If interpreted as a single
022001-4
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0�� resonance, its peak mass is below the Mpp � 2mp
threshold at 1859�3�10�stat�

�5
�25�syst� MeV=c2 and its width

is �< 30 MeV=c2 at the 90% C.L. These mass and width
values are close to those of the 1�� state discussed in
Ref. [1], which suggests that these states may be related. A
search for a state with these properties in radiative J= 
decays to mesonic final states is in progress.
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The decay  �2S� ! K0
SK

0
L is observed using  �2S� data collected with the Beijing Spectrometer at

the Beijing Electron-Positron Collider; the branching fraction is determined to be B� �2S� ! K0
SK

0
L� �

�5:24� 0:47� 0:48� � 10�5. Compared with J= ! K0
SK

0
L, the  �2S� branching fraction is enhanced

relative to the prediction of the perturbative QCD ‘‘12%’’ rule. The result, together with the branching
fractions of  �2S� decays to other pseudoscalar meson pairs (���� and K�K�), is used to investigate
the relative phase between the three-gluon and the one-photon annihilation amplitudes of  �2S� decays.
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FIG. 1 (color online). Scatter plot of ���� invariant mass
versus the decay length in the transverse plane for events with
���� momentum greater than 1:7 GeV=c for (a) data and
(b) Monte Carlo simulation.

P H Y S I C A L R E V I E W L E T T E R S week ending
6 FEBRUARY 2004VOLUME 92, NUMBER 5
It has been determined that for many two-body ex-
clusive J= decays, such as vector pseudoscalar (VP),
vector-vector, pseudoscalar-pseudoscalar (PP) meson de-
cays, and nucleon-antinucleon decays, the relative phases
between the three-gluon and the one-photon annihilation
amplitudes are near 90	 [1–6]. For  �2S� decays, the
available information about the phase is much more lim-
ited because there are fewer experimental measurements.
It has been argued that the relative phases in  �2S� decays
should be similar to those in J= decays [1,7], but the
analysis of  �2S� to VP decays in Ref. [1] indicates this
phase is likely to be around 180	. Another analysis of this
mode though shows the relative phase observed in J= 
decays could also fit these decays [8], but it could not rule
out the 180	 possibility due to the big uncertainties in the
experimental data. Therefore it is important to measure
phases in other  �2S� decay modes.

In  �2S� ! PP, the currently available measurements
on ���� and K�K� are from DASP (DESY double-arm
spectrometer) [9], with huge errors. These do not provide
enough information to extract the phase since there are
three free parameters in the parametrization of the PP
amplitudes [4,5,10]. The result for  �2S� ! K0

SK
0
L is also

needed to get the phase [11].
Furthermore, there is a long-standing ‘‘	� puzzle’’

between J= and  �2S� decays in some decay modes;
many  �2S� decay channels compared with the corre-
sponding J= decays are suppressed relative to the per-
turbative QCD (pQCD) predicted ‘‘12% rule’’ [12]. It is
of great interest to check this in more channels.

In this Letter, the decay  �2S� ! K0
SK

0
L is reported,

and its branching fraction is used to determine the phase
between the three-gluon and one-photon annihilation
amplitudes and to test the 12% rule between J= and
 �2S� decays. The data used for the analysis are taken
with the Beijing Spectrometer (BESII) detector at the
Beijing Electron-Positron Collider (BEPC) storage ring
at a center-of-mass energy corresponding to M �2S�. The
data sample contains a total of �14:0� 0:7� � 106  �2S�
decays, as determined from inclusive  �2S� hadronic
decays [13].

BESII is a conventional solenoidal magnet detector that
is described in detail in Refs. [14,15]. The subdetectors
relevant to this analysis are the main drift chamber
(MDC) and the barrel shower counter (BSC). MDC is a
40-layer drift chamber, which provides trajectory and
energy loss (dE=dx) information for charged tracks over
85% of the total solid angle. The momentum resolution is
�p=p � 0:017

���������������
1� p2

p
(p in GeV=c). The BSC is a 12 r.l.,

lead-gas electromagnetic calorimeter. It measures the
energies of electrons and photons over 
80% of the total
solid angle with an energy resolution of �E=E �
22%=

����
E
p

(E in GeV).
A Monte Carlo simulation is used for the determina-

tion of the detection efficiency. For the signal channel,
 �2S� ! K0

SK
0
L, the angular distribution of the K0

S or K0
L

052001-2
is generated as sin2�, where � is the polar angle in the
laboratory system. The K0

L is allowed to decay and inter-
act with the material in the detector, and for the K0

S, only
K0
S ! ���� is generated. The detector response is simu-

lated using a GEANT3 based Monte Carlo program.
Reasonable agreement between data and Monte Carlo
simulation has been observed in various channels tested,
including e�e� ! ���e�e�, e�e� ! �������, J= !
pp, and  �2S� ! ����J= ; J= ! ‘�‘� �‘ � e;��.

Candidate events are required to satisfy the following
selection criteria: (i) The number of charged tracks is
required to be two with net charge zero. (ii) Each track
should satisfy j cos�j< 0:8, where � is the polar angle in
the MDC, and should have a good helix fit so that the
error matrix from track fitting is available for secondary
vertex finding. (iii) Etot

� < 1:0 GeV, where Etot
� is the total

energy of the neutral clusters in the BSC which are not
associated with the charged tracks.

The two tracks are assumed to be �� and ��. To find
the intersection of the two tracks, an iterative, nonlinear
least squares technique is used. The intersection is taken
as the K0

S vertex, and the momentum of the K0
S is calcu-

lated at this point. Figure 1 shows a scatter plot of the
���� invariant mass versus the decay length in the
transverse plane (Lxy) for events that satisfy the above
selection criteria and have ���� momentum greater
than 1:7 GeV=c. The cluster of events with mass consis-
tent with the nominal K0

S mass and with a long decay
length indicates a clear K0

S signal. The lack of events at
Lxy > 0:1 m is due to the trigger, which is discussed later.

Fits of the ���� invariant mass distributions (not
shown) indicate good agreement between data and
Monte Carlo simulation in both mass and the mass reso-
lution. After requiring Lxy > 1 cm and ���� mass
within twice the mass resolution around the K0

S nominal
mass, the K0

S momentum distribution, shown in Fig. 2(a),
is obtained. In the plot, there is a clear peak at around
1:77 GeV=c with low background, as indicated by the K0

S
mass sideband (3� away from the K0

S nominal mass on
both sides) events. The excess at lower momentum, which
052001-2



TABLE I. Summary of systematic errors.

Source Systematic errors (%)

MC statistics 1.2
Trigger efficiency 2.4

Secondary vertex finding 4.1
Etot
� < 1:0 GeV 2

MDC tracking 4
Fit range 2.4

Background shape 3.0
N �2S� 5

B�K0
S ! ����� 0.4

Total systematic error 9.2
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FIG. 2 (color online). The K0
S momentum distributions for

data at the  �2S� peak (a) and at
���
s
p
� 3:65 GeV (b). The dots

with error bars are data and the curves shown in the plots are
the best fit of the data. For (a), the dark shaded histogram is
from K0

S mass sideband events, and the light shaded histogram
is from the Monte Carlo simulated backgrounds. For (b), the
shaded histogram is for K0

S mass sideband events, while the
dotted histogram is the expected shape of a K0

SK
0
L signal as

determined by Monte Carlo simulation (not normalized).
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is not explained by the sideband background, is due to
the contribution of the background channels with K0

S
production.

The main K0
S production backgrounds near the signal

region are from  �2S� ! K0�892�K0 � c:c: and  �2S� !
��c1; �c1 ! K0�892�K0 � c:c:, where the K0 decays
into K0 and �0 and one of the K0s becomes a K0

S and
the other one becomes a K0

L. The background from
 �2S� ! ��cJ�J � 0; 2�; �cJ ! K0

SK
0
S, where one of the

K0
S decays into ���� and the other decays into �0�0, is

removed almost entirely (more than 95%) by the Etot
�

requirement, according to the Monte Carlo simulation.
The decay  �2S� ! J= � X with J= decaying into
K0
SX has a big branching fraction, but the K0

S momentum
is much lower. The decays �c0 and �c2 ! K0

SK
0
L violate

CP conservation, and �c1 ! K0
SK

0
L violates parity con-

servation, so they do not contribute to the background.
The light shaded histogram in Fig. 2(a) shows the con-
tribution of the background channels normalized to the
known branching fractions [16,17]. It can be seen that the
agreement between the background estimation and data is
good near the K0

SK
0
L peak, indicating that the estimation

of the background under the K0
SK

0
L peak is reliable.

Under SU(3) symmetry, K0
SK

0
L production via virtual

photon annihilation is forbidden. This is checked by
applying the same selection criteria to the data sample
taken below the  �2S� peak, at

���
s
p
� 3:650 GeV, with an

integrated luminosity of about one-third of that at the
 �2S� peak. Figure 2(b) shows the K0

S momentum spec-
trum of the selected events; the events in the signal region
052001-3
agree well with expectation from the K0
S mass sideband

events. Taking all four candidates with momentum be-
tween 1.7 and 1:9 GeV=c as signal, the upper limit of the
production cross section at the 90% C.L. is measured to be
�< 5:9 pb. The background from the continuum contri-
bution is thus neglected in the following analysis since no
evidence for K0

SK
0
L production via the virtual photon

process is observed.
The K0

S momentum spectrum of the selected events
is fitted from 1.45 to 2:0 GeV=c with a Gaussian distri-
bution for the signal and an exponential for the back-
ground using the unbinned maximum likelihood method.
The result is shown in Fig. 2(a). The backgrounds from
the K0

S mass sidebands and the simulated background
channels are also shown, and they agree with the fitted
background reasonably well near the signal region, con-
sidering the uncertainties in the global normalization of
the background channels. The peak K0

S momentum is
�1775:0� 3:3� MeV=c, which is in good agreement
with the Monte Carlo expectation for  �2S� ! K0

SK
0
L.

The momentum resolution also agrees well with the
Monte Carlo (MC) simulation. The fit yields nobs �
156� 14 events, and the efficiency for detecting �2S� !
K0
SK

0
L, withK0

S ! ���� is "MC � �41:59� 0:48�% from
the Monte Carlo simulation, where the error is due to the
limited statistics of the Monte Carlo sample. The statis-
tical significance of the signal is 13:7� obtained by
comparing fits with signal and with no signal.

Because of the long decay length of the high momen-
tum K0

S particles and the trigger requirement for hits in
the vertex chamber (VC), the trigger efficiency of K0

SK
0
L

events is very different than for normal hadronic events.
Since the trigger system is not included in the Monte
Carlo simulation, the trigger efficiency is measured using
K0
SK

0
L events by comparing the number of events beyond

and within the outer radius of theVC with what would be
expected for an exponential decay, which yields a trigger
efficiency of "trig � �76:0� 1:8�%. The systematic errors
in the branching fraction measurement from this source
and all other sources are listed in Table I.
052001-3
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The efficiency of the secondary vertex finding, "2nd, is
studied using J= ! K�892�K � c:c: events. It is found
that the Monte Carlo simulates data fairly well.
Extrapolating the difference between data and Monte
Carlo simulation to the K0

S momentum range under study
and correcting by the polar angle dependence of the
efficiency, a correction factor of �98:1� 4:0�% is ob-
tained to the Monte Carlo efficiency.

The effect of the requirement on the total energy of the
photon candidates is checked with J= ! K0

SK
0
L events.

The efficiency is very high (>90%), and the efficiency
difference between data and Monte Carlo simulation is
measured to be 0:99� 0:01; data are slightly lower than
Monte Carlo simulation. No correction to the final effi-
ciency is made, and 2% is taken as the systematic error on
the efficiency associated with this requirement.

The simulation of the tracking efficiency agrees with
data to within 1%–2% for each charged track as measured
using channels like J= ! �� and  �2S� ! ����J= ,
J= ! ����. The systematic error for the channel of
interest is taken conservatively as 4%.

The Monte Carlo simulated mass resolution and mo-
mentum resolution of the K0

S agree with those determined
from data within the statistical uncertainties. The require-
ment that the K0

S mass be within 2 standard deviations
introduces a very small systematic bias and is neglected.

Varying the lower and upper bounds of the fitting range
results in a 2.4% change in the number of the events; using
a second order polynomial for the background parame-
trization causes a 3% change in the number of events.
These are taken as systematic errors. The systematic error
in the total number of  �2S� events, N �2S�, which is
measured using inclusive hadrons in the same way as in
Ref. [13], is taken as 5%. The systematic error on the
branching fraction B�K0

S ! ����� is obtained from
Ref. [17] directly.

Figure 3 shows the cosine of the K0
S polar angle for

K0
SK

0
L events from  �2S� decays; agreement between data

and Monte Carlo simulation is observed. This distribution
0

5
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15

−1 −0.5 0 0.5 1
cosθ

E
nt

rie
s/

0.
1

FIG. 3 (color online). Distribution of the cosine of the K0
S

polar angle of K0
SK

0
L events from  �2S� decays. Dots with error

bars are data, and the histogram is the Monte Carlo simulation.

052001-4
is also checked with a larger sample from J= ! K0
SK

0
L,

where the Monte Carlo simulation agrees with data very
well. This indicates that the angular distribution used in
the Monte Carlo generator is correct.

The branching fraction of  �2S� ! K0
SK

0
L is calcu-

lated with

B� �2S� ! K0
SK

0
L� �

nobs=�"MC � "trig � "2nd�

N �2S�B�K
0
S ! �����

:

Using numbers from above (listed in Table II), one
obtains

B� �2S� ! K0
SK

0
L� � �5:24� 0:47� 0:48� � 10�5;

where the first error is statistical and the second
systematic.

Comparing with the corresponding branching fraction
for J= ! K0

SK
0
L from BESII [�1:82� 0:14� � 10�4]

[18], one gets

Qh �
B� �2S� ! K0

SK
0
L�

B�J= ! K0
SK

0
L�
� �28:8� 3:7�%;

where the common errors in the J= and  �2S� analyses
are removed in the calculation. The result indicates that
 �2S� decays are enhanced by more than 4� relative to
the 12% rule expected from pQCD, while for almost all
other channels where the deviations from the 12% rule are
observed,  �2S� decays are suppressed.

The branching fraction of K0
SK

0
L, together with branch-

ing fractions of  �2S� ! ���� and  �2S� ! K�K�, can
be used to extract the relative phase between the three-
gluon and the one-photon annihilation amplitudes of the
 �2S� decays to pseudoscalar meson pairs. It is found that
a relative phase of ��82� 29�	 or ��121� 27�	 can
explain the experimental results [11], where the errors
are from the uncertainties of B� �2S� ! K0

SK
0
L� in this

analysis and ���� form factor and B� �2S� ! K�K��
used in Ref. [11].

In summary, the flavor-SU(3)-breaking decay to K0
SK

0
L

is observed in  �2S� decays with the BESII  �2S� data
sample, and the branching fraction is determined to be
B� �2S� ! K0

SK
0
L� � �5:24� 0:47� 0:48� � 10�5.
TABLE II. Numbers used in the branching fraction calcula-
tion and the branching fraction result.

Quantity Value

nobs 156� 14
"MC (%) 41:59� 0:48
"trig (%) 76:0� 1:8
"2nd (%) 98:1� 4:0
N �2S��106� 14:0� 0:7

B�K0
S ! ����� 0:6860� 0:0027 [17]

B� �2S� ! K0
SK

0
L��10�5� 5:24� 0:47� 0:48

052001-4
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Compared with the branching fraction of J= ! K0
SK

0
L,

 �2S� decays are enhanced relative to the ‘‘12%’’ pQCD
prediction. The phases of the three-gluon and the one-
photon annihilation amplitudes of  �2S� decays to pseu-
doscalar meson pairs are found to be nearly orthogonal.
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Abstract

Evidence ofψ(3770) decays to a non-DD̄ final state is observed. A total of 11.8± 4.8± 1.3 ψ(3770) → J/ψπ+π− events
are obtained from a data sample of 27.7 pb−1 taken at center-of-mass energies around 3.773 GeV using the BES-II dete
the BEPC. The branching fraction is determined to be BF(ψ(3770) → J/ψπ+π−) = (0.34± 0.14± 0.09)%, corresponding
to the partial width ofΓ (ψ(3770) → J/ψπ+π−) = (80± 33± 23) keV.
 2004 Elsevier B.V. All rights reserved.
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1. Introduction

The ψ(3770) resonance is believed to be a m
ture of the 13D1 and 23S1 states of thecc̄ system[1].
Since its mass is above the open charm-pair thr
old and its width is two orders of magnitude larg
than that of theψ(2S), it is thought to decay almos
entirely to pureDD̄ [2]. However, Lipkin pointed
out that theψ(3770) could decay to non-DD̄ final
states with a large branching fraction[3]. There are
theoretical calculations[4–7] that estimate the par
tial width for Γ (ψ(3770) → J/ψπ+π−) based on
the multipole expansion in QCD. Recently Kuang[7]
used the Chen–Kuang potential model to obtai
partial width for ψ(3770) → J/ψππ in the range

E-mail address:rongg@mail.ihep.ac.cn(G. Rong).
1 Visiting professor to University of Michigan, Ann Arbor, M

48109, USA.
from 37 to 170 keV, corresponding to 25 to 113 k
for ψ(3770) → J/ψπ+π− from isospin symmetry
In this Letter, we report evidence forψ(3770) →
J/ψπ+π− based on a data sample of 27.7 pb−1 taken
in the center-of-mass (c.m.) energy region from 3.7
to 3.885 GeV using the upgraded Beijing spectrom
ter (BES-II) at the Beijing electron–positron collide
(BEPC).

2. The BES-II detector

The BES-II is a conventional cylindrical magne
detector that is described in detail in Ref.[8]. A 12-
layer vertex chamber (VC) surrounding the berylliu
beam pipe provides input to the event trigger, as w
as coordinate information. A forty-layer main dr
chamber (MDC) located just outside the VC yiel
precise measurements of charged particle trajectorie

mailto:rongg@mail.ihep.ac.cn
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with a solid angle coverage of 85% of 4π ; it also pro-
vides ionization energy loss (dE/dx) measurement
which are used for particle identification. Momentu
resolution of 1.7%

√
1+ p2 (p in GeV/c) anddE/dx

resolution of 8.5% for Bhabha scattering electrons
obtained for the data taken at

√
s = 3.773 GeV. An ar-

ray of 48 scintillation counters surrounding the MD
measures the time of flight (TOF) of charged partic
with a resolution of about 180 ps for electrons. Outs
the TOF, a 12 radiation length, lead-gas barrel sho
counter (BSC), operating in limited streamer mo
measures the energies of electrons and photons
80% of the total solid angle with an energy resolut
of σE/E = 0.22/

√
E (E in GeV) and spatial resolu

tions ofσφ = 7.9 mrad andσZ = 2.3 cm for electrons
A solenoidal magnet outside the BSC provides a 0.
magnetic field in the central tracking region of the d
tector. Three double-layer muon counters instrum
the magnet flux return and serve to identify muo
with momentum greater than 500 MeV/c. They cover
68% of the total solid angle.

3. Data analysis

3.1. Monte Carlo simulation

To understand the main source of backgrou
in the study of the decayψ(3770) → J/ψπ+π−,
we developed a Monte Carlo generator. The Mo
Carlo simulation includes the initial state radiati
(ISR) at one-loop order, in which the actual cent
of-mass energies after ISR are generated accor
to Ref. [9]. The ψ(2S) and ψ(3770) are generated
using energy dependent Breit–Wigner functions
cording to Eq. (38.53) of Ref.[10] in which the ratio
of Γel(s)/Γtot(s) = Γψ(2S)→e+e−/Γtot and the branch
ing fraction of ψ(2S) → J/ψπ+π− in the formula
are assumed to be constant. The beam energy sp
(σEbeam = 1.37 MeV) is taken into account in the sim
ulation. Since there is no unique description and so
tion for the low energyππ production amplitude[11],
the correction of the decay rate due to theππ produc-
tion amplitude is neglected in the making of the ev
generator. However, the effect of the variations in
correction to the decay rate on the estimated numb
ψ(2S) → J/ψπ+π− is considered in the final back
ground subtraction in Section3.5. Fig. 1 shows the
r

d

distribution ofJ/ψπ+π− events withJ/ψ → l+l−
(l = e or µ) as a function of the actual energy r
maining after initial state photon radiation, whic
is determined by our Monte Carlo generator, wh
the branching fraction forψ(3770) → J/ψπ+π− is
set to be 0.35%, while the branching fractions
ψ(2S) → J/ψπ+π− and J/ψ → l+l− are taken
from the Particle Data Group (PDG)[10].

There are two peaks which are around 3.686
3.773 GeV inFig. 1, where theJ/ψπ+π− events
from the ψ(2S) decay are given by the dotted hi
togram, while the events from theψ(3770) decay are
given by the solid histogram. There are two com
nents in the higher mass peak. One is fromψ(3770)
production, and the another is fromψ(2S) production
which is due to the tail ofψ(2S) Breit–Wigner func-
tion. This type ofψ(2S) production (called type B o
ψ(2S) in this Letter) is indicated by the dotted hi
togram around 3.773 GeV. TheJ/ψπ+π− events in
the lower mass peak are produced around the pea
the ψ(2S) Breit–Wigner function (called type A o
ψ(2S) in this Letter), and are due to ISR energy

Fig. 1. The numbers ofψ(3770) → J/ψπ+π− (solid line) and
ψ(2S) → J/ψπ+π− (dotted line) as a function of the actual e
ergy remaining after ISR, whereJ/ψ is set to decay tol+l− ; the
events are generated with the Monte Carlo generator at the c.m
ergies at which the data were collected from 3.738 to 3.885 G
The insert on the right-top shows the distribution of the energ
which ψ(2S) → J/ψπ+π− events are produced.
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turn to theψ(2S) peak. The “type B” ofψ(2S) is the
main source of background events in the experim
tal study of the decayψ(3770) → J/ψπ+π−. This
background event has the same topology as that a
decay ofψ(3770) → J/ψπ+π−. To get the numbe
of ψ(3770) → J/ψπ+π− signal events, the numbe
of the background events ofψ(2S) → J/ψπ+π− has
to be subtracted from the observed candidate ev
of J/ψπ+π− based on analyzing the Monte Car
events.

In the energy region from 3.738 to 3.885 GeV
Fig. 1, there are 1724ψ(3770) → J/ψπ+π− events
and 747ψ(2S) → J/ψπ+π− events. The generate
events as shown inFig. 1 are put through the ful
detector simulation based on the GEANT simulat
package. The fully simulated events are used for st
of the main background.

3.2. Events selection

To search for the decay ofψ(3770) → J/ψπ+π−,
J/ψ → e+e− or µ+µ−, µ+µ−π+π− and
e+e−π+π− candidate events are selected. These
required to have four charged tracks with zero to
charge. Each track is required to have a good h
fit, to be consistent with originating from the prima
event vertex, and to satisfy|cosθ | < 0.85, whereθ is
the polar angle.

Pions and leptons must satisfy particle identifi
tion requirements. For pions, the combined confide
level (CL), calculated for theπ hypothesis using th
dE/dx and TOF measurements, is required to
greater than 0.1%. In order to reduceγ conversion
background, in which thee+ ande− from a converted
γ are misidentified asπ+ andπ−, an opening angle
cut, θπ+π− > 20◦, is imposed. For electron identifica
tion, the combined confidence level, calculated for
e hypothesis using thedE/dx, TOF and BSC mea
surements, is required to be greater than 1%, and
ratio CLe/(CLe + CLµ + CLπ + CLK) is required
to be greater than 0.7. If a charged track hits the m
counter, and thez and rφ positions of the hit match
with the extrapolated positions of the reconstruc
MDC track, the charged track is identified as a muo

The candidate events ofe+e−π+π− or
µ+µ−π+π− satisfying the above selection criter
are further analyzed by using two different analy
methods to be discussed in Sections3.3 and 3.4.
3.3. Analysis of theπ+π− recoil mass

The mass recoiling against theπ+π− system is cal-
culated using

MREC
(
π+π−) =

√
(Ecm − Eπ+π−)2 − | �Pπ+π−|2,

whereEcm is the c.m. energy,Eπ+π− and �Pπ+π− are
the total energy and momentum of theπ+π− system,
respectively.

Fig. 2shows the distribution of the masses recoil
against theπ+π− system for candidate events with t
tal energy within±2.5σEπ+π−l+l− of the nominal c.m.
energy at which the events were obtained and w
a dilepton invariant mass within±150 MeV of the
J/ψ mass, whereσEπ+π−l+ l− is the standard deviatio
of the distribution of the energy of theπ+π−l+l−.
Two peaks are observed. The higher one is from
“type A” of ψ(2S) events produced by radiative retu
to the peak of theψ(2S), while the small enhance
ment around 3.1 GeV is mostly fromψ(3770) decays,
but also contains the contamination of the “type
of ψ(2S) decays. This is confirmed by analyzin
the Monte Carlo sample generated with the Mo
Carlo generator as mentioned before.Fig. 3shows the

Fig. 2. The distribution of the masses recoiling from theπ+π− sys-
tem forl+l−π+π− events; the insert on the left-top shows the m
distribution in a local region around 3.1 GeV; the curves give
best fit to the recoil mass spectrum, see text.
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Fig. 3. The distribution of the masses recoiling fromπ+π−
for the Monte Carlo events ofψ(2S) → J/ψπ+π− and
ψ(3770) → J/ψπ+π− with J/ψ → l+l−; these events are gene
ated with the Monte Carlo generator; where the error bars repre
the sum total of the two components, while the histogram is
the ψ(2S) → J/ψπ+π− from both the “type A” and “type B”
of ψ(2S); the curves give the best fits to the recoil mass spect
from the Monte Carloψ(2S) → J/ψπ+π− events only; the inser
on the left-top shows the mass distribution in a local region aro
3.1 GeV; here two components from theψ(3770) → J/ψπ+π−
and the “type B” ofψ(2S) → J/ψπ+π− are clearly seen.

same distribution from analysis of the Monte Ca
events forψ(2S) and ψ(3770) production and de
cays toJ/ψπ+π− with J/ψ → l+l− final states. The
Monte Carlo events are generated at the c.m. e
gies at which the data were collected. The size of
Monte Carlo sample is twenty times larger than
data. There are also two peaks; the higher one is f
the “type A” of ψ(2S) events; the small enhanceme
around 3.1 GeV consist of two components. One
from the “type B” ofψ(2S) event production and de
cays as shown by the solid line histogram; the ot
one is fromψ(3770) production and decays whic
come from the events as shown by the solid histog
in Fig. 1. The error bars inFig. 3are based on the tota
number of observed events ofψ(3770) → J/ψπ+π−
and ψ(2S) → J/ψπ+π−. The differences betwee
the error bars and the histogram as shown aro
3.1 GeV correspond toψ(3770) production and de
cay toJ/ψπ+π−.

Monte Carlo studies show that the distributions
the masses recoiling from theπ+π− system for the
Table 1
Summary of the fitted results of the data and the Monte Carlo sam
in Figs. 2 and 3

Figures Peak Mass [MeV] σM [MeV]

Fig. 2 Peak1 3097.8± 3.0 9.9± 2.4
Peak2 3182.4± 1.8 23.3± 2.8
Peak3 3182.5± 0.6 7.6± 0.7

Fig. 3 Peak1 3099.4± 1.3 13.1± 2.9
Peak2 3180.8± 0.4 22.4± 0.7
Peak3 3185.0± 0.2 7.4± 0.2

“type A” of ψ(2S) events can be described by tw
Gaussian functions. One Gaussian function is for
“type A” of ψ(2S) production from the events fo
which the nominal c.m. energy is set at 3.773 G
and the other one is from the events for which
nominal c.m. energies are set off 3.773 GeV. U
ing triple Gaussian functions, one of which describ
the peak near theJ/ψ mass and two of which rep
resent the second and the third peaks of the ev
from the “type A” of ψ(2S), and a first order poly
nomial to represent the background to fit the m
distributions as shown by the solid histograms for b
the data (Fig. 2) and the Monte Carlo (Fig. 3) sam-
ple, we obtain a total of 25.5 ± 5.9 J/ψ → l+l−
signal events from both theψ(3770) → J/ψπ+π−
and the “type B” ofψ(2S) → J/ψπ+π− events and
220.5±26.0 “type B” of ψ(2S) → J/ψπ+π− events,
respectively. The curves give the best fits to the d
and the Monte Carlo sample. The fitted peak positi
and standard deviations of the Gaussian functions u
for the fits inFigs. 2 and 3are listed inTable 1.

3.4. Kinematic fit

In order to reduce background and improve m
mentum resolution, candidate events are subjecte
four-constraint kinematic fits to either thee+e− →
µ+µ−π+π− or the e+e− → e+e−π+π− hypothe-
sis. Events with a confidence level greater than
are accepted.Fig. 4 shows the dilepton masses det
mined from the fitted lepton momenta of the accepte
events. There are clearly two peaks. The lower m
peak is mostly due toψ(3770) → J/ψπ+π−, while
the higher one is due to the “type A” ofψ(2S) →
J/ψπ+π−. Since the higher mass peak is produc
by the radiative return to theψ(2S) peak, its en-
ergy will be approximately 3.686 GeV, while th
c.m. energy is set to the nominal energy in the ki
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Fig. 4. The distribution of the fitted dilepton masses for
events ofl+l−π+π− from the data; the hatched histogram is f
µ+µ−π+π−, while the open one is fore+e−π+π−; the curves
give the best fit to the data.

matic fitting. Therefore, the dilepton masses calcula
based on the fitted lepton momenta fromψ(2S) →
J/ψπ+π−, J/ψ → l+l− are shifted upward to abou
3.18 GeV.

A maximum likelihood fit to the mass distributio
in Fig. 4, using three Gaussian functions to descr
the mass distribution of thel+l−π+π+ combinations
and a first order polynomial to represent the bro
background as used to fit theπ+π− recoil mass dis-
tributions inFigs. 2 and 3, yields aJ/ψ mass value o
3097.8± 3.0 MeV and a signal of 17.8± 4.8 J/ψ →
l+l− events. The curves give the best fit to the data

As discussed in Section3.3, there is a contribu
tion from the “type B” ofψ(2S) → J/ψπ+π− that
can pass the event selection criteria and can lea
an accumulation of the recoil masses of theπ+π−
and/or the fitted dilepton masses around 3.097 G
This is the main source of background toψ(3770) →
J/ψπ+π−. Fig. 5 shows the distribution of the fit
ted dilepton masses of the Monte Carlo events
ψ(3770) → J/ψπ+π− and ψ(2S) → J/ψπ+π−
with J/ψ → l+l− as shown inFig. 1. Here the
histogram shows the dilepton mass distribution
ψ(2S) → J/ψπ+π− only. The higher mass peak
due to the “type A” ofψ(2S) → J/ψπ+π− events,
Fig. 5. The distribution of the fitted dilepton masses
the events of l+l−π+π− from the Monte Carlo sample o
ψ(3770) → J/ψπ+π− andψ(2S) → J/ψπ+π− which are gen-
erated with the Monte Carlo generator (see Section3.1); the his-
togram is forψ(2S) → J/ψπ+π−, while the error bars are th
sum ofψ(3770) → J/ψπ+π− andψ(2S) → J/ψπ+π−, where
theJ/ψ is set to decay tol+l− .

and the lower one is from the “type B” ofψ(2S) →
J/ψπ+π− events. The error bars show the sum
tal of the observed events ofψ(2S) → J/ψπ+π−
andψ(3770) → J/ψπ+π−. The differences betwee
the error bars and the histogram correspond to
observed events ofψ(3770) → J/ψπ+π−. Fitting
the mass distribution for theψ(2S) events only (his-
togram) with the same triple Gaussian functions
mentioned before yields 119± 12.1 J/ψ events from
the “type B” ofψ(2S) → J/ψπ+π− decays.

3.5. Other background and background subtractio

3.5.1. Other background
Some physics processes, such as two-photon ev

e+e− → e+e−µ+µ− (where the slow muons ar
misidentified as pions) ande+e− → e+e−π+π−,
e+e− → τ+τ− and e+e− → DD̄ could be source
of background.

To check if there are some background conta
nations in the observedJ/ψπ+π− events due to the
possible sources of background, we generated 1× 105
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two-photon Monte Carlo events (which is about
times larger than the data), 6× 105 e+e− → hadrons
Monte Carlo events (which is about 1.6 times larg
than the data), and 2.3 × 106 e+e− → DD̄ Monte
Carlo events (which is about 13 times larger th
the data), where theD and D̄ mesons are set to de
cay to all possible final states according to the de
modes and branching fractions quoted from PDG[10].
These Monte Carlo events are fully simulated with
GEANT-based simulation package. None of the sim
ulated possible background events were misidenti
asJ/ψπ+π− events.

The candidateJ/ψπ+π− events could also be pro
duced in the continuum process, such ase+e− →
l+l−π+π− and e+e− → τ+τ−, and satisfy the se
lection criteria. From analyzing a sample of 6.6 pb−1

taken at 3.65 GeV with the BES-II detector, a sa
ple of 5.1 pb−1 taken in the energy region from
3.544 to 3.600 GeV and a sample of 22.3 pb−1 taken
at 4.03 GeV with the BES-I detector, no significa
J/ψπ+π−, J/ψ → l+l− events are observed.Fig. 6
shows the distribution of the fitted dilepton masses
the events ofl+l−π+π− which satisfy the selectio
criteria; these events are from the data taken with
BES-I detector at 4.03 GeV. The distribution of the
ted dilepton masses is flat, which is consistent with
background distribution. Hence the continuum ba
ground is negligible.

3.5.2. Number of background
After normalizing to the total luminosity of th

data set, we estimate that there are 11.0 ± 1.3 ± 2.4
background events from the “type B” ofψ(2S) →
J/ψπ+π− in the 25.5 ± 5.9 J/ψ → l+l− signal
events obtained by fitting to theπ+π− recoil mass
distribution ofFig. 2 and 6.0± 0.5 ± 1.3 background
events from the “type B” ofψ(2S) → J/ψπ+π− in
the 17.8± 4.8 J/ψ → l+l− signal events obtained b
fitting to the fitted dilepton mass distribution ofFig. 4,
where the first errors are statistical and the sec
are systematic. The later arise from the uncertain
(±1.1) and (±0.6) in theψ(2S) resonance paramete
and the uncertainties (±2.2) and (±1.2) coming from
the ambiguities of the knowledge of the low ener
ππ production amplitude inψ(2S) → J/ψπ+π−.
The two terms correspond to the uncertainty on
production amplitude predicted by different theore
cal models[11] for analyzing theπ+π− recoil mass
Fig. 6. The distribution of the dilepton masses of the events
l+l−π+π− from the data taken at 4.03 GeV with the BES-I at t
BEPC.

spectrum and the fitted dilepton mass spectrum,
spectively. The theoretical models are based on
PCAC and current algebra or chiral perturbative t
ory predictions in which the variousπ+π− rescatering
corrections are taken into account to get better un
ity behavior at higher energy.

3.6. Number of signal eventsψ(3770) → J/ψπ+π−

The probability that the 17.8 events observed
due to a fluctuation of the 6.0 ± 0.5 ± 1.3 events is
1.1×10−3. After subtracting the numbers of the bac
ground events, 14.5± 6.4± 2.4 and 11.8± 4.8± 1.3
signal events ofψ(3770) → J/ψπ+π− are retained
from analyzing the recoil masses ofπ+π− (seeFig. 2)
and the fitted dilepton masses (seeFig. 4) of the events
l+l−π+π−, respectively.

In this analysis, the possible interference betw
theψ(2S) background and theψ(3770) signal is ne-
glected since the decay wave functions ofψ(3770)
and ψ(2S) are orthogonal[6]. The BES detector is
symmetric enough in the spatial direction and ther
no bias for the event selections about the momen
direction of the particles. Therefore the interferen
terms cancel after integrating over the pion momen

To test whether there is any bias in the kinema
fit, we examine theπ+π− recoil mass distribution



70 BES Collaboration / Physics Letters B 605 (2005) 63–71

t pas
for

nts.
re-

en-
are

me

d

nd
for

rgy

tion

le in

otal

t is

r

c-

and
of
to

r
oss

nts

u-
ies

av-
Fig. 7. The distribution of the masses recoiling against theπ+π−
system calculated using the measured momenta for events tha
the kinematic fit requirement, where the hatched histogram is
events ofµ+µ−π+π− and the open one is fore+e−π+π−.

for the events passing the kinematic fit requireme
Fig. 7shows the recoil mass distribution, where the
coil masses are calculated as mentioned in Section3.3,
but the events are not required to satisfy the total
ergy cut and dilepton invariant mass cut. There
also two peaks, similar to those inFig. 4, observed
clearly. Fitting to the mass spectrum with the sa
functions as described above yields aJ/ψ mass value
of 3100.1±3.8 MeV and a signal of 17.2±5.0 events,
consistent with the 17.8 ± 4.8 signal events obtaine
by fitting to the dilepton mass distribution inFig. 4.

Table 2summarizes the fitted peak positions a
standard deviations of the Gaussian functions used
the fits inFigs. 4, 5 and 7.

3.7. The number ofψ(3770) produced

The total number ofψ(3770) events is obtained
from our measured luminosities at each c.m. ene
and from calculated cross sections forψ(3770) pro-
duction at these energies. The Born level cross sec
at energyE is given by

σB
ψ(3770)(E) = 12πΓeeΓtot(E)

(E2 − M2)2 + M2Γ 2
tot(E)

,

s

Table 2
Summary of the fitted results of the data and Monte Carlo samp
Figs. 4, 5 and 7

Figures Peak Mass [MeV] σM [MeV]

Fig. 4 Peak1 3097.8± 3.0 9.9± 2.4
Peak2 3173.1± 5.5 24.8± 5.7
Peak3 3180.9± 2.4 9.3 (fixed)

Fig. 5 Peak1 3098.8± 0.7 9.1± 0.5
Peak2 3169.2± 0.7 22.2± 0.5
Peak3 3181.8± 0.2 9.3 (fixed)

Fig. 7 Peak1 3100.1± 3.8 13.2± 3.5
Peak2 3177.1± 3.9 19.6 (fixed)
Peak3 3185.4 (fixed) 7.0 (fixed)

where theψ(3770) resonance parameters,Γee andM,
are taken from the PDG[10] and Γtot(E) is chosen
to be energy dependent and normalized to the t
width Γtot at the peak of the resonance[10,12,13].
In order to obtain the observed cross section, i
necessary to correct for ISR. The observedψ(3770)
cross section,σ obs

ψ(3770)(snom), is reduced by a facto

g(snom) = σ obs
ψ(3770)(snom)/σB

ψ(3770)(snom), wheresnom

is the c.m. energy squared andσB
ψ(3770)(snom) is the

Born cross section. The ISR correction forψ(3770)
production is calculated using a Breit–Wigner fun
tion and the radiative photon energy spectrum[9,13].
With the calculated cross sections forψ(3770) pro-
duction at each energy point around 3.773 GeV
the corresponding luminosities, the total number
ψ(3770) events in the data sample is determined
be N

prod
ψ(3770) = (1.85± 0.37) × 105, where the erro

is mainly due to the uncertainty in the observed cr
section forψ(3770) production.

4. Result

4.1. Monte Carlo efficiency

The efficiencies for reconstruction of the eve
of ψ(3770) → J/ψπ+π− with J/ψ → e+e− and
J/ψ → µ+µ− are estimated by Monte Carlo sim
lation. Monte Carlo study shows that the efficienc
are εψ(3770)→J/ψπ+π−,J/ψ→e+e− = 0.146 ± 0.003
and εψ(3770)→J/ψπ+π−,J/ψ→µ+µ− = 0.174± 0.003,
where the errors are statistical. These give the
eraged efficiency for detection ofJ/ψ → e+e− and



BES Collaboration / Physics Letters B 605 (2005) 63–71 71

ing

ys-
m-
y
k-

rac-
-

r of

ys-
red
in

un-

r of

n.

ve,

of

of

ir
ting
dge
-Ta

y
un-
25,

ract
der
o-
2,
a-
);

act

39

40

ds

.
92

3

J/ψ → µ+µ− events to be

εψ(3770)→J/ψπ+π−,J/ψ→l+l− = 0.160± 0.002.

4.2. Branching fraction and partial width

Using these numbers and the known branch
fractions for J/ψ → e+e− and µ+µ− [10], the
branching fraction for the non-DD̄ decayψ(3770) →
J/ψπ+π− is measured to be

BF
(
ψ(3770) → J/ψπ+π−)

= (0.338± 0.143± 0.086)%,

where the first error is statistical and the second s
tematic arising from the uncertainties in the total nu
ber of ψ(3770) produced (20%), tracking efficienc
(2.0% per track), particle identification (2.2%), bac
ground shape (6%),ψ(2S) → J/ψπ+π− background
subtraction (12%) and the averaged branching f
tion for J/ψ → l+l− (1.2%). Adding these uncertain
ties in quadrature yields the total systematic erro
25.5%.

UsingΓtot from the PDG[10], this branching frac-
tion corresponds to a partial width of

Γ
(
ψ(3770) → J/ψπ+π−) = (80± 33± 23) keV,

where the first error is statistical and the second s
tematic. The systematic uncertainty in the measu
partial width arises from the systematic uncertainty
the measured branching fraction (25.5%) and the
certainty in the total width ofψ(3770) (11.5%)[10].

As a consistency check, we can use the numbe
signal eventsψ(3770) → J/ψπ+π− obtained from
analyzing the recoil masses of theπ+π− from the
eventsl+l−π+π− to calculate the branching fractio
The detection efficiency is

εψ(3770)→J/ψπ+π−,J/ψ→l+l− = 0.194.

These numbers yield a branching fraction BF(ψ(3770)
→ J/ψπ+π−) = (0.342± 0.142± 0.097)%, which
is in good agreement with the value obtained abo
indicating that the kinematic fit result is reliable.

5. Summary

In summary, the branching fraction forψ(3770) →
J/ψπ+π− has been measured. From a total
(1.85± 0.37)× 105 ψ(3770) events, 11.8± 4.8± 1.3
non-DD̄ decays ofψ(3770) → J/ψπ+π− events
are observed, leading to a branching fraction
BF(ψ(3770) → J/ψπ+π−) = (0.34±0.14±0.09)%,
and a partial widthΓ (ψ(3770) → J/ψπ+π−) =
(80± 33± 23) keV.
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Abstract

The decayψ ′ → π+π−π0 is analyzed using a sample of 14 millionψ ′ events taken with the BESII detector at the BEP
and the branching fraction is measured to beB(ψ ′ → π+π−π0) = (18.1 ± 1.8 ± 1.9) × 10−5. A partial wave analysis is
carried out using the helicity amplitude method.ψ ′ → ρ(770)π is observed, and the branching fraction is measured t
B(ψ ′ → ρ(770)π) = (5.1 ± 0.7 ± 1.1) × 10−5, where the first error is statistical and the second one is systematic. A
mass enhancement with mass around 2.15 GeV/c2 is also observed. Attributing this enhancement to theρ(2150) resonance
the branching fraction is measured to beB(ψ ′ → ρ(2150)π → π+π−π0) = (19.4± 2.5+11.5

−3.4 ) × 10−5. The results will help
in the understanding of the longstanding “ρπ puzzle” betweenJ/ψ andψ ′ hadronic decays.
 2005 Elsevier B.V.Open access under CC BY license.
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From perturbative QCD (pQCD), it is expected th
bothJ/ψ andψ ′ decaying into light hadrons are dom
inated by the annihilation ofcc̄ into three gluons o
one virtual photon, with a width proportional to th
square of the wave function at the origin[1]. This
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yields the pQCD “12% rule”

(1)Qh = Bψ ′→h

BJ/ψ→h

= Bψ ′→e+e−

BJ/ψ→e+e−
≈ 12%.

A large violation of this rule was first observed in d
cays toρπ andK∗+K− + c.c. by Mark II[2], known
as the ρπ puzzle, where only upper limits on th
branching fractions were reported inψ ′ decays. Since
then, many two-body decay modes of theψ ′ have been
measured by the BES Collaboration and recently
the CLEO Collaboration; some decays obey the r
while others violate it[3,4].
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In the study of theρπ puzzle,ψ ′ → ρπ is a key de-
cay mode and is of great interest to both theorists
experimentalists. Many theoretical attempts, using,
instance, intermediate vector glueballs, hadronic fo
factors, final state interactions, etc., have been m
to solve the puzzle[5]. A recent calculation of the
ψ ′ → ρπ branching fraction, done in the framewo
of SU(3) symmetry and taking into consideration i
terference betweenψ ′ resonance decay and the co
tinuum amplitude, predicts a branching fraction
ψ ′ → ρπ around 1× 10−4 in Ref. [6] where the rela-
tive phase betweenψ ′ strong and electromagnetic d
cay amplitudes is taken as−90◦. The measurement o
theψ ′ → ρπ mode is a direct test of the many mode
proposed to solve theρπ puzzle[5,6].

The data used for this analysis are taken with
Beijing Spectrometer (BESII) detector at the Beiji
Electron Positron Collider (BEPC) storage ring o
erating at theψ ′ energy. The number ofψ ′ events
is 14± 0.6 million [7], determined from the numbe
of inclusive hadrons, and the luminosity is(19.72±
0.86) pb−1 [8] as measured using large angle Bhab
events.

BESII is a conventional solenoidal magnet det
tor that is described in detail in Refs.[9,10]. A 12-
layer vertex chamber (VC) surrounding the beam p
provides coordinate and trigger information. A fort
layer main drift chamber (MDC), located radial
outside the VC, provides trajectory and energy l
(dE/dx) information for tracks over 85% of the to
tal solid angle. The momentum resolution isσp/p =
0.017

√
1+ p2 (p in GeV/c), and thedE/dx res-

olution for hadron tracks is∼ 8%. An array of 48
scintillation counters surrounding the MDC measu
the time-of-flight (TOF) of tracks with a resolution o
∼ 200 ps for hadrons. Radially outside the TOF s
tem is a 12 radiation length, lead-gas barrel sho
counter (BSC). This measures the energies of e
trons and photons over∼ 80% of the total solid angle
with an energy resolution ofσE/E = 22%/

√
E (E in

GeV). Outside of the solenoidal coil, which provid
a 0.4 Tesla magnetic field over the tracking volum
is an iron flux return that is instrumented with thr
double layers of counters that identify muons of m
mentum greater than 0.5 GeV/c.

A phase space Monte Carlo sample of 2 m
lion ψ ′ → π+π−π0 events is generated for the e

ficiency determination in the partial wave analysis
(PWA). Monte Carlo samples of Bhabha, dimuo
and inclusive hadronic events generated with Lu
charm [11] are used for background studies. T
simulation of the detector uses a Geant3[12] based
program, which simulates the detector response
cluding the interactions of secondary particles w
the detector material. Reasonable agreement betw
data and Monte Carlo simulation has been obser
in various channels tested[13], including e+e− →
(γ )e+e−, e+e− → (γ )µ+µ−, J/ψ → pp̄, andψ ′ →
J/ψπ+π−, J/ψ → �+�− (� = e,µ).

The final state of interest includes two charged
ons and one neutral pion which is reconstructed fr
two photons. The candidate events must satisfy the
lowing selection criteria:

(1) A neutral cluster is considered to be a photon c
didate when the deposited energy in the BSC
greater than 80 MeV, the angle between the n
est track and the cluster is greater than 16◦, the
first hit of the cluster is in the beginning six rad
ation lengths of the BSC, and the angle betwe
the cluster development direction in the BSC a
the photon emission direction is less than 3◦,
and the angle between two nearest photons is
quired to be larger than 7◦. The number of pho
ton candidates after selection is required to
two.

(2) There are two tracks in the MDC with net char
zero. A track must have a good helix fit and s
isfy |cosθ | < 0.80, whereθ is the polar angle o
the track in the MDC.

(3) For each track, the TOF anddE/dx measure-
ments are used to calculateχ2 values and the cor
responding confidence levels for the hypothe
that the particle is a pion, kaon, or proton (Probπ ,
ProbK , Probp). At least one track is require
to satisfy Probπ > ProbK and Probπ > Probp.
Radiative Bhabha background is removed by
quiring the tracks have smalldE/dx or small
energy deposited in the BSC. Dimuon backgrou
is removed using the hit information in the mu
counter.

(4) A four-constraint kinematic fit is performed und
the hypothesisψ ′ → γ γπ+π−, and the confi-
dence level of the fit is required to be greater th
1%. A four-constraint kinematic fit is also pe
formed under the hypothesis ofψ ′ → γ γK+K−,
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Fig. 1. Two photon invariant mass distribution after final selection for (a)ψ ′ data and (b) continuum data. The histograms are data, an
curves show the best fits.

Fig. 2. Dalitz plots ofπ+π−π0 for (a)ψ ′ data and (b) continuum data after the final selection.
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γ γππ < χ2

γ γKK is required to remove

K+K−π0 events.
(5) To remove background produced byψ ′ decays to

γ γ J/ψ and π0π0J/ψ with J/ψ → π+π− or
J/ψ → µ+µ−, where the muons are miside
tified as pions, the invariant mass ofπ+π− is
required to be less than 2.95 GeV/c2.

After applying the above selection criteria, the
variant mass distribution of the two photons is sho
in Fig. 1(a). A clearπ0 signal can be seen. A fit to th
mass spectrum (shown inFig. 1(a)) using aπ0 signal
shape determined from Monte Carlo simulation an
polynomial background yields 260± 19 π0 events.

The contribution from the continuum is measur
using (6.42± 0.24) pb−1 [8] of data taken at

√
s =

3.65 GeV (“continuum data”).Fig. 1(b) shows theγ γ

invariant mass distribution and the fit. The number
π0 events from the fit (10.0± 4.2) is subtracted inco
herently from the number ofπ0 events in theψ ′ data,
after normalizing by the ratio of the two luminos
ties times a factor to account for the 1/s2 dependence
of the cross section. This yields 229± 23 observed
ψ ′ → π+π−π0 events.

Dalitz plots of theπ+π−π0 system for theψ ′ and
continuum data are shown inFig. 2 after requiring
that the invariant mass of the two photons lie with
±30 MeV/c2 of the nominalπ0 mass. (The mass res
lution from Monte Carlo simulation is 17.5 MeV/c2.)
For theψ ′ sample, 250 events are obtained with 13
non-π0 background, while for the continuum samp
11 events are obtained with 42% non-π0 background.
Here the fractions of non-π0 background are obtaine
from the π0 mass sidebands as shown inFig. 1. In
ψ ′ decays, besides clearρ bands at the edges of th
Dalitz plot, there is a prominent cluster of events
the center. This is very different than the Dalitz p
for J/ψ → π+π−π0 decays[14], indicating different
decay dynamics betweenJ/ψ andψ ′ → π+π−π0.

The comparison of theππ mass distribution be
tween theψ ′ data and the scaled continuum data
shown in Fig. 3(a). With the limited statistics, n
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Fig. 3. (a) The comparison of theππ mass distribution between theψ ′ data and the scaled continuum data (shaded histogram, including
42% non-π0 background). (b) The comparison of theππ mass distribution between theψ ′ data and the non-π0 background estimated by th
M

π0 sideband events (shaded histogram). Dots with error bars areψ ′ data. In these plots, the distributions for the three different dipion ch
configurations are combined.
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clear structure can be seen for the continuum dat
Figs. 3(a) or 2(b). The ππ mass distribution of the
non-π0 background, estimated using theMπ0 side-
band events, is shown inFig. 3(b). The non-π0 back-
ground contribution for theππ mass spectrum is ap
proximately uniform.

We now proceed to study the resonant subst
ture. Here, no continuum subtraction is made, a
the selected events are fitted in the helicity am
tude formalism with an unbinned maximum likelihoo
method using MINUIT[15]. For the process

e+e− → γ ∗ → ρ
(
1−) + π

(
0−)

↪→ π
(
0−) + π

(
0−)

,

the intensity distributiondI for the final state is written
as

dI =
∑
i=±1

(|Ai |2 + |Ci |2
)
d(LIPS),

whereCi is an incoherent non-π0 background term
that is assumed to be either a constant or to have
same angular distribution asAi . The differences be
tween these two fits, 7.3% and 1.4% forρ(770) and
ρ(2150) respectively, are taken as the systematic
ror on the background description. LIPS denotes
Lorentz-invariant phase space, and the amplitude

Ai = A0
i

(
π−,π+) + A+

i

(
π+,π0) + A−

i

(
π0,π−)

,

wherei = +1 or −1 is the helicity of theγ ∗, the first
pion in each set of parentheses is the one designat
define the direction, and

Ac
±1 = B

(
m2)sinθπ (cosφπ ± i cosθ sinφπ)e±iφ.

Herec = 0, +1, or −1 is the net charge of the dipio
system,θ and φ are the polar and azimuthal angl
of theρ in the e+e− system,θπ andφπ are the polar
and azimuthal angles of the designated pion in thρ

rest frame, andB(m2) describes the dependence of t
amplitude on the dipion massm:

B
(
m2) = BWρ(770)(m

2) + ∑
j cj e

iβj BWj (m
2)

1+ ∑
j cj

,

where, BW(m2) is the Breit–Wigner form of the
ρ(770) or its excited states. Here, the Gounar
Sakurai parameterization[16] is used;βj andcj are
the relative phase and the relative strength, res
tively, between the excitedρ statej and theρ(770).

Since the number of events is limited, the mas
and the widths of all states in the fit are fixed
their PDG values[17], and the number of backgroun
events is fixed to the number determined from
γ γ invariant mass fit. A fit withρ(770), ρ(1450),
ρ(1700) andρ(2150) results in insignificantρ(1450)
and ρ(1700) contributions. The fit after removin
these two components yields a likelihood decreas
10.7 with four less free parameters. The fit results
shown inFig. 4; the fit describes the data reasona
well. It is noted that the data do not determine the m
and width of the high massρ; the ρ(2150) serves as
an effective description of the high mass enhancem
near 2.15 GeV/c2 in ππ mass.
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Fig. 4. Comparison between data (dots with error bars) and the
fit (solid histograms) for (a) two pion invariant mass, with a so
line for theρ(770)π , a dashed line for theρ(2150)π , and a hatched
histogram for background; (b) theρ polar angle in theψ ′ rest frame;
and (c) and (d) for the polar and azimuthal angles of the design
π in ρ helicity frame.

Table 1
ψ ′ → π+π−π0 fitting parameters and the assumed values or fit
results. For the assumed values (the numbers with no errors
values are taken from PDG[17] and fixed in the fit

Quantity Fit parameters

Mρ(770) (GeV/c2) 0.7758
Γ ρ(770) (GeV/c2) 0.1503
βρ(2150) (◦) −102± 10
Mρ(2150) (GeV/c2) 2.149
Γ ρ(2150) (GeV/c2) 0.363
B(3π) :B(ρ(770)π)

:B(ρ(2150)π)

1.0 :(0.28±0.03)
: (1.07± 0.09)

The fit parameters and results are given inTa-
ble 1, where for results without errors, the param
ter is fixed. The fit yields(28± 3)% ρ(770)π in all
π+π−π0 events (corrected for detection efficienc
By comparing the likelihood difference with and wit
out theρ(770)π in the fit, the significance ofe+e− →
ρ(770)π at

√
s = 3.686 GeV is 7.4σ and varies be

tween 6.1σ to 7.7σ for the fit variations describe
below in the determination of systematic errors. T
significance ofρ(2150)π is larger than 10σ . Adding
free parameters in front of theρ+π− andρ−π+ am-
plitudes allows a test of isospin symmetry in the th
ρ(770)π modes; the fit yields the relative numbers
ρ(770)0π0, ρ(770)+π− and ρ(770)−π+ events are
1 : 2.28±0.63 : 0.96±0.27, in fair agreement with th
expectation of 1: 1 : 1. A fit with theρ(770), ρ(2150)
and an additionalP wave phase space shows that
contribution of the direct 3π process is small.

The fit quality is checked using Pearson’sχ2 test
by dividing the Dalitz plots into small areas with
least 20 events and comparing the number of ev
between data and normalized Monte Carlo simulat
A χ2/ndf = 14.6/7 = 2.1 is obtained, which corre
sponds to a confidence level of 4%. A fit with th
ρ(2150) width or mass free; or a fit withρ(770),
ρ(1450), ρ(1700), andρ(2150); or even with an ex-
tra excitedρ state does not improve the fit quali
significantly. Considering these cases, the numbe
ρ(770)π events changes by less than 9.1%, wh
is included in the systematic error. The number
ρ(2150)π events increases by 57% when other exc
ρ states are added in the fit due to the large destruc
interference between them; this is also included in
systematic error.

Using the parameters of the fit in the Monte Ca
generator, the efficiency ofψ ′ → π+π−π0 is esti-
mated to be 9.02%, and the corresponding efficienc
for ρ(770)π and ρ(2150)π are 10.54% and 8.70%,
respectively. The efficiency is considered in the PW

Systematic errors in theψ ′ → π+π−π0 branching
fraction measurement come from the kinematic fit,
MDC tracking, particle identification, photon identifi
cation, background estimation, continuum subtract
etc. Most of the errors are measured using clean ex
sive J/ψ andψ ′ decay samples[14,18], while some
were described above. The uncertainty in the con
uum subtraction listed inTable 2is the error of the
luminosity normalization factor between the cont
uum andψ ′ data. The fluctuation of the continuu
counts relative to theψ ′ yield is taken into considera
tion in theπ+π−π0 event subtraction, so this error
included in the first error of the following branchin
fraction calculation.

To determineB(ψ ′ → ρ(770)π → π+π−π0) and
B(ψ ′ → ρ(2150)π → π+π−π0), we assume that th
ratios of branching fractions inTable 1are the same
for theψ ′ data as for the continuum cross sections
use these ratios and the continuum subtractedB(ψ ′ →
π+π−π0) to obtain the desired branching fraction
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Table 2
Summary of relative systematic errors (%). (The sources marked with a * were treated in common for all three modes)

Source B(ψ ′ → π+π−π0) B(ψ ′ → ρ(770)π) B(ψ ′ → ρ(2150)π)

Trigger∗ 0.5 0.5 0.5
MDC tracking∗ 4.0 4.0 4.0
Kinematic fit∗ 6.0 6.0 6.0
Photon efficiency∗ 4.0 4.0 4.0
Number of photons∗ 2.0 2.0 2.0
Background estimation∗ 3.6 3.6 3.6
Particle ID∗ negligible negligible negligible
Total number ofψ ′ ∗ 4.0 4.0 4.0
Continuum subtraction∗ 3.0 3.0 3.0
Background shape in PWA no 7.3 1.4
Different PWA fits no 9.1 +57

−0.0
Continuum resonant structure no 16.0 13.7

Total ±10.5 ±22.4 +59.3
−17.5
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This subtracts the continuum with the stated assu
tion.

Forρ(770)π andρ(2150)π , the uncertainties asso
ciated with the possibility of different resonant stru
ture between the continuum and theψ ′ data, 16.0%
and 13.7% respectively, and the uncertainties of
ting with different high massρ states and with the
ρ(2150) width or mass free, etc., are also include
Here, 16.0% is obtained from the difference of t
ψ ′ → ρ(770)π events between theρ(770)π subtrac-
tion using the component ratio in the PWA and t
ρ(770)π subtraction estimated by CLEO-c’s conti
uum measurement[4], and the 13.7% is the differenc
of ψ ′ → ρ(2150)π events between theρ(2150)π sub-
traction using the component ratio in the PWA a
CLEO-c’s zero subtraction ofρ(2150)π events.Ta-
ble 2 summarizes the systematic errors for all ch
nels. The total systematic error forψ ′ → π+π−π0 is
10.5%, and those forψ ′ → ρ(770)π and ρ(2150)π
are 22.4% and+59.3

−17.5%, respectively.
Using the numbers obtained above, the branch

fractions ofψ ′ → π+π−π0, ρ(770)π andρ(2150)π
are

B
(
π+π−π0) = (18.1± 1.8± 1.9) × 10−5,

B
(
ρ(770)π → π+π−π0)

= (5.1± 0.7± 1.1) × 10−5,

B
(
ρ(2150)π → π+π−π0)

= (
19.4± 2.5+11.5

−3.4

) × 10−5,
where the second errors are systematic, while the
error ofB(π+π−π0) is the statistical error which con
tains the error from the continuum 3π yield subtrac-
tion; and the first errors ofB(ρ(770)π → π+π−π0)

andB(ρ(2150)π → π+π−π0) are the combination
of the PWA fit errors (shown inTable 1) and the first
error ofB(π+π−π0).

Our B(ψ ′ → π+π−π0) agrees with the Mark
II [2] result within 1.8σ and agrees well with th
CLEO-c measurement[4]. OurB(ψ ′ → ρ(770)π) is
below the Mark II [2] upper limit and in agreemen
with the model prediction ofB(ψ ′ → ρ(770)π) =
(1.11± 0.87) × 10−4 [6]. This measurement is abo
2σ higher than the result of CLEO-c[4]; this is due
to the different analysis procedure, namely the in
ference betweenρ(770) and ρ(2150) considered in
this analysis but not in the CLEO-c analysis and
difference in the continuum subtractions in the t
analyses. The continuum amplitude, which is c
sidered incoherently in both analyses, could cha
the ρ(770)π branching fraction due to interferenc
with the resonance[6]. This should be considered in
higher statistics experiment[19].

Comparing with the correspondingJ/ψ decay
branching fractions, it is found that bothπ+π−π0

and ρ(770)π are highly suppressed compared w
the “12% rule”, while forρ(2150)π , there is no mea
surement inJ/ψ decays. It could be enhanced
ψ ′ decays since the phase space inJ/ψ decays is
limited due to the large mass of the excitedρ state.
Using theJ/ψ and ψ ′ → ρπ branching fractions
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the ψ ′′ → ρπ branching fraction is expected to b
on the order of 10−4 and thee+e− → ρπ cross sec-
tion at

√
s = 3.773 GeV extremely small in theS- and

D-wave mixing model[20], which is proposed as
solution of theρπ puzzle inψ ′ decays.

In summary, ψ ′ → π+π−π0 is analyzed and
the branching fraction is measured to beB(ψ ′ →
π+π−π0) = (18.1 ± 1.8 ± 1.9) × 10−5. ψ ′ →
ρ(770)π is observed inψ ′ decays, and the branch
ing fraction is measured to beB(ψ ′ → ρ(770)π) =
(5.1 ± 0.7 ± 1.1) × 10−5. A high mass enhanceme
at mass around 2.15 GeV/c2 is also observed. Usin
the ρ(2150) to describe this resonance, the bran
ing fraction is measured to beB(ψ ′ → ρ(2150)π →
π+π−π0) = (19.4 ± 2.5+11.5

−3.4 ) × 10−5. The results
will help in the understanding of the longstanding “ρπ

puzzle” betweenJ/ψ andψ ′ hadronic decays.
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0031-9007=
The decay channel J= ! ������0 is analyzed using a sample of 5:8� 107 J= events collected
with the BESII detector. A resonance, the X�1835�, is observed in the �����0 invariant-mass spectrum
with a statistical significance of 7:7�. A fit with a Breit-Wigner function yields a mass M � 1833:7�
6:1�stat� � 2:7�syst� MeV=c2, a width � � 67:7� 20:3�stat� � 7:7�syst� MeV=c2, and a product branch-
ing fraction B�J= ! �X� � B�X ! �����0� � 	2:2� 0:4�stat� � 0:4�syst�
 � 10�4. The mass and
width of the X�1835� are not compatible with any known meson resonance. Its properties are consistent
with expectations for the state that produces the strong p �p mass threshold enhancement observed in the
J= ! �p �p process at BESII.

DOI: 10.1103/PhysRevLett.95.262001 PACS numbers: 12.39.Mk, 12.40.Yx, 13.20.Gd, 13.75.Cs
An anomalous enhancement near the mass threshold
in the p �p invariant-mass spectrum from J= ! �p �p de-
05=95(26)=262001(5)$23.00 26200
cays was reported by the BES II experiment [1]. This en-
hancement was fitted with a subthreshold S-wave Breit-
1-1 © 2005 The American Physical Society
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Wigner resonance function with a mass M �
1859�3�5

�10�25 MeV=c2, a width �< 30 MeV=c2 (at the
90% C.L.), and a product branching fraction (BF)
B�J= ! �X� �B�X! pp� � 	7:0� 0:4�stat��1:9

�0:8�syst�
 �
10�5. This surprising experimental observation has stimu-
lated a number of theoretical speculations [2–7] and mo-
tivated further investigations on baryon-antibaryon mass
threshold structures, which led to the subsequent experi-
mental observation of a strong p �� mass threshold en-
hancement in J= ! pK� �� decay [8]. Among various
theoretical interpretations of the p �p mass threshold en-
hancement, the most intriguing one is that of a p �p bound
state, sometimes called baryonium [2,5,9], which has been
the subject of many experimental searches [10]. However,
it should be noted that many theoretical predictions on the
mass and width of a baryonium state depend on the details
of models.

The baryonium interpretation of the p �p mass enhance-
ment requires a new resonance with a mass around
1:85 GeV=c2, and it would be supported by the observa-
tion of the resonance in other decay channels. Possible
decay modes for a p �p bound state, suggested in Refs. [4,5],
include �����0. In this Letter, we report an analysis on
the J= ! ������0 decay channel and the observation
of a resonance in the �����0 mass spectrum with a mass
around 1835 MeV=c2, where the �0 meson is detected in
two decay modes, �0 ! �������! ��� and �0 ! ��.
In the following, this resonance is designated as the
X�1835�. The results reported here are based on a sample
of 5:8� 107 J= decays detected with the upgraded
Beijing Spectrometer (BESII) at the Beijing Electron-
Positron Collider (BEPC).

BESII is a large solid-angle magnetic spectrometer that
is described in detail in Ref. [11]. Charged particle mo-

menta are determined with a resolution of �p=p �

1:78%
������������������������������������
1� p2 �GeV=c2�

p
in a 40-layer cylindrical main

drift chamber (MDC). Particle identification is accom-
plished by specific ionization (dE=dx) measurements in
the MDC and time-of-flight (TOF) measurements in a
barrel-like array of 48 scintillation counters. The dE=dx
resolution is �dE=dx � 8:0%; the TOF resolution is mea-
sured to be �TOF � 180 ps for Bhabha events. Outside of
the time-of-flight counters is a 12-radiation-length barrel
shower counter (BSC) comprised of gas tubes inter-
leaved with lead sheets. The BSC measures the energies
and directions of photons with resolutions of �E=E ’
21%=

������������������
E �GeV�

p
, �� � 7:9 mrad, and �z � 2:3 cm. The

iron flux return of the magnet is instrumented with three
double layers of counters that are used to identify muons.
In this analysis, a GEANT3-based Monte Carlo (MC) pack-
age with detailed consideration of the detector perform-
ance is used. The consistency between data and MC has
been carefully checked in many high-purity physics chan-
nels, and the agreement is reasonable [12].
26200
For the J= ! ������0��0 ! �����;�! ���
channel, candidate events are required to have four
charged tracks, each of which is well fitted to a helix that
is within the polar angle region j cos�j< 0:8 and with a
transverse momentum larger than 70 MeV=c. The total
charge of the four tracks is required to be zero. For each
track, the TOF and dE=dx information are combined to
form particle identification confidence levels for the �, K,
and p hypotheses; the particle type with the highest con-
fidence level is assigned to each track. At least three of the
charged tracks are required to be identified as pions.
Candidate photons are required to have an energy deposit
in the BSC greater than 60 MeV and to be isolated from
charged tracks by more than 5�; the number of photons is
required to be three. A four-constraint (4C) energy-
momentum conservation kinematic fit is performed to the
����������� hypothesis, and the �2

4C is required to be
less than 8 and also less than the �2 for the kinematically
similar K�K�������� hypothesis. An � signal is evi-
dent in the �� invariant-mass distribution of all �� pair-
ings [Fig. 1(a)]. In order to reduce combinatorial
backgrounds from �0 ! �� decays, we require that the
invariant masses of all �� pairings are greater than
0:22 GeV=c2. Candidate � mesons are selected by requir-
ing jM�� �m�j< 0:05 GeV=c2. The events are then sub-
jected to a five-constraint (5C) fit where the invariant mass
of the �� pair associated with the � is constrained to m�,
and �2

5C < 15 is required. The 5C fit improves the M�����

mass resolution from 20 MeV=c2 (for the 4C fit) to
7 MeV=c2. Figure 1(b) shows the ����� invariant-
mass distribution after the 5C fit, where a clear �0 signal
is visible. For �0 candidates, we select ����� combina-
tions with jM����� �m�0 j< 0:015 GeV=c2. In a small
fraction of events, more than one combination passes the
above selection. In these cases, the combination with
M����� closest to �0 mass is used [13]. The �����0

invariant-mass spectrum for the selected events is shown
in Fig. 1(c), where a peak at a mass around 1835 MeV=c2

is observed.
For the J= ! ������0��0 ! ��� channel, events

with four charged tracks (with zero net charge) and two
photons are selected. At least three of the charged tracks
are required to be identified as pions. These events are
subjected to a 4C kinematic fit to the ����������
hypothesis, and the �2

4C is required to be less than 8 and
less than the �2 for theK�K������� hypothesis. At this
stage of the analysis, the primary remaining background
contributions are due to J= ! ���������0, J= !
���������, and J= ! !�!! ��0���������;
these produce peaks at m�0 , m�, and m! in the ��
invariant-mass distribution shown in Fig. 2(a). We sup-
press these backgrounds by rejecting events with
M�� < 0:22 GeV=c2, jM�� �m�j< 0:05 GeV=c2, or
0:72 GeV=c2 <M�� < 0:82 GeV=c2. To select � and �0

signals, all ���� and ����� combinations are consid-
1-2
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FIG. 1 (color online). Invariant-mass distributions for selected
J= ! ������0��0 ! �����;�! ��� candidate events.
(a) The invariant-mass distribution of �� pairs. (b) The
����� invariant-mass distribution. (c) The �����0

invariant-mass distributions; the open histogram is data and
the shaded histogram is J= ! ������0 phase-space MC
events (with arbitrary normalization).
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FIG. 2 (color online). Invariant-mass distributions for the se-
lected J= ! ������0��0 ! ��� candidate events. (a) The
invariant-mass distribution for �� pairs. (b) The �����

invariant-mass distribution. (c) The �����0 invariant-mass
distributions; the open histogram is data and the shaded histo-
gram is from J= ! ������0 phase-space MC events (with
arbitrary normalization).
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ered. The ����� invariant-mass distribution shows an �0

signal [Fig. 2(b)]. We require that jM���� �m�j<
0:2 GeV=c2 and jM����� �m�0 j< 0:025 GeV=c2. If
more than one combination passes these criteria, the com-
bination with M����� closest to m�0 is selected [13]. For
this channel, there is also a distinct peak near
1835 MeV=c2 in the �����0 invariant-mass spectrum
[Fig. 2(c)].

To ensure that the peak near 1835 MeV=c2 is not due to
background, we have made extensive studies of potential
background processes using both data and MC. Non-�0

processes are studied with �0 mass-sideband events. The
26200
main background channel J= ! �0�����0 and other
background processes with multiphotons and/or with
kaons are reconstructed with the data. In addition, we
also checked for possible backgrounds with a MC sample
of 60� 106 J= decays generated by the LUND model
[14]. None of these background sources produce a peak
around 1835 MeV=c2 in the �����0 invariant-mass
spectrum.

Figure 3 shows the �����0 invariant-mass spectrum
for the combined J= ! ������0��0 ! ������ and
J= ! ������0��0 ! ��� samples [i.e., the sum of the
histograms in Figs. 1(c) and 2(c)]. This spectrum is fitted
1-3
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with a Breit-Wigner (BW) function convolved with a
Gaussian mass resolution function (with ��13 MeV=
c2) to represent the X�1835� signal plus a smooth poly-
nomial background function. The mass and width obtained
from the fit (shown in the bottom panel in Fig. 3) are M �
1833:7� 6:1 MeV=c2 and � � 67:7� 20:3 MeV=c2. The
signal yield from the fit is 264� 54 events with a con-
fidence level 45.5% (�2=d:o:f: � 57:6=57) and �2 lnL �
58:4. A fit to the mass spectrum without a BW signal
function returns �2 lnL � 126:5. The change in �2 lnL
with ��d:o:f:� � 3 corresponds to a statistical significance
of 7:7� for the signal.

Using MC-determined selection efficiencies of 3.72%
and 4.85% for the �0 ! ����� and �0 ! �� modes,
respectively, we determine a product BF of

B�J= ! �X�1835�� � B�X�1835� ! �����0�

� �2:2� 0:4� � 10�4:

The consistency between the two �0 decay modes is
checked by fitting the distributions in Figs. 1(c) and 2(c)
separately with the method described above. The fit to
Fig. 1(c) gives M � 1827:4� 8:1 MeV=c2 and � �
54:2� 34:5 MeV=c2 with a statistical significance of
5:1�. From the 68� 26 signal events obtained from the
fit, the product BF is B�J= ! �X�1835�� � B�X�1835� !
�����0� � �1:8� 0:7� � 10�4. Similar results are ob-
26200
tained if we apply only a 4C kinematic fit in this analysis.
For the fit to Fig. 2(c), the mass and width are determined
to be M � 1836:3� 7:9 MeV=c2 and � � 70:3�
23:1 MeV=c2 with a statistical significance of 6.0 �.
For this mode alone, the signal yield of 193� 43 sig-
nal events corresponds to B�J= ! �X�1835�� �
B�X�1835� ! �����0� � �2:3 � 0:5� � 10�4. The
X�1835� mass, width, and product BF values determined
from the two �0 decay modes separately are in good
agreement with each other.

The systematic uncertainties on the mass and width are
determined by varying the functional form used to repre-
sent the background, the fitting range of the mass spectrum,
the mass calibration, and possible biases due to the fitting
procedure. The latter are estimated from differences be-
tween the input and output mass and width values from MC
studies. The total systematic errors on the mass and width
are 2:7 and 7:7 MeV=c2, respectively. The systematic error
on the branching fraction measurement comes mainly from
the uncertainties of MDC simulation (including systematic
uncertainties of the tracking efficiency and the kinematic
fits), the photon detection efficiency, the particle identifi-
cation efficiency, the �0 decay branching fractions to
����� and ��, the background function parametrization,
the fitting range of the mass spectrum, the requirements on
numbers of photons, the invariant-mass distributions of ��
pairs in the two analyses, the ���� invariant-mass distri-
bution in �0 ! ����� decays, MC statistics, the total
number of J= events [15], and the unknown spin-parity of
the X�1835�. For the latter, we use the difference between
phase space and a JPC � 0�� hypothesis for the X�1835�.
The total relative systematic error on the product branching
fraction is 20.2%.

In summary, the decay channel J= ! ������0 is
analyzed using two �0 decay modes, �0 ! ����� and
�0 ! ��. A resonance, the X�1835�, is observed with a
high statistical significance of 7:7� in the �����0

invariant-mass spectrum. From a fit with a Breit-Wigner
function, the mass is determined to be M � 1833:7�
6:1�stat� � 2:7�syst� MeV=c2, the width is � � 67:7�
20:3�stat� � 7:7�syst� MeV=c2, and the product branch-
ing fraction is B�J= ! �X� � B�X ! �����0� �
	2:2� 0:4�stat� � 0:4�syst�
 � 10�4. The mass and width
of the X�1835� are not compatible with any known meson
resonance [16]. In Ref. [16], the candidate closest in mass
to the X�1835� is the (unconfirmed) 2�� �2�1870� with
M � 1842� 8 MeV=c2. The width of this state, � �
225� 14 MeV=c2, is considerably larger than that of the
X�1835� (see also [17], where the 2�� component in the
��� mode of J= radiative decay has a mass 1840�
15 MeV=c2 and a width 170� 40 MeV=c2).

We examined the possibility that the X�1835� is respon-
sible for the p �p mass threshold enhancement observed in
radiative J= ! �p �p decays [1]. It has been pointed out
that the S-wave BW function used for the fit in Ref. [1]
1-4
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should be modified to include the effect of final-state
interactions (FSI) on the shape of the p �p mass spectrum
[6,7]. Redoing the S-wave BW fit to the p �p invariant-mass
spectrum of Ref. [1], including the zero isospin, S-wave
FSI factor of Ref. [7], yields a mass M � 1831�
7 MeV=c2 and a width �< 153 MeV=c2 (at the 90%
C.L.) [systematic uncertainties are not included in the error
of the mass and the upper limit of the width. In contrast to
Ref. [7], the isospin � 1 FSI factor is not used to redo the
fit since the isospin � 1 states are strongly suppressed in
J= radiative decays]; these values are in good agreement
with the mass and width of X�1835� reported here.
Moreover, according to Ref. [5], the ���0 decay mode
is expected to be strong for a p �p bound state. Thus, the
X�1835� resonance is a prime candidate for the source of
the p �p mass threshold enhancement in the J= ! �p �p
process. In this case, the JPC and IG of the X�1835� could
only be 0�� and 0�, which can be tested in future experi-
ments. Also in this context, the relative p �p decay strength
is quite strong: B�X ! p �p�=B�X ! �����0� � 1=3 [the
product BF determined from the fit that includes FSI
effects on the p �p mass spectrum is within the systematic
errors of the result reported in Ref. [1]]. Since decays to p �p
are kinematically allowed only for a small portion of the
high-mass tail of the resonance and have very limited phase
space, the large p �p branching fraction implies an unusu-
ally strong coupling to p �p, as expected for a p �p bound
state [9,18]. However, other possible interpretations of the
X�1835� that have no relation to the p �p mass threshold
enhancement are not excluded.
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We study the process eþe� ! �þ��J=c at a center-of-mass energy of 4.260 GeV using a 525 pb�1

data sample collected with the BESIII detector operating at the Beijing Electron Positron Collider. The

Born cross section is measured to be ð62:9� 1:9� 3:7Þ pb, consistent with the production of the Yð4260Þ.
We observe a structure at around 3:9 GeV=c2 in the ��J=c mass spectrum, which we refer to as the

Zcð3900Þ. If interpreted as a new particle, it is unusual in that it carries an electric charge and couples to

charmonium. A fit to the ��J=c invariant mass spectrum, neglecting interference, results in a mass of

ð3899:0� 3:6� 4:9Þ MeV=c2 and a width of ð46� 10� 20Þ MeV. Its production ratio is measured to be

R ¼ ð�ðeþe� ! ��Zcð3900Þ� ! �þ��J=c Þ=�ðeþe� ! �þ��J=c ÞÞ ¼ ð21:5� 3:3� 7:5Þ%. In all

measurements the first errors are statistical and the second are systematic.

DOI: 10.1103/PhysRevLett.110.252001 PACS numbers: 14.40.Rt, 13.66.Bc, 14.40.Pq

Since its discovery in the initial-state-radiation (ISR)
process eþe� ! �ISR�

þ��J=c [1], and despite its sub-
sequent observations [2–5], the nature of the Yð4260Þ state

has remained a mystery. Unlike other charmonium states
with the same quantum numbers and in the same mass
region, such as the c ð4040Þ, c ð4160Þ, and c ð4415Þ, the
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Yð4260Þ state does not have a natural place within the
quark model of charmonium [6]. Furthermore, while being
well above the D �D threshold, the Yð4260Þ shows strong
coupling to the �þ��J=c final state [7], but relatively
small coupling to open charm decay modes [8–12]. These
properties perhaps indicate that the Yð4260Þ state is not a
conventional state of charmonium [13].

A similar situation has recently become apparent in
the bottomonium system above the B �B threshold, where
there are indications of anomalously large couplings
between the �ð5SÞ state [or perhaps an unconventional
bottomonium state with similar mass, the Ybð10890Þ]
and the �þ���ð1S; 2S; 3SÞ and �þ��hbð1P; 2PÞ final
states [14,15]. More surprisingly, substructure in these
�þ���ð1S; 2S; 3SÞ and �þ��hbð1P; 2PÞ decays indi-
cates the possible existence of charged bottomoniumlike
states [16], which must have at least four constituent
quarks to have a nonzero electric charge, rather than the
two in a conventional meson. By analogy, this suggests
there may exist interesting substructure in the Yð4260Þ !
�þ��J=c process in the charmonium region.

In this Letter, we present a study of the process eþe� !
�þ��J=c at a center-of-mass (c.m.) energy of

ffiffiffi

s
p ¼

ð4:260� 0:001Þ GeV, which corresponds to the peak of
the Yð4260Þ cross section. We observe a charged structure
in the ��J=c invariant mass spectrum, which we refer to
as the Zcð3900Þ. The analysis is performed with a 525 pb�1

data sample collected with the BESIII detector, which is
described in detail in Ref. [17]. In the studies presented
here, we rely only on charged particle tracking in the main
drift chamber and energy deposition in the electromagnetic
calorimeter (EMC).

The GEANT4-based Monte Carlo (MC) simulation soft-
ware, which includes the geometric description of the
BESIII detector and the detector response, is used to
optimize the event selection criteria, determine the detec-
tion efficiency, and estimate backgrounds. For the signal
process, we use a sample of eþe� ! �þ��J=c MC
events generated assuming the �þ��J=c is produced
via Yð4260Þ decays, and using the eþe� ! �þ��J=c
cross sections measured by Belle [3] and BABAR [5].
The �þ��J=c substructure is modelled according to the

experimentally observed Dalitz plot distribution presented
in this analysis. ISR is simulated with KKMC [18] with a
maximum energy of 435 MeV for the ISR photon, corre-
sponding to a �þ��J=c mass of 3:8 GeV=c2.
For eþe� ! �þ��J=c events, the J=c candidate is

reconstructed with lepton pairs (eþe� or �þ��). Since
this decay results in a final state with four charged parti-
cles, we first select events with four good charged tracks
with net charge zero. For each charged track, the polar
angle in the main drift chamber must satisfy j cos�j< 0:93,
and the point of closest approach to the eþe� interaction
point must be within �10 cm in the beam direction and
within 1 cm in the plane perpendicular to the beam direc-
tion. Since pions and leptons are kinematically well sepa-
rated in this decay, charged tracks with momenta larger
than 1:0 GeV=c in the lab frame are assumed to be leptons,
and the others are assumed to be pions. We use the energy
deposited in the EMC to separate electrons from muons.
For muon candidates, the deposited energy in the EMC
should be less than 0.35 GeV, while for electrons, it should
be larger than 1.1 GeV. The efficiencies of these require-
ments are determined from MC simulation to be above
99% in the EMC sensitive region.
In order to reject radiative Bhabha and radiative dimuon

(�eþe�=��þ��) backgrounds associated with a photon-
conversion, the cosine of the opening angle of the pion
candidates, which are true eþe� pairs in the case of
background, is required to be less than 0.98. In the eþe�
mode, the same requirement is imposed on the ��e�
opening angles. This restriction removes less than 1% of
the signal events.
The lepton pair and the two pions are subjected to a four-

constraint (4C) kinematic fit to the total initial four-
momentum of the colliding beams in order to improve
the momentum resolution and reduce the background.
The �2 of the kinematic fit is required to be less than 60.
After imposing these selection criteria, the invariant

mass distributions of the lepton pairs are shown in Fig. 1.
A clear J=c signal is observed in both the eþe� and
�þ�� modes. There are still remaining eþe� !
�þ���þ��, and other QED backgrounds, but these can
be estimated using the events in the J=c mass sideband.
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FIG. 1 (color online). The distributions ofMð�þ��Þ (left panel) andMðeþe�Þ (right panel) after performing a 4C kinematic fit and
imposing all selection criteria. Dots with error bars are data and the curves are the best fit described in the text.
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The final selection efficiency is ð53:8� 0:3Þ% for �þ��
events and ð38:4� 0:3Þ% for eþe� events, where the
errors are from the statistics of the MC sample. The main
factors affecting the detection efficiencies include the de-
tector acceptances for four charged tracks and the require-
ment on the quality of the kinematic fit adopted. The lower
efficiency for eþe� events is due to final-state-radiation,
bremsstrahlung energy loss of eþe� pairs, and the EMC
deposit energy requirement.

To extract the number of �þ��J=c signal events,
invariant mass distributions of the lepton pairs are
fit using the sum of two Gaussian functions with a
linear background term. The fits yield MðJ=c Þ ¼
ð3098:4� 0:2Þ MeV=c2 with 882� 33 signal events in
the �þ�� mode, and MðJ=c Þ¼ ð3097:9�0:3ÞMeV=c2

with 595� 28 signal events in the eþe� mode. Here the
errors are statistical only. The mass resolution is
3:7 MeV=c2 in the �þ�� mode and 4:0 MeV=c2 in the
eþe� mode.

The Born cross section is determined from the relation
�B ¼ ðNfit=Lintð1þ �Þ�BÞ, where Nfit is the number of
signal events from the fit;Lint is the integrated luminosity, �
is the selection efficiency obtained from a MC simulation,
B is the branching fraction of J=c ! ‘þ‘�, and
(1þ �) is the radiative correction factor, which is 0.818
according to a QED calculation [19]. The measured Born
cross section for eþe� ! �þ��J=c is ð64:4� 2:4Þ pb in
the �þ�� mode and ð60:7� 2:9Þ pb in the eþe� mode.
The combinedmeasurement is�Bðeþe� ! �þ��J=c Þ ¼
ð62:9� 1:9Þ pb.

Systematic errors in the cross sectionmeasurement come
from the luminosity measurement, tracking efficiency,
kinematic fit, background estimation, dilepton branching
fractions of the J=c , and Yð4260Þ decay dynamics.

The integrated luminosity of this data sample was mea-
sured using large angle Bhabha events, and has an esti-
mated uncertainty of 1.0%. The tracking efficiency
uncertainty is estimated to be 1% for each track from a
study of the control samples J=c ! �þ���0 and
c ð3686Þ ! �þ��J=c . Since the luminosity is measured
using Bhabha events, the tracking efficiency uncertainty of
high momentum lepton pairs partly cancels in the calcu-
lation of the �þ��J=c cross section. To be conservative,
we take 4% for both the eþe� and �þ�� modes.

The uncertainty from the kinematic fit comes from the
inconsistency between the data and MC simulation of the
track helix parameters. Following the procedure described
in Ref. [20], we take the difference between the efficiencies
with and without the helix parameter correction as the
systematic error, which is 2.2% in the �þ�� mode and
2.3% in the eþe� mode.

Uncertainties due to the choice of background shape and
fit range are estimated by varying the background function
from linear to a second-order polynomial and by extending
the fit range.

Uncertainties in the Yð4260Þ resonance parameters and
possible distortions of the Yð4260Þ line shape introduce
small systematic uncertainties in the radiative correction
factor and the efficiency. This is estimated using the differ-
ent line shapes measured by Belle [3] and BABAR [5]. The
difference in ð1þ �Þ� is 0.6% in both the eþe� and�þ��
modes, and this is taken as a systematic error.
We use the observed Dalitz plot to generate Yð4260Þ !

�þ��J=c events. To cover possible modelling inaccura-
cies, we conservatively take the difference between the
efficiency using this model and the efficiency using a phase
space model as a systematic error. The error is 3.1% in both
the �þ�� and the eþe� modes.
The uncertainty in BðJ=c ! ‘þ‘�Þ is 1% [21]. The

trigger simulation, the event start time determination, and
the final-state-radiation simulation are well understood; the
total systematic error due to these sources is estimated to
be less than 1%.
Assuming all of the sources are independent, the total

systematic error in the �þ��J=c cross section measure-
ment is determined to be 5.9% for the �þ�� mode and
6.8% for the eþe� mode. Taking the correlations in errors
between the two modes into account, the combined sys-
tematic error is slightly less than 5.9%.
Intermediate states are studied by examining the Dalitz

plot of the selected �þ��J=c candidate events. The J=c
signal is selected using 3:08<Mð‘þ‘�Þ< 3:12 GeV=c2

and the sideband using 3:00<Mð‘þ‘�Þ< 3:06 GeV=c2

or 3:14<Mð‘þ‘�Þ< 3:20 GeV=c2, which is three times
the size of the signal region. In total, a sample of 1595
�þ��J=c events with a purity of 90% is obtained.
Figure 2 shows the Dalitz plot of events in the J=c

signal region, where there are structures in the �þ��
system and evidence for an exotic charmoniumlike struc-
ture in the ��J=c system. The inset shows background
events from J=c mass sidebands (not normalized), where
no obvious structures are observed.
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Figure 3 shows the projections of the Mð�þJ=c Þ,
Mð��J=c Þ, and Mð�þ��Þ distributions for the signal
events, as well as the background events estimated from
normalized J=c mass sidebands. In the ��J=c mass
spectrum, there is a significant peak at around
3:9 GeV=c2 [referred to as the Zcð3900Þ hereafter]. The
wider peak at low mass is a reflection of the Zcð3900Þ as
indicated from MC simulation, and shown in Fig. 3.
Similar structures are observed in the eþe� and �þ��
separated samples.

The �þ�� mass spectrum shows nontrivial structure.
To test the possible effects of dynamics in the �þ�� mass
spectrum on the ��J=c projection, we develop a parame-
trization for the �þ�� mass spectrum that includes a
f0ð980Þ, �ð500Þ, and a nonresonant amplitude. An MC
sample generated with this parametrization adequately
describes the �þ�� spectrum, as shown in Fig. 3, but
does not generate any peaking structure in the ��J=c
projection consistent with the Zcð3900Þ. We have also
tested D-wave �þ�� amplitudes, which are not apparent
in the data, and they, also, do not generate peaks in the
��J=c spectrum.

An unbinned maximum likelihood fit is applied to the
distribution of Mmaxð��J=c Þ, the larger one of the two
mass combinations Mð�þJ=c Þ and Mð��J=c Þ in each
event. The signal shape is parametrized as an S-wave Breit-
Wigner function convolved with a Gaussian with a mass
resolution fixed at the MC simulated value (4:2 MeV=c2).
The phase space factor p � q is considered in the partial
width, where p is the Zcð3900Þ momentum in the Yð4260Þ
c.m. frame and q is the J=c momentum in the Zcð3900Þ
c.m. frame. The background shape is parametrized as
a=ðx� 3:6Þb þ cþ dx, where a, b, c, and d are free
parameters and x ¼ Mmaxð��J=c Þ. The efficiency curve
is considered in the fit and the possible interference
between the signal and background is neglected. Figure 4
shows the fit results; the fit yields a mass of ð3899:0�
3:6Þ MeV=c2, and a width of ð46� 10Þ MeV. The good-
ness of the fit is found to be �2=ndf ¼ 32:6=37 ¼ 0:9.

The number of Zcð3900Þ events is determined to be
N½Zcð3900Þ�� ¼ 307� 48. The production ratio is

calculated to be R ¼ �ðeþe� ! ��Zcð3900Þ� !
�þ��J=c Þ=�ðeþe� ! �þ��J=c Þ ¼ ð21:5 � 3:3Þ%,
where the efficiency correction has been applied. The
statistical significance is calculated by comparing the fit
likelihoods with and without the signal. Besides the nomi-
nal fit, the fit is also performed by changing the fit range,
the signal shape, or the background shape. In all cases, the
significance is found to be greater than 8�.
Fitting the Mð�þJ=c Þ and Mð��J=c Þ distributions

separately, one obtains masses, widths, and production
rates of the Zcð3900Þþ and Zcð3900Þ� that agree with
each other within statistical errors. Dividing the sample
into two different Mð�þ��Þ regions [below and above
M2ð�þ��Þ ¼ 0:7 GeV2=c4] allows us to check the
robustness of the Zcð3900Þ signal in the presence of two
different sets of interfering �þ��J=c amplitudes. In both
samples, the Zcð3900Þ is significant and the observed mass
can shift by as much as 14� 5 MeV=c2 from the nominal
fit, and the width can shift by ð20� 11Þ MeV. We attribute
the systematic shifts in mass and width to interference
between the Zcð3900Þ� and ð�þ��ÞJ=c amplitudes. In
fitting the ��J=c projection of the Dalitz plot, our analy-
sis averages over the entire �þ�� spectrum, and our
measurement of the Zcð3900Þ mass, width, and produc-
tion fraction neglects interference with other �þ��J=c
amplitudes.
The systematic errors for the resonance parameters of

the Zcð3900Þ come from the mass calibration, parametri-
zation of the signal and background shapes, and the mass
resolution. The uncertainty from the mass calibration can
be estimated using the difference between the measured
and known J=c masses (reconstructed from eþe�
and �þ��) and D0 masses (reconstructed from K��þ).
The differences are ð1:4� 0:2Þ MeV=c2 and �ð0:7�
0:2Þ MeV=c2, respectively. Since our signal topology has
one low momentum pion, as inD0 decay, and a pair of high
momentum tracks from the J=c decay, we assume these
differences added in quadrature is the systematic error of
the Zcð3900Þ mass measurement due to tracking. Doing a
fit by assuming a P wave between the Zcð3900Þ and the �,
and between the J=c and � in the Zcð3900Þ system, yields
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FIG. 3 (color online). One dimensional projections of the Mð�þJ=c Þ, Mð��J=c Þ, and Mð�þ��Þ invariant mass distributions in
eþe� ! �þ��J=c for data in the J=c signal region (dots with error bars), data in the J=c sideband region (shaded histograms), and
MC simulation results from �ð500Þ, f0ð980Þ, and nonresonant �þ�� amplitudes (red dotted-dashed histograms). The pink blank
histograms show a MC simulation of the Zcð3900Þ signal with arbitrary normalization.
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a mass difference of 2:1 MeV=c2, a width difference of
3.7 MeV, and production ratio difference of 2.6% absolute.
Assuming the Zcð3900Þ couples strongly with D �D� results
in an energy dependence of the total width [22], and the fit
yields a difference of 2:1 MeV=c2 for mass, 15.4 MeV for
width, and no change for the production ratio. We estimate
the uncertainty due to the background shape by changing to
a third-order polynomial or a phase space shape, varying
the fit range, and varying the requirements on the �2 of the
kinematic fit. We find differences of 3:5 MeV=c2 for mass,
12.1 MeV for width, and 7.1% absolute for the production
ratio. Uncertainties due to the mass resolution are esti-
mated by increasing the resolution determined by MC
simulations by 16%, which is the difference between the
MC simulated and measured mass resolutions of the J=c
and D0 signals. We find the difference is 1.0 MeV in the
width, and 0.2% absolute in the production ratio, which are
taken as the systematic errors. Assuming all the sources of
systematic uncertainty are independent, the total system-
atic error is 4:9 MeV=c2 for mass, 20 MeV for width and
7.5% for the production ratio.

In Summary, we have studied eþe� ! �þ��J=c at a
c.m. energy of 4.26 GeV. The cross section is measured to
be ð62:9� 1:9� 3:7Þ pb, which agrees with the existing
results from the BABAR [5], Belle [3], and CLEO [4]
experiments. In addition, a structure with a mass of
ð3899:0� 3:6� 4:9Þ MeV=c2 and a width of ð46� 10�
20Þ MeV is observed in the ��J=c mass spectrum. This
structure couples to charmonium and has an electric
charge, which is suggestive of a state containing more
quarks than just a charm and anticharm quark. Similar
studies were performed in B decays, with unconfirmed
structures reported in the ��c ð3686Þ and ���c1 systems
[23–26]. It is also noted that model-dependent calculations
exist that attempt to explain the charged bottomonium-
like structures which may also apply to the charmonium-
like structures, and there were model predictions of

charmoniumlike structures near the D �D� and D� �D�
thresholds [27].
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We study eþe� ! �þ��hc at center-of-mass energies from 3.90 to 4.42 GeV by using data samples

collected with the BESIII detector operating at the Beijing Electron Positron Collider. The Born cross

sections are measured at 13 energies and are found to be of the same order of magnitude as those of

eþe� ! �þ��J=c but with a different line shape. In the ��hc mass spectrum, a distinct structure,

referred to as Zcð4020Þ, is observed at 4:02 GeV=c2. The Zcð4020Þ carries an electric charge and

couples to charmonium. A fit to the ��hc invariant mass spectrum, neglecting possible interferences,

results in a mass of ð4022:9� 0:8� 2:7Þ MeV=c2 and a width of ð7:9� 2:7� 2:6Þ MeV for the

Zcð4020Þ, where the first errors are statistical and the second systematic. The difference between the

parameters of this structure and the Zcð4025Þ observed in the D� �D� final state is within 1:5�, but
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whether they are the same state needs further investigation. No significant Zcð3900Þ signal is observed,
and upper limits on the Zcð3900Þ production cross sections in ��hc at center-of-mass energies of 4.23

and 4.26 GeV are set.

DOI: 10.1103/PhysRevLett.111.242001 PACS numbers: 14.40.Rt, 13.66.Bc, 14.40.Pq

In the study of the eþe� ! �þ��J=c at center-
of-mass (c.m.) energies around 4.26 GeV, the BESIII [1]
and Belle [2] experiments observed a charged charmo-
niumlike state, the Zcð3900Þ, which was confirmed shortly
after with CLEO data at a c.m. energy of 4.17 GeV [3]. As
there are at least four quarks within the Zcð3900Þ, it is
interpreted as either a tetraquark state, a D �D� molecule,
hadroquarkonium, or other configurations [4]. More
recently, BESIII has observed another charged Zcð4025Þ
state in eþe� ! ��ðD� �D�Þ� [5]. These states together
with similar states observed in the bottomonium system
[6] would seem to indicate that a new class of hadrons has
been observed.

Such a particle may couple to ��hc [4] and thus can be
searched for in eþe� ! �þ��hc. This final state has been
studied by CLEO [7], and a hint of a rising cross section at
4.26 GeV has been observed. An improved measurement
may shed light on understanding the nature of the Yð4260Þ
as well [8,9].

In this Letter, we present a study of eþe� ! �þ��hc at
13 c.m. energies from 3.900 to 4.420 GeV. The data
samples were collected with the BESIII detector [10] and
are listed in Table I. The c.m. energies (

ffiffiffi

s
p

) are measured
with a beam energy measurement system [12] with an
uncertainty of�1:0 MeV. A charged structure is observed
in the ��hc invariant mass spectrum at 4:02 GeV=c2

[referred to as the Zcð4020Þ hereafter]. We also report on
the search for Zcð3900Þ decays into the same final state. No
significant signal is observed, and an upper limit on the
production rate is determined. In the studies presented

here, the hc is reconstructed via its electric-dipole (E1)
transition hc ! ��c with �c ! Xi, where Xi signifies 16
exclusive hadronic final states: p �p, 2ð�þ��Þ, 2ðKþK�Þ,
KþK��þ��, p �p�þ��, 3ð�þ��Þ, KþK�2ð�þ��Þ,
K0

SK
���, K0

SK
�������, KþK��0, p �p�0, �þ���,

KþK��, 2ð�þ��Þ�, �þ���0�0, and 2ð�þ��Þ�0�0.
We select charged tracks, photons, and K0

S ! �þ��
candidates as described in Ref. [13]. A candidate �0 (�)
is reconstructed from pairs of photons with an invariant
mass in the range jM�� �m�0 j< 15 MeV=c2 (jM�� �
m�j< 15 MeV=c2), where m�0 (m�) is the nominal �0

(�) mass [14].
In selecting eþe� ! �þ��hc, hc ! ��c candidates,

all charged tracks are assumed to be pions, and events
with at least one combination satisfying Mrecoil

�þ�� 2
½3:45; 3:65� GeV=c2 and Mrecoil

��þ�� 2 ½2:8; 3:2� GeV=c2
are kept for further analysis. Here Mrecoil

�þ�� (Mrecoil
��þ��) is

the mass recoiling from the �þ�� (��þ��) pair, which
should be in the mass range of the hc (�c).
To determine the species of final state particles and to

select the best photon when additional photons (and �0 or
� candidates) are found in an event, the combination with
the minimum value of �2 ¼ �2

4C þPN
i¼1 �

2
PIDðiÞ þ �2

1C is

selected for further analysis, where �2
4C is the �2 from the

initial-final four-momentum conservation (4C) kinematic
fit and �2

PIDðiÞ is the �2 from particle identification (PID)

using the energy loss in the main draft chamber and the
time measured with the time-of-flight system. N is the
number of the charged tracks in the final states, and �2

1C

is the sum of the 1C (mass constraint of the two daughter
photons) �2 of the �0 and � in each final state. There is
also a �2

4C requirement, which is optimized by using the

figure of merit S=
ffiffiffiffiffiffiffiffiffiffiffiffiffi

Sþ B
p

, where S and B are the numbers
of Monte Carlo (MC) simulated signal and background
events, respectively, and �2

4C < 35 (efficiency is about 80%
from MC simulation) is required for final states with only
charged or K0

S particles, while �2
4C < 20 (efficiency is

about 70% from MC simulation) is required for those
with �0 or � [15]. A similar optimization procedure deter-
mines the �c candidate mass window around the nominal
�c [14] mass to be �50 MeV=c2 with efficiency about
85% from MC simulation (� 45 MeV=c2 with efficiency
about 80% from MC simulation) for final states with only
charged or K0

S particles (those with �0 or �).
Figure 1 shows as an example the scatter plot of the mass

of the �c candidate versus that of the hc candidate at the
c.m. energy of 4.26 GeV, as well as the projection of the
invariant mass distribution of ��c in the �c signal region,

TABLE I. eþe� ! �þ��hc cross sections (or upper limits at
the 90% confidence level). The third errors are from the uncer-
tainty in Bðhc ! ��cÞ [11].
ffiffiffi

s
p

(GeV) L (pb�1) nobshc
�ðeþe� ! �þ��hcÞ (pb)

3.900 52.8 <2:3 <8:3

4.009 482.0 <13 <5:0

4.090 51.0 <6:0 <13

4.190 43.0 8:8� 4:9 17:7� 9:8� 1:6� 2:8

4.210 54.7 21:7� 5:9 34:8� 9:5� 3:2� 5:5

4.220 54.6 26:6� 6:8 41:9� 10:7� 3:8� 6:6

4.230 1090.0 646� 33 50:2� 2:7� 4:6� 7:9

4.245 56.0 22:6� 7:1 32:7� 10:3� 3:0� 5:1

4.260 826.8 416� 28 41:0� 2:8� 3:7� 6:4

4.310 44.9 34:6� 7:2 61:9� 12:9� 5:6� 9:7

4.360 544.5 357� 25 52:3� 3:7� 4:8� 8:2

4.390 55.1 30:0� 7:8 41:8� 10:8� 3:8� 6:6

4.420 44.7 29:1� 7:3 49:4� 12:4� 4:5� 7:6
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where a clear hc ! ��c signal is observed. To extract the
number of �þ��hc signal events, the ��c mass spectrum
is fitted by using the MC simulated signal shape convolved
with a Gaussian function to reflect the mass resolution
difference (around 10%) between the data and MC simu-
lation, together with a linear background. The fit to the
4.26 GeV data is shown in Fig. 1. The tail in the high mass
side is due to the events with initial state radiation (ISR),
which is simulated well in MC, and its fraction is fixed in
the fit. At the energy points with large statistics (4.23, 4.26,
and 4.36 GeV), the fit is applied to the 16 �c decay modes
simultaneously, while, at the other energy points, we fit the
mass spectrum summed over all the �c decay modes. The
number of signal events (nobshc

) and the measured Born cross

section at each energy are listed in Table I. The �þ��hc
cross section appears to be constant above 4.2 GeV with a
possible local maximum at around 4.23 GeV. This is in
contrast to the observed energy dependence in the eþe� !
�þ��J=c channel which revealed a decrease of cross
sections at higher energies [2,17].

Systematic errors in the cross section measurement
mainly come from the luminosity measurement, the
branching fraction of hc ! ��c, the branching fraction
of �c ! Xi, the detection efficiency, the ISR correction
factor, and the fit. The integrated luminosity at each energy
point is measured by using large angle Bhabha events, and
it has an estimated uncertainty of 1.2%. The branching
fractions of hc ! ��c and �c ! Xi are taken from
Refs. [11,13]. The uncertainties in the detection efficiency
are estimated in the same way as described in
Refs. [13,16], and the error in the ISR correction is esti-
mated as described in Ref. [1]. Uncertainties due to the
choice of the signal shape, the background shape, the mass
resolution, and the fit range are estimated by varying the hc

and �c resonant parameters and line shapes in the MC
simulation, varying the background function from linear to
a second-order polynomial, varying the mass resolution
difference between data and MC simulation by one stan-
dard deviation, and by extending the fit range. Assuming
all of the sources are independent, the total systematic error
in the�þ��hc cross section measurement is determined to
be between 7% and 9% depending on the energy, and to be
conservative we take 9% for all the energy points. The
uncertainty in Bðhc ! ��cÞ is 15.7% [14], common to all
energy points, and quoted separately in the cross section
measurement. Altogether, about 95% of the total system-
atic errors are common to all the energy points.
Intermediate states are studied by examining the

Dalitz plot of the selected �þ��hc candidate events.
The hc signal is selected by using 3:518<M��c

<

3:538 GeV=c2 and the sideband by using 3:490<M��c
<

3:510 GeV=c2 or 3:560<M��c
< 3:580 GeV=c2, which

is twice as wide as the signal region. Figure 2 shows the
Dalitz plot of the �þ��hc candidate events summed over
all energies. While there are no clear structures in the
�þ�� system, there is clear evidence for an exotic char-
moniumlike structure in the ��hc system. Figure 3 shows
the projection of the M��hc (two entries per event) distri-

bution for the signal events, as well as the background
events estimated from normalized hc mass sidebands.
There is a significant peak at around 4:02 GeV=c2 [the
Zcð4020Þ], and the wider peak at low masses is the reflec-
tion of the Zcð4020Þ. There are also some events at around
3:9 GeV=c2, which could be the Zcð3900Þ. The individual
data sets at 4.23, 4.26, and 4.36 GeV show similar
structures.
An unbinned maximum likelihood fit is applied to the

M��hc distribution summed over the 16 �c decay modes.

The data at 4.23, 4.26, and 4.36 GeV are fitted simulta-
neously with the same signal function with common mass
and width. The signal shape is parametrized as a constant
width relativistic Breit-Wigner function convolved with a
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FIG. 1 (color online). TheM��c
distribution after the �c signal

selection of 4.26 GeV data: dots with error bars are data, and the
curves are the best fit described in the text. The inset is the scatter
plot of the mass of the �c candidate versus that of the hc
candidate.
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Gaussian with a mass resolution determined from the data
directly. Assuming the spin parity of the Zcð4020Þ JP ¼
1þ, a phase space factor pq3 is considered in the partial
width, where p is the Zcð4020Þ momentum in the eþe�
c.m. frame and q is the hc momentum in the Zcð4020Þ c.m.
frame. The background shape is parametrized as an
ARGUS function [18]. The efficiency curve is considered
in the fit, but possible interferences between the signal and
background are neglected. Figure 4 shows the fit results;
the fit yields a mass of ð4022:9� 0:8Þ MeV=c2 and a width
of ð7:9� 2:7Þ MeV. The goodness of fit is found to be
�2=n:d:f: ¼ 27:3=32 ¼ 0:85 by projecting the events into

a histogram with 46 bins. The statistical significance of the
Zcð4020Þ signal is calculated by comparing the fit like-
lihoods with and without the signal. Besides the nominal
fit, the fit is also performed by changing the fit range, the
signal shape, or the background shape. In all cases, the
significance is found to be greater than 8:9�.
The numbers of Zcð4020Þ events are determined to be

N½Zcð4020Þ�� ¼ 114� 25, 72� 17, and 67� 15 at 4.23,
4.26, and 4.36 GeV, respectively. The cross sections are
calculated to be�½eþe� ! ��Zcð4020Þ� ! �þ��hc� ¼
ð8:7� 1:9� 2:8� 1:4Þ pb at 4.23 GeV, ð7:4�1:7�2:1�
1:2Þ pb at 4.26 GeV, and ð10:3� 2:3� 3:1� 1:6Þ pb at
4.36 GeV, where the first errors are statistical, the second
ones systematic (described in detail below), and the third
ones from the uncertainty in Bðhc ! ��cÞ [14]. The
Zcð4020Þ production rate is uniform at these three energy
points.
Adding a Zcð3900Þ with the mass and width fixed to the

BESIII measurement [1] in the fit results in a statistical
significance of 2:1� (see the inset in Fig. 4). We set upper
limits on the production cross sections as �½eþe� !
��Zcð3900Þ� ! �þ��hc�< 13 pb at 4.23 GeV and
<11 pb at 4.26 GeV, at the 90% confidence level (C.L.).
The probability density function from the fit is smeared by
a Gaussian function with a standard deviation of �sys to

include the systematic error effect, where �sys is the rela-

tive systematic error in the cross section measurement
described below. We do not fit the 4.36 GeV data, as the
Zcð3900Þ signal overlaps with the reflection of the
Zcð4020Þ signal.
The systematic errors for the resonance parameters of

the Zcð4020Þ come from the mass calibration, parametri-
zation of the signal and background shapes, possible exis-
tence of the Zcð3900Þ and interference with it, fitting range,
efficiency curve, and mass resolution. The uncertainty
from the mass calibration is estimated by using the differ-
ence between the measured and known hc masses and D0

masses (reconstructed from K��þ). The differences are
(2:1� 0:4) and �ð0:7� 0:2Þ MeV=c2, respectively. Since
our signal topology has one low momentum pion and many
tracks from the hc decay, we assume these differences
added in quadrature, 2:6 MeV=c2, is the systematic error
due to the mass calibration. Spin parity conservation for-
bids a zero spin for the Zcð4020Þ, and, assuming that
contributions from D wave or higher are negligible, the
only alternative is JP ¼ 1� for the Zcð4020Þ. A fit under
this scenario yields a mass difference of 0:2 MeV=c2 and a
width difference of 0.8 MeV. The uncertainty due to the
background shape is determined by changing to a second-
order polynomial and by varying the fit range. A difference
of 0:1 MeV=c2 for the mass is found from the former, and
differences of 0:2 MeV=c2 for mass and 1.1MeV for width
are found from the latter. Uncertainties due to the mass
resolution are estimated by varying the resolution differ-
ence between the data and MC simulation by one standard
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FIG. 3 (color online). M��hc distribution of e
þe� ! �þ��hc

candidate events in the hc signal region (dots with error bars) and
the normalized hc sideband region (shaded histogram), summed
over data at all energy points.
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FIG. 4 (color online). Sum of the simultaneous fits to the
M��hc distributions at 4.23, 4.26, and 4.36 GeV as described in

the text; the inset shows the sum of the simultaneous fit to the
M�þhc distributions at 4.23 and 4.26 GeV with Zcð3900Þ and

Zcð4020Þ. Dots with error bars are data; shaded histograms are
the normalized sideband background; the solid curves show the
total fit, and the dotted curves the backgrounds from the fit.
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deviation of the measured uncertainty in the mass resolu-
tion of the hc signal; the difference is 0.5 MeV in the width,
which is taken as the systematic error. The uncertainty in
the efficiency curve results in 0:1 MeV=c2 for mass and
0.1 MeV for width. Uncertainties due to the possible
existence of the Zcð3900Þ and the interference with it are
estimated by adding a Zcð3900Þ amplitude incoherently or
coherently in the fit. The uncertainties due to Zcð3900Þ
are 0:2 MeV=c2 for mass and 2.1 MeV for width, while the
uncertainties due to interference are 0:5 MeV=c2 for the
mass and 0.4 MeV for the width. Assuming all the sources
of systematic uncertainty are independent, the total sys-
tematic error is 2:7 MeV=c2 for the mass and 2.6 MeV for
the width.

The systematic errors in �½eþe� ! ��Zcð4020Þ� !
�þ��hc� are estimated in the same way as for �ðeþe� !
�þ��hcÞ. The systematic errors due to the inclusion of
the Zcð3900Þ signal, the possible interference between
Zcð4020Þ and Zcð3900Þ, the fitting range, the signal and
background parametrizations, the hc signal window selec-
tion, the mass resolution, and the efficiency curve, in
addition to those in the �ðeþe� ! �þ��hcÞ measure-
ment, are considered and summarized in Table II.
The systematic errors in �½eþe� ! ��Zcð3900Þ� !
�þ��hc� are determined similarly.

In summary, we measure eþe� ! �þ��hc cross sec-
tions at c.m. energies between 3.90 and 4.42 GeV for the
first time. These cross sections are of the same order of
magnitude as those of the eþe� ! �þ��J=c measured
by BESIII [1] and other experiments [2,17] but with a
different line shape. There is a broad structure at high
energy with a possible local maximum at around
4.23 GeV. A narrow structure very close to the ðD� �D�Þ�
threshold with a mass of ð4022:9� 0:8� 2:7Þ MeV=c2

and a width of ð7:9� 2:7� 2:6Þ MeV is observed in the
��hc mass spectrum. This structure couples to charmo-
nium and has an electric charge, which is suggestive of a
state containing more quarks than just a charm and an
anticharm quark, as the Zcð3900Þ observed in the ��J=c
system [1–3]. We do not find a significant signal for
Zcð3900Þ ! ��hc, and the production cross section is
found to be smaller than 11 pb at the 90% C.L. at
4.26 GeV, which is lower than that of Zcð3900Þ !
��J=c [1]. The Zcð4020Þ parameters agree within 1:5�
of those of the Zcð4025Þ, observed in eþe� ! ��ðD� �D�Þ�
at a c.m. energy 4.26 GeV [5]. Results for the latter at 4.23

and 4.36 GeV may help us to understand whether they are
the same state.
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With data samples collected with the BESIII detector operating at the BEPCII storage ring at center-of-
mass energies from 4.009 to 4.420 GeV, the process eþe− → γXð3872Þ is observed for the first time with a
statistical significance of 6.3σ. The measured mass of the Xð3872Þ is ð3871:9� 0.7stat � 0.2systÞ MeV=c2,
in agreement with previous measurements. Measurements of the product of the cross section σ½eþe− →
γXð3872Þ� and the branching fraction B½Xð3872Þ → πþπ−J=ψ � at center-of-mass energies 4.009, 4.229,
4.260, and 4.360 GeV are reported. Our measurements are consistent with expectations for the radiative
transition process Yð4260Þ → γXð3872Þ.
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The Xð3872Þ was first observed 10 years ago by Belle
[1] in B� → K�πþπ−J=ψ decays; it was subsequently
confirmed by several other experiments [2–4]. Since its
discovery, the Xð3872Þ has stimulated considerable inter-
est. Both BABAR and Belle observed the Xð3872Þ → γJ=ψ
decay process, which ensures that the Xð3872Þ is a C-even
state [5,6]. The CDF and LHCb experiments determined
the spin parity of the Xð3872Þ to be JP ¼ 1þ [7,8], and
CDF also found that the πþπ− system was dominated by
the ρ0ð770Þ resonance [9]. Because of the proximity of its
mass to the D̄D� mass threshold, the Xð3872Þ has been
interpreted as a candidate for a hadronic molecule or a
tetraquark state [10]. Until now, the Xð3872Þ was only
observed in B meson decays and hadron collisions. Since
the Xð3872Þ is a 1þþ state, it should be able to be produced
through the radiative transition of an excited vector
charmonium or charmoniumlike states such as a ψ or a Y.
The puzzling Yð4260Þ [11] and Yð4360Þ [12] vector

charmoniumlike states have only been observed in final
states containing a charmonium meson and a πþπ− pair, in
contrast to the ψð4040Þ and ψð4160Þ which dominantly
couple to open charm final states [13]. The observation
of the charged charmoniumlike state Zcð3900Þ [11,14],
which is clearly not a conventional charmonium state and
is produced recoiling against a π� at the c.m. energy of
4.26 GeV, indicates that these two “exotic” states seem to
couple with each other. To better understand their nature, an
investigation of other decay processes, such as the radiative
transition of the Yð4260Þ and Yð4360Þ to lower lying
charmonium or charmoniumlike states is important [15].
The process Yð4260Þ=Yð4360Þ → γXð3872Þ is unique due
to the exotic feature of both the Xð3872Þ and the Yð4260Þ
or Yð4360Þ resonances.
In this Letter, we report the first observation of the

process eþe− → γXð3872Þ → γπþπ−J=ψ , J=ψ → lþl−
(lþl− ¼ eþe− or μþμ−) in an analysis of data collected
with the BESIII detector operating at the BEPCII storage
ring [16] at eþe− center-of-mass (c.m.) energies from
ffiffiffi

s
p ¼ 4.009 GeV to 4.420 GeV [17]. The c.m. energy is
measured with a precision of �1.0 MeV [18]. A GEANT4-
based Monte Carlo (MC) simulation software package
that includes the geometric description of the BESIII
detector and the detector response is used to optimize
the event selection criteria, determine the detection
efficiency, and estimate backgrounds. For the signal
process, we generate eþe− → γXð3872Þ, with Xð3872Þ →
πþπ−J=ψ at each c.m. energy. Initial state radiation (ISR) is
simulated with KKMC [19], where the Born cross section
of eþe− → γXð3872Þ between 3.90 and 4.42 GeV is
assumed to follow the eþe− → πþπ−J=ψ line shape
[11]. The maximum ISR photon energy corresponds to
the 3.9 GeV=c2 production threshold of the γXð3872Þ
system. We generate Xð3872Þ → ρ0J=ψ MC events with
ρ0 → πþπ− to model the πþπ− system and determine the
detection efficiency [9]. Here the ρ0 and J=ψ are assumed

to be in a relative S wave. Final state radiation (FSR) is
handled with PHOTOS [20].
Events with four good charged tracks with net charge

zero are selected as described in Ref. [14]. Showers
identified as photon candidates must satisfy fiducial and
shower quality as well as timing requirement as described
in Ref. [21]. When there is more than one photon candidate,
the one with the largest energy is regarded as the radiative
photon. In order to improve the momentum and energy
resolution and reduce the background, the event is sub-
jected to a four-constraint (4C) kinematic fit to the
hypothesis eþe− → γπþπ−lþl−, that constrains total four
momentum of the measured particles to be equal to the
initial four-momentum of the colliding beams. The χ2 of the
kinematic fit is required to be less than 60. To reject
radiative Bhabha and radiative dimuon (γeþe−=γμþμ−)
backgrounds associated with photon conversion, the
cosine of the opening angle of the pion candidates, is
required to be less than 0.98. This restriction removes
almost all the background events with an efficiency loss for
signal that is less than 1%. Background from eþe− →
ηJ=ψ with η → γπþπ−=πþπ−π0 is rejected by requiring
Mðγπþπ−Þ > 0.6 GeV=c2, and its remaining contribution
is negligible [21,22].
After imposing the above requirements, there are clear

J=ψ peaks in the lþl− invariant mass distribution at each
c.m. energy data set. The J=ψ mass window to select signal
events is 3.08 < Mðlþl−Þ < 3.12 GeV=c2 (mass resolu-
tion is 6 MeV=c2), while the sidebands are 3.0 <
Mðlþl−Þ < 3.06 and 3.14 < Mðlþl−Þ < 3.20 GeV=c2,
which is three times as wide as the signal region.
The remaining backgrounds mainly come from eþe− →

ðγISRÞπþπ−J=ψ , η0J=ψ , and πþπ−πþπ−π0=πþπ−πþπ−γ.
MC simulation based on available measurements for
ðγISRÞπþπ−J=ψ [11], and cross sections measured from
the same data samples for η0J=ψ (η0 → γπþπ−=πþπ−η)
shows a smooth, nonpeaking Mðπþπ−J=ψÞ mass distribu-
tion in the Xð3872Þ signal region, and indicates that
background from eþe− → πþπ−πþπ−ðπ0=γÞ is small and
can be estimated from the J=ψ mass sideband data.
Figure 1 shows the πþπ−J=ψ invariant mass distributions
at

ffiffiffi

s
p ¼ 4.009, 4.229, 4.260, and 4.360 GeV. Here

Mðπþπ−J=ψÞ ¼ Mðπþπ−lþl−Þ − Mðlþl−Þ þ mðJ=ψÞ
is used to reduce the resolution effect of the lepton
pairs, and mðJ=ψÞ is the nominal mass of J=ψ [13].
There is a huge eþe− → γISRψð3686Þ signal at each c.m.
energy data set. In addition, there is a narrow peak around
3872 MeV=c2 in the 4.229 and 4.260 GeV data samples,
while there is no significant signal at the other energies.
The Mðπþπ−J=ψÞ distribution (summed over all c.m.

energy data sets) is fitted to determine the mass and
Xð3872Þ yield. We use a MC simulated signal histogram
convolved with a Gaussian function which represents the
resolution difference between data and MC simulation as
the signal shape, and a linear function for the background.
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The ISR ψð3686Þ signal is used to calibrate the absolute
mass scale and to extract the resolution difference between
data and MC simulation. The fit to the ψð3686Þ results
in a mass shift of μψð3686Þ ¼ −ð0.34� 0.04Þ MeV=c2, and
a standard deviation of the Gaussian resolution function of
σ ¼ ð1.14� 0.07Þ MeV=c2. The resolution parameter of
the resolution Gaussian applied to the MC simulated signal
shape is fixed at 1.14 MeV=c2 in the fit to the Xð3872Þ.
Figure 2 shows the fit result (with M½Xð3872Þ�input ¼
3871:7 MeV=c2 as input in MC simulation), which gives
μXð3872Þ ¼ −ð0.10 � 0.69Þ MeV=c2 and N½Xð3872Þ� ¼
20:1� 4.5. So, the measured mass of Xð3872Þ
is M½Xð3872Þ� ¼ M½Xð3872Þ�input þ μXð3872Þ − μψð3686Þ ¼
ð3871:9 � 0.7Þ MeV=c2, where the uncertainty includes

the statistical uncertainties from the fit and the mass
calibration. The limited statistics prevent us from measur-
ing the intrinsic width of the Xð3872Þ. From a fit with a
floating width we obtain Γ½Xð3872Þ� ¼ ð0.0þ1.7−0.0Þ MeV, or
less than 2.4 MeV at the 90% confidence level (C.L.).
The statistical significance of Xð3872Þ is 6.3σ, estimated
by comparing the difference of log-likelihood value
[Δð−2 lnLÞ ¼ 44:5] with and without the Xð3872Þ signal
in the fit, and taking the change of the number of degrees of
freedom (Δndf ¼ 2) into consideration.
Figure 3 shows the angular distribution of the

radiative photon in the eþe− c.m. frame and the πþπ−
invariant mass distribution, for the Xð3872Þ signal events
(3.86 < Mðπþπ−J=ψÞ < 3.88 GeV=c2) and normalized
sideband events (3.83 < Mðπþπ−J=ψÞ < 3.86 or 3.88 <
Mðπþπ−J=ψÞ < 3.91 GeV=c2). The data agree with MC
simulation assuming a pure E1-transition between the
Yð4260Þ and the Xð3872Þ for the polar angle distribution,
and the Mðπþπ−Þ distribution is consistent with the
CDF observation [9] of a dominant ρ0ð770Þ resonance
contribution.
The product of the Born-order cross section times

the branching fraction of Xð3872Þ → πþπ−J=ψ is
calculated using σB½eþe− → γXð3872Þ� × B½Xð3872Þ →
πþπ−J=ψ � ¼ Nobs=Lintð1þ δÞϵB, where Nobs is the num-
ber of observed events obtained from the fit to the
Mðπþπ−J=ψÞ distribution, Lint is integrated luminosity,
ϵ is the detection efficiency, B is the branching fraction of
J=ψ → lþl− and (1þ δ) is the radiative correction factor,
which depends on the line shape of eþe− → γXð3872Þ.
Since we observe large cross sections at

ffiffiffi

s
p ¼ 4.229 and

4.260 GeV, we assume the eþe− → γXð3872Þ cross section
follows that of eþe− → πþπ−J=ψ over the full energy
range of interest and use the eþe− → πþπ−J=ψ line-shape
from published results [11] as input in the calculation of the
efficiency and radiative correction factor. The results of
these studies at different energies (

ffiffiffi

s
p ¼ 4.009, 4.229,

4.260, and 4.360 GeV) are listed in Table I. For the
4.009 and 4.360 GeV data, where the Xð3872Þ signal is
not statistically significant, upper limits for production
yield at 90% C.L. are also given. As a validation, the
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FIG. 1 (color online). The πþπ−J=ψ invariant mass distribu-
tions at

ffiffiffi

s
p ¼ 4.009 (top left), 4.229 (top right), 4.260 (bottom

left), and 4.360 GeV (bottom right). Dots with error bars are
data, the green shaded histograms are normalized J=ψ sideband
events.
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FIG. 2 (color online). Fit of theMðπþπ−J=ψÞ distribution with
a MC simulated histogram convolved with a Gaussian function
for signal and a linear background function. Dots with error bars
are data, the red curve shows the total fit result, while the blue
dashed curve shows the background contribution.
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FIG. 3 (color online). The cos θ distribution of the radiative
photon in eþe− c.m. frame (left) and the Mðπþπ−Þ distribution
(right). Dots with error bars are data in the Xð3872Þ signal region,
the green shaded histograms are normalized Xð3872Þ sideband
events, and the red open histogram in the left panel is the result
from a MC simulation that assumes a pure E1 transition.
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measured ISR ψð3686Þ cross section at each energy,
together with the corresponding QED prediction [23] are
also listed in Table I, where there is good agreement.
We fit the energy-dependent cross section with

a Yð4260Þ resonance (parameters fixed to PDG [13]
values), a linear continuum, or a E1-transition phase space
(∝ E3

γ ) term. Figure 4 shows all the fit results, which give
χ2=ndf ¼ 0.49=3 (C.L. ¼ 92%), 5.5=2 (C.L. ¼ 6%), and
8.7=3 (C.L. ¼ 3%) for a Yð4260Þ resonance, linear con-
tinuum, and phase space distribution, respectively. The
Yð4260Þ resonance describes the data better than the other
two options.
The systematic uncertainty in the Xð3872Þ mass meas-

urement include those from the absolute mass scale and the
parametrization of the Xð3872Þ signal and background
shapes. Since we use ISR ψð3686Þ events to calibrate the
fit, the systematic uncertainty from the mass scale is
estimated to be 0.1 MeV=c2 (including statistical uncer-
tainties of the MC samples used in the calibration pro-
cedure). In the Xð3872Þmass fit, a MC simulated histogram
with a zero width is used to parameterize the signal shape.
We replace this histogram with a simulated Xð3872Þ

resonance with a width of 1.2 MeV [13] (the upper limit
of the Xð3872Þ width at 90% C.L.) and repeat the fit; the
change in mass for this new fit is taken as the systematic
uncertainty due to the signal parametrization, which is
0.1 MeV=c2. Likewise, changes measured with a back-
ground shape from MC-simulated ðγISRÞπþπ−J=ψ and
η0J=ψ events indicate a systematic uncertainty associated
with the background shape of 0.1 MeV=c2 in mass. By
summing the contributions from all sources assuming that
they are independent, we obtain a total systematic uncer-
tainty of 0.2 MeV=c2 for the Xð3872Þ mass measurement.
The systematic uncertainty in the cross section measure-

ment mainly comes from efficiencies, signal parametriza-
tion, background shape, radiative correction, and luminosity
measurement. The luminosity is measured using Bhabha
events, with an uncertainty of 1.0%. The uncertainty of
tracking efficiency for high momenta leptons is 1.0% per
track. Pions have momentum ranges from 0.1 to 0.6 GeV=c
at

ffiffiffi

s
p ¼ 4.260 GeV, and with a small change with different

c.m. energies. The momentum-weighted uncertainty is also
estimated to be 1.0% per track. In this analysis, the radiative
photons have energies that several hundreds of MeV.
Studies with a sample of J=ψ → ρπ events show that the
uncertainty in the reconstruction efficiency for photons in
this energy range is less than 1.0%.
The number of Xð3872Þ signal events is obtained

through a fit to the Mðπþπ−J=ψÞ distribution. In the
nominal fit, a simulated histogram with zero width
convolved with a Gaussian function is used to parameterize
the Xð3872Þ signal. When a MC-simulated signal shape
with Γ½Xð3872Þ� ¼ 1.2 MeV [13] is used, the difference in
the Xð3872Þ signal yield, is 4.0%; this is taken as the
systematic uncertainty due to signal parametrization.
Changing the background shape from a linear term to
the expected shape from the dominant background source
η0J=ψ results in a 0.2% difference in the Xð3872Þ yields.
The eþe− → πþπ−J=ψ line shape affects the radiative
correction factor and detection efficiency. Using the mea-
surements from BESIII, Belle, and BABAR [11] as inputs,
the maximum difference in ð1þ δÞϵ is 0.6%, which is taken
as the systematic uncertainty. The uncertainty from the
kinematic fit is estimated with the very pure ISR ψð3686Þ

TABLE I. The number of Xð3872Þ events (Nobs), radiative correction factor (1þ δ), detection efficiency (ϵ), measured Born cross
section σB½eþe− → γXð3872Þ� times B½Xð3872Þ → πþπ−J=ψ � (σB · B, where the first uncertainties are statistical and the second
systematic), measured ISR ψð3686Þ cross section (σISR, where the first uncertainties are statistical and the second systematic), and
predicted ISR ψð3686Þ cross section (σQED with uncertainties from resonant parameters) from QED [23] using resonant parameters in
PDG [13] as input at different energies. For 4.009 and 4.360 GeV, the upper limits of observed events (Nup) and cross section times
branching fraction (σup · B) are given at the 90% C.L.

ffiffiffi

s
p

(GeV) Nobs Nup ε (%) 1þ δ σB · B (pb) σup · B (pb) σISR (pb) σQED (pb)

4.009 0.0� 0.5 < 1.4 28.7 0.861 0.00� 0.04� 0.01 < 0.11 719� 30� 47 735� 13
4.229 9.6� 3.1 � � � 34.4 0.799 0.27� 0.09� 0.02 � � � 404� 14� 27 408� 7
4.260 8.7� 3.0 � � � 33.1 0.814 0.33� 0.12� 0.02 � � � 378� 16� 25 382� 7
4.360 1.7� 1.4 < 5.1 23.2 1.023 0.11� 0.09� 0.01 < 0.36 308� 17� 20 316� 5
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FIG. 4 (color online). The fit to σB½eþe− → γXð3872Þ� ×
B½Xð3872Þ → πþπ−J=ψ � with a Yð4260Þ resonance (red solid
curve), a linear continuum (blue dashed curve), or a E1-transition
phase space term (red dotted-dashed curve). Dots with error bars
are data.
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sample, and the efficiency difference between data and MC
simulation is found to be 1.5%. The systematic uncertainty
for the J=ψ mass window is also estimated using the ISR
ψð3686Þ events, and the efficiency difference between data
and MC simulation is found to be ð0.8� 0.8Þ%. We
conservatively take 1.6% as the systematic uncertainty
due to J=ψ mass window. The uncertainty in the branching
fraction of J=ψ → lþl− is taken from Ref. [13]. The
efficiencies for other selection criteria, the trigger simu-
lation, the event start time determination, and the final-
state-radiation simulation are quite high (> 99%), and their
systematic uncertainties are estimated to be less than 1%.
Assuming all the systematic uncertainty sources are inde-
pendent, we add all of them in quadrature, and the total
systematic uncertainty is estimated to be 6.5%.
In summary, we report the first observation of the

process eþe− → γXð3872Þ. The measured mass of the
Xð3872Þ, M½Xð3872Þ� ¼ ð3871:9� 0.7� 0.2Þ MeV=c2,
agrees well with previous measurements [13]. The pro-
duction rate σB½eþe−→γXð3872Þ�B½Xð3872Þ→πþπ−J=ψ �
is measured to be ð0.27 � 0.09 � 0.02Þ pb at

ffiffiffi

s
p ¼

4.229 GeV, ð0.33 � 0.12 � 0.02Þ pb at
ffiffiffi

s
p ¼4.260GeV,

less than 0.11 pb at
ffiffiffi

s
p ¼ 4.009 GeV, and less than 0.36 pb

at
ffiffiffi

s
p ¼ 4.360 GeV at the 90% C.L. Here the first

uncertainties are statistical and the second systematic.
(For the upper limits, the efficiency has been lowered by
a factor of (1 − σsys)).
These observations strongly support the existence of the

radiative transition process Yð4260Þ → γXð3872Þ. While
the measured cross sections at around 4.260 GeV are an
order of magnitude higher than the NRQCD calculation of
continuum production [24], the resonant contribution with
Yð4260Þ line shape provides a better description of the data
than either a linear continuum or a E1-transition phase
space distribution. The Yð4260Þ → γXð3872Þ could be
another previously unseen decay mode of the Yð4260Þ
resonance. This, together with the previously reported
transitions to the charged charmoniumlike state
Zcð3900Þ (which is manifestly exotic) [11,14], suggest
that there might be some commonality in the nature of these
three different states. This may be a clue that can facilitate a
better theoretical interpretation of them. As an example, the
measured relative large γXð3872Þ production rate near
4.260 GeV is similar to the model dependent calculations
in Ref. [15] where the Yð4260Þ is taken as a D̄D1 molecule.
Combining with the eþe− → πþπ−J=ψ cross section

measurement at
ffiffiffi

s
p ¼ 4.260 GeV from BESIII [14], we

obtain σB½eþe− → γXð3872Þ�B½Xð3872Þ → πþπ−J=ψ �=
σBðeþe− → πþπ−J=ψÞ ¼ ð5.2� 1.9Þ × 10−3, under the
assumption that the Xð3872Þ is produced only from
the Yð4260Þ radiative decays and the πþπ−J=ψ is only
from the Yð4260Þ hadronic decays. If we take
B½Xð3872Þ→πþπ−J=ψ �¼5% [25], then R¼ðσB½eþe−→
γXð3872Þ�=σBðeþe−→πþπ−J=ψÞÞ¼0.1, or equivalently,
ðB½Yð4260Þ→γXð3872Þ�=BðYð4260Þ→πþπ−J=ψÞÞ¼0.1.
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We extract the e+e− → π+π− cross section in the energy range between 600 and 900 MeV, exploiting 
the method of initial state radiation. A data set with an integrated luminosity of 2.93 fb−1 taken at a 
center-of-mass energy of 3.773 GeV with the BESIII detector at the BEPCII collider is used. The cross 
section is measured with a systematic uncertainty of 0.9%. We extract the pion form factor |Fπ |2 as 
well as the contribution of the measured cross section to the leading-order hadronic vacuum polarization 
contribution to (g −2)μ. We find this value to be aππ,LO

μ (600–900 MeV) = (368.2 ±2.5stat ±3.3sys) ·10−10, 
which is between the corresponding values using the BaBar or KLOE data.

© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.
1. Introduction

The cross section σππ = σ(e+e− → π+π−) has been mea-
sured in the past with ever increasing precision at accelerators 
in Novosibirsk [1–3], Orsay [4], Frascati [5–8], and SLAC [9,10]. 
More recently, the two most precise measurements have been per-
formed by the KLOE Collaboration in Frascati [8] and the BaBar 
Collaboration at SLAC [9,10]. Both experiments claim a precision 
of better than 1% in the energy range below 1 GeV, in which the 
ρ(770) resonance with its decay into pions dominates the total 
hadronic cross section. A discrepancy of approximately 3% on the 
peak of the ρ(770) resonance is observed between the KLOE and 
BaBar spectra. The discrepancy is even increasing towards higher 
energies above the peak of the ρ resonance. Unfortunately, this 
discrepancy is limiting the current knowledge of the anomalous 
magnetic moment of the muon aμ ≡ (g − 2)μ/2 [11], a preci-
sion observable of the Standard Model (SM). The accuracy of the 
SM prediction of (g − 2)μ is entirely limited by the knowledge 
of the hadronic vacuum polarization contribution, which is ob-
tained in a dispersive framework by using experimental data on 
σ(e+e− → hadrons) [11–13]. The cross section σ(e+e− → π+π−)

contributes to more than 70% to this dispersion relation and, 
hence, is the most important exclusive hadronic channel of the 
total hadronic cross section. Currently, a discrepancy of 3.6 stan-
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dard deviations [12] is found between the direct measurement of 
aμ and its SM prediction. However, the discrepancy reduces to 
2.4σ [14], when only BaBar data is used as input to the disper-
sion relation. In this letter we present a new measurement of the 
cross section σππ , obtained by the BESIII experiment at the BEPCII 
collider in Beijing.

The measurement exploits the method of initial state radiation 
(ISR), the same method as used by BaBar and KLOE. In the ISR 
method events are used in which one of the beam particles ra-
diates a high-energy photon. In such a way, the available energy 
to produce a hadronic (or leptonic) final state is reduced, and the 
hadronic (or leptonic) mass range below the center-of-mass (cms) 
energy of the e+e− collider becomes available. In this paper, we re-
strict the studies to the mass range between 600 and 900 MeV/c2, 
which corresponds to the ρ peak region.

The remainder of this letter is organized as follows: In sec-
tion 2, the BESIII experiment is introduced. In section 3 we de-
scribe the data set used, the Monte Carlo (MC) simulation, the 
event selection of e+e− → π+π−γ events, and the data-MC effi-
ciency corrections. The determination of the integrated luminosity 
of the data set is described in Section 4. A cross check of the used 
efficiency corrections using the well-known e+e− → μ+μ−γ QED 
process is performed in Section 5, before extracting the π+π−
cross section in Section 6.

2. The BESIII experiment

The BESIII detector is located at the double-ring Beijing elec-
tron–positron collider (BEPCII) [15].

The cylindrical BESIII detector covers 93% of the full solid an-
gle. It consists of the following detector systems. (1) A Multilayer 
Drift Chamber (MDC), filled with helium gas, composed of 43 lay-
ers, which provides a spatial resolution of 135 μm, an ionization 
energy loss dE/dx resolution better than 6%, and a momentum 
resolution of 0.5% for charged tracks at 1 GeV/c. (2) A Time-of-
Flight system (TOF), built with 176 plastic scintillator counters in 
the barrel part, and 96 counters in the endcaps. The time resolu-
tion is 80 ps in the barrel and 110 ps in the endcaps. For momenta 
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up to 1 GeV/c, this provides a 2σ K/π separation. (3) A CsI(Tl) 
Electro-Magnetic Calorimeter (EMC), with an energy resolution of 
2.5% in the barrel and 5% in the endcaps at an energy of 1 GeV. 
(4) A superconducting magnet producing a magnetic field of 1T. 
(5) A Muon Chamber (MUC) consisting of nine barrel and eight 
endcap resistive plate chamber layers with a 2 cm position resolu-
tion.

3. Data sample, event selection, and efficiency corrections

3.1. Data sample and MC simulations

We analyze 2.93 fb−1 (see Sect. 4) of data taken at a cms en-
ergy 

√
s = 3.773 GeV, which were collected in two separate runs 

in 2010 and 2011. The Phokhara event generator [16,17] is used 
to simulate the signal process e+e− → π+π−γ and the dominant 
background channel μ+μ−γ . The generator includes ISR and fi-
nal state radiation (FSR) corrections up to next-to-leading order 
(NLO). Effects of ISR–FSR interference are included as well. The 
continuum qq̄ (q = u, d, s) MC sample is produced with the kkmc

event generator [18]. Bhabha scattering events are simulated with
babayaga 3.5 [19]. The Bhabha process is also used for the lumi-
nosity measurement. All MC generators have been interfaced with 
the Geant4-based detector simulation [20,21].

3.2. Event selection

Events of the type e+e− → π+π−γ are selected. Only a 
tagged ISR analysis is possible in the mass range 600 < mππ <

900 MeV/c2, where mππ is the π+π− invariant mass, i.e., the ra-
diated photon has to be explicitly detected in the detector. For 
untagged events, the photon escapes detection along the beam 
pipe; the hadronic system recoiling against the ISR photon is there-
fore also strongly boosted towards small polar angles, resulting in 
no geometrical acceptance in the investigated mππ range.

We require the presence of two charged tracks in the MDC with 
net charge zero. The points of closest approach to the interaction 
point (IP) of both tracks have to be within a cylinder with 1 cm 
radius in the transverse direction and ±10 cm of length along the 
beam axis. For three-track events, we choose the combination with 
net charge zero for which the tracks are closest to the IP. The po-
lar angle θ of the tracks is required to be found in the fiducial 
volume of the MDC, 0.4 rad < θ < π − 0.4 rad, where θ is the po-
lar angle of the track with respect to the beam axis. We require the 
transverse momentum pt to be above 300 MeV/c for each track. 
In addition, we require the presence of at least one neutral cluster 
in the EMC without associated hits in the MDC. We require a de-
posited energy above 400 MeV. This cluster is then treated as the 
ISR photon candidate.

The radiative Bhabha process e+e− → e+e−γ (γ ) has a cross 
section which is up to three orders of magnitude larger than the 
signal cross section. Electron tracks, therefore, need to be sup-
pressed. An electron particle identification (PID) algorithm is used 
for this purpose, exploiting information from the MDC, TOF and 
EMC [22]. The probabilities for being a pion P (π) and being an 
electron P (e) are calculated, and P (π) > P (e) is required for both 
charged tracks.

Using as input the momenta of the two selected track candi-
dates, the energy of the photon candidate, as well as the four-
momentum of the initial e+e− system, a four-constraint (4C) kine-
matic fit enforcing energy and momentum conservation is per-
formed which tests the hypothesis e+e− → π+π−γ . Events are 
considered to match the hypothesis if they fulfill the requirement 
χ2

4C < 60. It turns out that the μ+μ−γ final state cannot be sup-
pressed by means of kinematic fitting due to the limited momen-
tum resolution of the MDC. An independent separation of pion and 
muon tracks is required.

We utilize a track-based muon–pion separation, which is based 
on the Artificial Neural Network (ANN) method, as provided by the 
TMVA package [23]. The following observables are exploited for 
the separation: the Zernicke moments of the EMC clusters [22], in-
duced by pion or muon tracks, the ratio of the energy E of a track 
deposited in the EMC and its momentum p measured in the MDC, 
the ionization energy loss dE/dx in the MDC, and the depth of a 
track in the MUC. The ANN is trained using π+π−γ and μ+μ−γ
MC samples. We choose the implementation of a Clermont-Ferrand 
Multilayer Perceptron (CFMlp) ANN as the method resulting in the 
best background rejection for a given signal efficiency. The output 
likelihood yANN is calculated after training the ANN for the signal 
pion tracks and background muon tracks. The response value yANN
is required to be greater than 0.6 for each pion candidate in the 
event selection, yielding a background rejection of more than 90% 
and a signal loss of less than 30%.

3.3. Efficiency corrections

Given the accuracy of O(1%) targeted for the cross section mea-
surement, possible discrepancies between data and MC due to im-
perfections of the detector simulation need to be considered. We 
have investigated data and MC distributions concerning the track-
ing performance, the energy measurement, and the PID probabili-
ties, both for the electron PID as well as the pion–muon separation. 
In order to produce test samples of muon and pion tracks over a 
wide range in momentum/energy and polar angle, we select sam-
ples of μ+μ−γ and π+π−π+π−γ events that have impurities 
at the per mille level. By comparing the efficiencies found in data 
with the corresponding results found in the MC samples, we deter-
mine possible discrepancies. Corresponding correction factors are 
computed in bins of the track momentum or energy and the track 
polar angle θ , and are applied to MC tracks to adjust the recon-
structed number of events. While for the reconstruction of charged 
tracks and neutral clusters and for electron PID, the differences be-
tween data and MC are smaller than 1% on average, differences up 
to 10% occur in the ANN case. The corrections are applied sepa-
rately for neutral clusters and for muon and pion tracks. Hence, we 
do not only obtain the corrections for the π+π−γ signal events, 
but also for the dominating μ+μ−γ background. The statistical 
errors of the correction factors are included in the statistical un-
certainty of the measurement. Systematic uncertainties associated 
to the correction factors are presented in Sect. 6.5. The efficiency 
correction for the photon efficiency is obtained after the applica-
tion of the kinematic fit procedure. The corresponding correction 
is therefore a combined correction of photon efficiency and differ-
ences between data and MC of the χ2

4C distribution. The systematic 
uncertainty for the contribution of the photon efficiency and χ2

4C
distribution is, hence, incorporated in the systematic effects asso-
ciated with the efficiency corrections. The systematic uncertainty 
connected with the pt requirement is also associated with the cor-
responding efficiency correction.

3.4. Background subtraction

The μ+μ−γ background remaining after the application of the 
ANN is still of the order of a few percent, compared to 5 × 105

signal events. It is, however, known with high accuracy, as will be 
shown in the next section, and is subtracted based on MC simu-
lation. Additional background beyond μ+μ−γ remains below the 
one per mille level. Table 1 lists the remaining MC events after ap-
plying all requirements and scaling to the luminosity of the used 
data set.
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Table 1
Total number of remaining non-muon background events between 
600 < mππ < 900 MeV/c2 obtained with MC samples.

Final state Background events

e+e−(nγ ) 12.0 ± 3.5
π+π−π0γ 3.3 ± 1.8
π+π−π0π0γ negl.
K + K −γ 2.0 ± 1.5

K 0 K 0γ 0.4 ± 0.6
ppγ negl.
continuum 3.9 ± 1.9
ψ(3770) → D+ D− negl.

ψ(3770) → D0 D0 negl.
ψ(3770) → non D D 3.1 ± 1.8
γ ψ(2S) negl.
γ J/ψ 0.6 ± 0.8

4. Luminosity measurement using Bhabha events

The integrated luminosity of the data set used in this work was 
previously measured in Ref. [24] with a precision of 1.0% using 
Bhabha scattering events. In the course of this analysis, we re-
measure the luminosity and decrease its systematic uncertainty by 
the following means: (1) Usage of the babayaga@NLO [25] event 
generator with a theoretical uncertainty of 0.1%, instead of the pre-
viously used babayaga 3.5 event generator with an uncertainty of 
0.5% [19]. (2) Precise estimation of the signal selection efficiencies. 
In particular, the uncertainty estimate of the polar angle accep-
tance is evaluated by data-MC studies within the fiducial EMC de-
tection volume, which is relevant for the luminosity study (0.13%). 
The very conservative estimate in [24] was based on acceptance 
comparisons with and without using the transition region between 
the EMC barrel and endcaps, leading to additional data-MC differ-
ences (0.75%). The other uncertainties of [24] remain unchanged 
and additional systematic uncertainties due to the uncertainty of √

s (0.2%) and the vacuum polarization correction (< 0.01%) are 
taken into account. Finally, the total integrated luminosity amounts 
to L = (2931.8 ± 0.2stat ± 13.8sys) pb−1 with a relative uncertainty 
of 0.5%, which is consistent with the previous measurement [24].

5. QED test using e+e− → μ+μ−γ events

The yield of events of the channel e+e− → μ+μ−γ as a func-
tion of the two-muon invariant mass mμμ can be compared to 
a precise prediction by QED, which is provided by the Phokhara 
generator. We select muon events according to the ANN method 
described previously and require yANN < 0.4 for both tracks, re-
sulting in a background rejection of more than 90% and a signal 
loss of less than 20%. All other requirements in the selection are 
exactly the same as for the π+π−γ analysis. The remaining pion 
background after the μ+μ−γ selection is much reduced, reaching 
10% in the ρ peak region. A comparison between data and MC is 
shown in Fig. 1. The same data sample as used in the main analysis 
is also used here, but we present a larger mass range than for the 
π+π−γ case. The efficiency corrections described in the previous 
section have been applied to MC on a track and photon candidate 
basis. The lower panel of Fig. 1 shows the relative discrepancy be-
tween data and MC. A good agreement over the full mμμ mass 
range at the level of (1.0 ± 0.3 ± 0.9)% and χ2/ndf = 134/139
is found, where the uncertainties are statistical and systematic, 
respectively. A difference in the mass resolution due to detector 
effects between data and MC is visible around the narrow J/ψ res-
onance. A fit in the mass range 600 < mμμ < 900 MeV/c2, which 
is the mass range studied in the main analysis, gives a relative dis-
crepancy of (2.0 ± 1.7 ± 0.9)%; this is illustrated in the inset of 
the upper panel of Fig. 1. The theoretical uncertainty of the MC 
Fig. 1. Invariant μ+μ− mass spectrum of data and μ+μ−γ MC after using the ANN 
as muon selector and applying the efficiency corrections. The upper panel presents 
the absolute comparison of the number of events found in data and MC. The inset 
shows the zoom for invariant masses between 0.6 and 0.9 GeV/c2. The MC sample 
is scaled to the luminosity of the data set. The lower plot shows the ratio of these 
two histograms. A linear fit is performed to quantify the data-MC difference, which 
gives a difference of (1.0 ± 0.3 ± 0.9)%. A difference in the mass resolution between 
data and MC is visible around the narrow J/ψ resonance.

generator Phokhara is below 0.5% [16], while the systematic un-
certainty of our measurement is 0.9%. The latter is dominated by 
the luminosity measurement, which is needed for the normaliza-
tion of the data set. We consider the good agreement between the 
μ+μ−γ QED prediction and data as a validation of the accuracy 
of our efficiency corrections. As a further cross check, we have ap-
plied the efficiency corrections also to a statistically independent 
μ+μ−γ sample, resulting in a difference between data and MC of 
(0.7 ± 0.2)% over the full mass range, where the error is statistical 
only.

6. Extraction of σ(e+e− → π+π−) and |F 2
π |

6.1. Methods

We finally extract σππ = σ(e+e− → π+π−) according to two 
independent normalization schemes. In the first method, we obtain 
the bare cross section, i.e., the cross section corrected for vacuum 
polarization effects, according to the following formula:

σ bare
ππ(γFSR) = Nππγ · (1 + δππ

FSR )

L · εππγ
global · H(s) · δvac

, (1)

where Nππγ is the number of signal events found in data after 
applying all selection requirements described above and an unfold-
ing procedure to correct for the mass resolution, L the luminosity 
of the data set, and H the radiator function. The global efficiency 
ε
ππγ
global is determined based on the signal MC by dividing the mea-

sured number of events after all selection requirements Ntrue
measured

by that of all generated events Ntrue
generated. The true MC sample is 

used, with the full θγ range, applying the efficiency corrections 
mentioned in Section 3.3 but without taking into account the de-
tector resolution in the invariant mass m:

εglobal(m) = Ntrue
measured(m)

Ntrue
generated(m)

. (2)

The efficiency is found to depend slightly on mππ and ranges from 
2.8% to 3.0% from lowest to highest mππ . An unfolding procedure, 
which eliminates the effect of the detector resolution, is described 
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Fig. 2. Comparison between the methods to extract σππ explained in the text — us-
ing the luminosity (black) and normalizing by σμμ (blue). The lower panel shows 
the ratio of these results together with a linear fit (blue line) to quantify their differ-
ence. (For interpretation of the references to color in this figure legend, the reader 
is referred to the web version of this article.)

in Sect. 6.2 and is applied before dividing by the global efficiency. 
The radiator function H is described in Sect. 6.4. As input for aμ

the bare cross section is needed. It can be obtained by dividing the 
cross section by the vacuum polarization correction δvac, which is 
also described in Sect. 6.4. As pointed out in Ref. [11], in order to 
consider radiative effects in the dispersion integral for aμ , an FSR 
correction has to be performed. The determination of the correc-
tion factor (1 + δππ

FSR ) is described in Sect. 6.3.
In the second method, we use a different normalization than 

in the first method and normalize Nππγ to the measured num-
ber of μ+μ−γ events, Nμμγ . Since L, H , and δvac cancel in this 
normalization, one finds the following formula:

σ bare
ππ(γFSR) = Nππγ

Nμμγ
· ε

μμγ
global

ε
ππγ
global

· 1 + δ
μμ
FSR

1 + δππ
FSR

· σ bare
μμ , (3)

where εμμγ
global is the global efficiency of the dimuon selection, al-

ready described in Sect. 5, δμμ
FSR is the FSR correction factor to the 

μ+μ− final state, which can be obtained using the Phokhara event 
generator, σ bare

μμ is the exact QED prediction of the dimuon cross 
section, given by [26, Eq. (5.13)]

σ bare
μμ = 4πα2

3s′ · βμ(3 − β2
μ)

2
, (4)

with the fine structure constant α, the cms energy s′ < s available 
for the creation of the final state, the muon velocity

βμ =
√

1 − 4m2
μ/s′ , and the muon mass mμ . The contributions 

of radiator function, luminosity, and vacuum polarization to the 
systematic uncertainties of the bare cross section, cancel in the 
second method. The upper panel of Fig. 2 shows the comparison 
of the bare cross sections including FSR obtained with the first 
(black) and second method before unfolding (blue). The error bars 
are statistical only. They are much larger for the second method 
due to the limited μ+μ−γ statistics in the mass range of interest. 
The lower panel shows the ratio of these cross sections. Again, a 
linear fit is performed to quantify the difference, which is found to 
be (0.85 ± 1.68)% and χ2/ndf = 50/60, where the error is statisti-
cal. Both methods agree within uncertainties. The first one is used 
in the analysis. Finally, the pion form factor as a function of s′ can 
be calculated via 

|Fπ |2(s′) = 3s′

πα2β3
π (s′)

σ dressed
ππ (s′) , (5)

with the pion velocity βπ (s′) = √
1 − 4m2

π/s′ , the charged pion 
mass mπ , and the dressed cross section σ dressed

ππ (s′) = σ(e+e− →
π+π−)(s′) containing vacuum polarization, but corrected for FSR 
effects. The result is presented in Sect. 7.

6.2. Unfolding

In order to obtain the final result for σππ , one has to rectify 
the detector resolution effects, i.e., the mass spectrum needs to 
be unfolded. To this end, the Singular Value Decomposition (SVD) 
method [27] is used. It requires two input variables — the response 
matrix and the regularization parameter τ . The SVD algorithm 
calculates an operator which cancels the detector smearing by in-
verting the response matrix. We obtain the response matrix in the 
full mass range between threshold and 3.0 GeV, using a signal MC 
sample. The matrix corresponds to the correlation of the recon-
structed mππ spectrum, and the originally generated mππ values. 
With the choice of a bin width of 5 MeV/c2, about 43% of events 
are found to be on the diagonal axis.

To find the value of the regularization parameter τ , we compare 
two independent methods, as suggested in Ref. [27]. On the one 
hand, we perform a MC simulation where τ is optimized such that 
unfolded and true distributions have the best agreement. On the 
other hand, we process an algorithm, described in [27], exploiting 
the singular values of the response matrix. Both methods favor a 
similar regularization parameter of τ ∼= 72.

To estimate the systematic uncertainties and to test the stability 
of the SVD method, we perform two cross checks. In both cases we 
use a π+π−γ MC sample which is independent of the one used 
to determine the response matrix. We modify and then unfold the 
spectra in both checks. In the first cross check, the reconstructed 
spectrum is smeared with an additional Gaussian error, which re-
sults in an about 20% larger detector smearing than expected from 
MC simulation. The resulting unfolded spectrum reproduces the 
true one on the sub- per mille level. In the second cross check, 
the mass of the ρ-resonance is varied systematically in the simu-
lation in steps of 10 MeV/c2 between 750 and 790 MeV/c2. The 
response matrix is kept fixed and was determined with a ρ mass 
of 770 MeV/c2. In all cases, the masses of the ρ peak after unfold-
ing are found to be close to the initially simulated masses. From 
the comparisons of these checks, we take the maximum deviation 
of 0.2% as systematic uncertainty.

6.3. FSR correction

The correction factor δFSR is determined with the Phokhara gen-
erator in bins of mππ . Two different correction methods are used 
on the data to cross check whether it is applied correctly.

(1) The whole FSR contribution of the π+π−γ events is calcu-
lated with Phokhara, by dividing a true MC spectrum including FSR 
in NLO by the spectrum without any FSR contribution. The result-
ing distribution is used to correct data. As pointed out in Ref. [11], 
for the dispersion integral for aμ , the FSR correction for the pro-
cess e+e− → π+π− needs then to be added again. We use the 
calculation by Schwinger assuming point-like pions:

σ dressed
ππ(γ ) = σ dressed

ππ ·
[

1 + η(s)
α

π

]
, (6)

where η(s) is the theoretical correction factor taken from [28]. In 
the ρ-peak region it is between 0.4% and 0.9%.

(2) A special version of the Phokhara generator is used [29], 
which, in contrast to the standard version of the generator, dis-
tinguishes whether a photon is emitted in the initial or the final 
state. In events in which photons have been radiated solely due 
to ISR, the momentum transfer of the virtual photon sγ ∗ is equal 
to the invariant mass of the two pions m2

ππ . However, if an FSR 
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photon is emitted, the invariant mass is lowered due to this ef-
fect and hence m2

ππ < sγ ∗ . The effect can be removed by applying 
an unfolding procedure, using again the SVD algorithm. Here, the 
response matrix is m2

ππ vs. sγ ∗ , obtained from a MC sample that 
includes FSR in NLO. The regularization parameter τ is determined 
as described in Sect. 6.2. After applying the corrections for the ra-
diative π+π−γ process, which are of the order of 2%, one obtains 
the π+π−(γFSR) cross section directly.

The difference between both methods is found to be
(0.18 ± 0.13)%. Both methods are complementary and agree with 
each other within errors. The difference is taken as systematic un-
certainty. Finally, the correction obtained with method (1) is used 
in the analysis.

6.4. Radiator function and vacuum polarization correction

The radiator function is implemented within the Phokhara 
event generator with NLO precision. Hence, a very precise descrip-
tion is available with a claimed uncertainty of 0.5% [16].

To obtain the bare cross section, vacuum polarization effects 
δvac must be taken into account. To this aim, the dressed cross sec-
tion, including the vacuum polarization effects, is adjusted for the 
running of the coupling constant α [30]. Bare and dressed cross 
sections are related as follows:

σ bare = σ dressed

δvac
= σ dressed ·

(
α(0)

α(s)

)2

. (7)

The correction factors are taken from Ref. [31].

6.5. Summary of systematic uncertainties

Systematic uncertainties are studied within the investigated 
mππ range between 600 and 900 MeV/c2. Sources are:

(1) Efficiency corrections: Each individual uncertainty is stud-
ied in bins of mππ with respect to three different sources. Firstly, 
the remaining background contaminations in the data samples are 
estimated with the corresponding MC simulation mentioned in Ta-
ble 1. Their contribution is taken into account by multiplying the 
claimed uncertainties of the event generators and their fraction 
of the investigated signal events. Secondly, we vary the selection 
requirements (E/p, χ2

1C , depth of a charged track in the MUC), 
which are used to select clean muon and pion samples for the ef-
ficiency studies, in a range of three times the resolution of the 
corresponding variable. The differences of the correction factors are 
calculated. Thirdly, the resolution of the correction factors, i.e., the 
bin sizes of momentum and θ distributions, is varied by a factor 
two and the effects on the final correction factors are tested.

(2) Pion–muon separation: Additional uncertainties of using the 
ANN method for pion–muon separation are estimated by com-
paring the result from a different multivariate method, namely 
the Boosted Decision Tree (BDT) approach [23]. As a further cross 
check, the whole analysis is repeated without the use of a dedi-
cated PID method.

(3) Residual background is subtracted using simulated events. 
The uncertainty is determined to be 0.1%.

(4) Angular acceptance: The knowledge of the angular accep-
tance of the tracks is studied by varying this requirement by more 
than three standard deviations of the angular resolution and study-
ing the corresponding difference in the selected number of events. 
A difference of 0.1% in the result can be observed. The procedure 
is repeated for all other selection criteria. Their contribution to the 
total systematic uncertainty is found to be negligible.

(5) Unfolding: Uncertainties introduced by unfolding are smaller 
than 0.2%, as estimated by the two cross checks mentioned in 
Sect. 6.2.
Table 2
Summary of systematic uncertainties.

Source Uncertainty 
(%)

Photon efficiency correction 0.2
Pion tracking efficiency correction 0.3
Pion ANN efficiency correction 0.2
Pion e-PID efficiency correction 0.2
ANN negl.
Angular acceptance 0.1
Background subtraction 0.1
Unfolding 0.2
FSR correction δFSR 0.2
Vacuum polarization correction δvac 0.2
Radiator function 0.5
Luminosity L 0.5

Sum 0.9

Fig. 3. The measured bare e+e− → π+π−(γFSR) cross section. Only the statistical 
errors are shown.

(6) FSR correction: The uncertainty due to the FSR correction 
is obtained by comparing two different approaches as described in 
Sect. 6.3. The uncertainty is found to be 0.2%.

(7) Vacuum Polarization: The uncertainty due to the vacuum 
polarization correction is conservatively estimated to be 0.2%.

(8) Radiator Function: The Radiator Function extracted from the 
Phokhara generator is implemented with a precision of 0.5%.

(9) Luminosity: The luminosity of the analyzed data set has 
been determined to a precision of 0.5%.

All systematic uncertainties are summarized in Table 2. They 
are added in quadrature, and a total systematic uncertainty for 
σ bare(e+e− → π+π−(γFSR)) of 0.9% is achieved, which is fully cor-
related amongst all data points.

7. Results

The result for σ bare(e+e− → π+π−(γFSR)) as a function of √
s = mππ is illustrated in Fig. 3 and given numerically in Table 4. 

The cross section is corrected for vacuum polarization effects and 
includes final state radiation. Besides the dominant ρ(770) peak, 
the well-known structure of the ρ–ω interference is observed. 
The result for the pion form factor |Fπ |2 is shown in Fig. 4 and 
given numerically in Table 4. It includes vacuum polarization cor-
rections, but, differently from the cross section shown in Fig. 3, 
final state radiation effects are excluded here. The red line in Fig. 4
illustrates a fit to data according to a parametrization proposed 
by Gounaris and Sakurai [32]. Here, exactly the same fit formula 
and fit procedure are applied as described in detail in Ref. [10]. 
Free parameters of the fit are the mass and width � of the ρ
meson, the mass of the ω meson, and the phase of the Breit–
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Fig. 4. The measured squared pion form factor |Fπ |2. Only statistical errors are 
shown. The solid line represents the fit using the Gounaris–Sakurai parametriza-
tion.

Table 3
Fit parameters and statistical errors of the Gounaris–Sakurai fit of the pion form 
factor. Also shown are the PDG 2014 values [33].

Parameter BESIII value PDG 2014

mρ [MeV/c2] 776.0 ± 0.4 775.26 ± 0.25
�ρ [MeV] 151.7 ± 0.7 147.8± 0.9
mω [MeV/c2] 782.2 ± 0.6 782.65 ± 0.12
�ω [MeV] fixed to PDG 8.49 ± 0.08
|cω | [10−3] 1.7± 0.2 –
|φω | [rad] 0.04 ± 0.13 –

Fig. 5. Relative difference of the form factor squared from BaBar [10] and the BESIII
fit. Statistical and systematic uncertainties are included in the data points. The 
width of the BESIII band shows the systematic uncertainty only.

Wigner function cω = |cω|eiφω . The width of the ω meson is fixed 
to the PDG value [33]. The resulting values are shown in Table 3. 
As can be seen, the resonance parameters are in agreement with 
the PDG values [33] within uncertainties, except for �ρ , which 
shows a 3.4σ deviation. Corresponding amplitudes for the higher 
ρ states, ρ(1450), ρ(1700), and ρ(2150), as well as the masses 
and widths of those states were taken from Ref. [10], and the sys-
tematic uncertainty in �ρ due to these assumptions has not been 
quantitatively evaluated.

The Gounaris–Sakurai fit provides an excellent description of 
the BESIII data in the full mass range from 600 to 900 MeV/c2, re-
sulting in χ2/ndf = 49.1/56. Fig. 5 shows the difference between 
fit and data. Here the data points show the statistical uncertainties 
only, while the shaded error band of the fit shows the systematic 
uncertainty only.
Fig. 6. Relative difference of the form factor squared from KLOE [6–8] and the 
BESIII fit. Statistical and systematic uncertainties are included in the data points. 
The width of the BESIII band shows the systematic uncertainty only.

In order to compare the result with previous measurements, 
the relative difference of the BESIII fit and data from BaBar [10], 
KLOE [6–8], CMD2 [1,2], and SND [3] is investigated. Such a com-
parison is complicated by the fact, that previous measurements 
used different vacuum polarization corrections. Therefore, we con-
sistently used the vacuum polarization correction from Ref. [31]
for all the comparisons discussed in this section. The KLOE 08, 10, 
12, and BaBar spectra have, hence, been modified accordingly. The 
individual comparisons are illustrated in Figs. 5 and 6. Here, the 
shaded error band of the fit includes the systematic error only, 
while the uncertainties of the data points include the sum of the 
statistical and systematic errors. We observe a very good agree-
ment with the KLOE 08 and KLOE 12 data sets up to the mass 
range of the ρ–ω interference. In the same mass range the BaBar 
and KLOE 10 data sets show a systematic shift, however, the devia-
tion is, not exceeding 1 to 2 standard deviations. At higher masses, 
the statistical error bars in the case of BESIII are relatively large, 
such that a comparison is not conclusive. There seem to be a good 
agreement with the BaBar data, while a large deviation with all 
three KLOE data sets is visible. There are indications that the BE-
SIII data and BESIII fit show some disagreement in the low mass 
and very high mass tails as well. We have also compared our re-
sults in the ρ peak region with data from Novosibirsk. At lower 
and higher masses, the statistical uncertainties of the Novosibirsk 
results are too large to draw definite conclusions. The spectra from 
SND and from the 2006 publication of CMD-2 are found to be in 
very good agreement with BESIII in the ρ peak region, while the 
2004 result of CMD-2 shows a systematic deviation of a few per-
cent.

We also compute the contribution of our BESIII cross section 
measurement σ bare(e+e− → π+π−(γFSR)) to the hadronic contri-
bution of (g − 2)μ ,

aππ,LO
μ (0.6–0.9 GeV) = 1

4π3

(0.9GeV)2∫

(0.6GeV)2

ds′K (s′)σ bare
ππ(γ ) , (8)

where K (s′) is the kernel function [11, Eq. (5)]. As summarized in 
Fig. 7, the BESIII result, aππ,LO

μ (600–900 MeV) = (368.2 ± 2.5stat ±
3.3sys) · 10−10, is found to be in good agreement with all three 
KLOE values. A difference of about 1.7σ with respect to the BaBar 
result is observed.
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Table 4
Results of the BESIII measurement of the cross section σ bare

π+π−(γFSR)
≡ σ bare(e+e− → π+π−(γFSR)) and the squared pion form factor |Fπ |2. The errors are statistical only. The 

value of 
√

s′ represents the bin center. The 0.9% systematic uncertainty is fully correlated between any two bins.
√

s′ [MeV] σ bare
π+π−(γFSR)

[nb] |Fπ |2 √
s′ [MeV] σ bare

π+π−(γFSR)
[nb] |Fπ |2

602.5 288.3 ± 15.2 6.9 ± 0.4 752.5 1276.1 ± 29.8 41.8 ± 1.0
607.5 306.6 ± 15.5 7.4 ± 0.4 757.5 1315.9 ± 31.3 43.6 ± 1.0
612.5 332.8 ± 16.3 8.2 ± 0.4 762.5 1339.3 ± 30.9 44.8 ± 1.0
617.5 352.5 ± 16.3 8.7 ± 0.4 767.5 1331.9 ± 30.8 45.0 ± 1.0
622.5 367.7 ± 16.6 9.2 ± 0.4 772.5 1327.0 ± 30.6 45.2 ± 1.0
627.5 390.1 ± 17.7 9.8 ± 0.4 777.5 1272.7 ± 29.2 43.7 ± 1.0
632.5 408.0 ± 18.0 10.4 ± 0.5 782.5 1031.5 ± 26.7 37.1 ± 0.9
637.5 426.6 ± 18.1 11.0 ± 0.5 787.5 810.7 ± 24.2 30.3 ± 0.8
642.5 453.5 ± 19.0 11.8 ± 0.5 792.5 819.7 ± 23.8 30.6 ± 0.8
647.5 477.7 ± 18.5 12.5 ± 0.5 797.5 803.1 ± 23.3 30.1 ± 0.8
652.5 497.4 ± 19.5 13.2 ± 0.5 802.5 732.4 ± 22.1 27.7 ± 0.8
657.5 509.2 ± 19.4 13.6 ± 0.5 807.5 679.9 ± 20.6 25.9 ± 0.7
662.5 543.4 ± 19.9 14.7 ± 0.5 812.5 663.6 ± 21.0 25.5 ± 0.8
667.5 585.0 ± 20.5 16.0 ± 0.6 817.5 622.2 ± 19.9 24.1 ± 0.7
672.5 642.7 ± 22.2 17.7 ± 0.6 822.5 585.0 ± 19.5 22.9 ± 0.7
677.5 640.5 ± 21.0 17.8 ± 0.6 827.5 540.8 ± 18.1 21.4 ± 0.7
682.5 668.0 ± 21.9 18.8 ± 0.6 832.5 496.4 ± 17.7 19.8 ± 0.7
687.5 724.4 ± 22.9 20.6 ± 0.6 837.5 450.4 ± 16.8 18.1 ± 0.6
692.5 783.5 ± 23.2 22.5 ± 0.7 842.5 404.7 ± 15.2 16.4 ± 0.6
697.5 858.6 ± 25.3 24.9 ± 0.7 847.5 391.3 ± 15.4 16.0 ± 0.6
702.5 893.8 ± 25.4 26.2 ± 0.7 852.5 364.0 ± 15.0 15.0 ± 0.6
707.5 897.8 ± 25.0 26.6 ± 0.7 857.5 339.6 ± 14.0 14.2 ± 0.6
712.5 978.6 ± 26.6 29.3 ± 0.8 862.5 310.0 ± 13.7 13.0 ± 0.6
717.5 1059.1 ± 27.9 32.0 ± 0.8 867.5 283.8 ± 13.0 12.1 ± 0.5
722.5 1086.0 ± 28.3 33.2 ± 0.9 872.5 256.5 ± 12.4 11.0 ± 0.5
727.5 1088.4 ± 27.7 33.6 ± 0.9 877.5 237.3 ± 11.4 10.3 ± 0.5
732.5 1158.8 ± 29.2 36.2 ± 0.9 882.5 229.7 ± 11.6 10.0 ± 0.5
737.5 1206.5 ± 29.6 38.2 ± 0.9 887.5 224.0 ± 11.6 9.9 ± 0.5
742.5 1229.9 ± 29.0 39.3 ± 0.9 892.5 196.1 ± 10.5 8.7 ± 0.4
747.5 1263.3 ± 30.3 40.9 ± 1.0 897.5 175.9 ± 9.7 7.9 ± 0.4

Fig. 7. Our calculation of the leading-order (LO) hadronic vacuum polarization 2π contributions to (g − 2)μ in the energy range 600–900 MeV from BESIII and based on the 
data from KLOE 08 [6], 10 [7], 12 [8], and BaBar [10], with the statistical and systematic errors. The statistical and systematic errors are added quadratically. The band shows 
the 1σ range of the BESIII result.
8. Conclusion

A new measurement of the cross section σ bare(e+e− →
π+π−(γFSR)) has been performed with an accuracy of 0.9% in the 
dominant ρ(770) mass region between 600 and 900 MeV/c2, using 
the ISR method at BESIII. The energy dependence of the cross sec-
tion appears compatible with corresponding measurements from 
KLOE and BaBar within approximately one standard deviation. The 
two-pion contribution to the hadronic vacuum polarization contri-
bution to (g − 2)μ has been determined from the BESIII data to be 
aππ,LO
μ (600–900 MeV) = (368.2 ± 2.5stat ± 3.3sys) · 10−10. By aver-

aging the KLOE, BaBar, and BESIII values of aππ,LO
μ and assuming 

that the five data sets are independent, a deviation of more than 
3σ between the SM prediction of (g − 2)μ and its direct measure-
ment is confirmed. For the low mass region < 600 MeV/c2 and 
the high mass region > 900 MeV/c2, the BaBar data was used in 
this calculation.
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Using 1.09 × 109 J=ψ events collected by the BESIII experiment in 2012, we study the J=ψ → γη0πþπ−

process and observe a significant abrupt change in the slope of the η0πþπ− invariant mass distribution at the
proton-antiproton (pp̄) mass threshold. We use two models to characterize the η0πþπ− line shape around
1.85 GeV=c2: one that explicitly incorporates the opening of a decay threshold in the mass spectrum (Flatté
formula), and another that is the coherent sum of two resonant amplitudes. Both fits show almost equally
good agreement with data, and suggest the existence of either a broad state around 1.85 GeV=c2 with
strong couplings to the pp̄ final states or a narrow state just below the pp̄ mass threshold. Although we
cannot distinguish between the fits, either one supports the existence of a pp̄ moleculelike state or bound
state with greater than 7σ significance.

DOI: 10.1103/PhysRevLett.117.042002

The state Xð1835Þ was first observed by the BESII
experiment as a peak in the η0πþπ− invariant mass
distribution in J=ψ → γη0πþπ− decays [1]. This observa-
tion was later confirmed by BESIII studies of the same
process [2] with the mass and width measured to be M ¼
1836.5� 3þ5.6

−2.1 MeV=c2 and Γ ¼ 190� 9þ38
−36 MeV=c2;

the Xð1835Þ was also observed in the ηK0
SK

0
S channel

in J=ψ → γηK0
SK

0
S decays, where its spin parity was

determined to be JP ¼ 0− by a partial wave analysis [3].
An anomalously strong enhancement at the proton-
antiproton (pp̄) mass threshold, dubbed Xðpp̄Þ, was first
observed by BESII in J=ψ → γpp̄ decays [4]; this obser-
vation was confirmed by BESIII [5] and CLEO [6]. This
enhancement structure was subsequently determined to
have spin parity JP ¼ 0− by BESIII [7]. Among the various
theoretical interpretations on the nature of the Xð1835Þ and
Xðpp̄Þ [8–12], a particularly intriguing one suggests that
the two structures originate from a pp̄ bound state [13–17].
If the Xð1835Þ is really a pp̄ bound state, it should have a
strong coupling to 0− pp̄ systems, in which case the line
shape of Xð1835Þ at the pp̄ mass threshold would be
affected by the opening of the Xð1835Þ → pp̄ decay mode.
A study of the η0πþπ− line shape of Xð1835Þ with high
statistical precision therefore provides valuable information
that helps clarify the nature of the Xð1835Þ and Xðpp̄Þ.
In this Letter, we report the observation of a significant

abrupt change in slope of the Xð1835Þ → η0πþπ− line
shape at the pp̄ mass threshold in a sample of J=ψ →
γη0πþπ− events collected in the BESIII detector at the
BEPCII eþe− storage ring. The η0 is reconstructed in its two
major decay modes: η0 → γπþπ− and η0 → ηπþπ−, η → γγ.
The data sample used in this analysis contains a total of
1.09 × 109 J=ψ decay events [18] accumulated by the
BESIII experiment in 2012.
The BESIII detector [19] is a magnetic spectrometer

operating at BEPCII [20], a double-ring eþe− collider
with center of mass energies between 2.0 and 4.6 GeV.
The cylindrical core of the BESIII detector consists of
a helium-based main drift chamber, a plastic scintillator

time-of-flight system, and a CsI(Tl) electromagnetic calo-
rimeter that are all enclosed in a superconducting solenoi-
dal magnet providing a 0.9 T magnetic field. The solenoid
is supported by an octagonal flux-return yoke with resistive
plate counter muon identifier modules interleaved with
steel. The acceptance of charged particles and photons is
93% of the 4π solid angle. The charged-particle momentum
resolution at 1 GeV=c is 0.5%; the electromagnetic calo-
rimeter measures 1 GeV photons with an energy resolution
of 2.5% (5%) in the barrel (end cap) regions. A GEANT4-
based [21] Monte Carlo (MC) simulation software package
is used to optimize the event selection criteria, estimate
backgrounds, and determine the detection efficiency. The
KKMC [22] generator is used to simulate J=ψ production.
The event selection criteria are identical to the previous

publication on J=ψ → γη0πþπ− at BESIII [2] except for one
cut in the J=ψ → γη0ð→ γπþπ−Þπþπ− channel: in the
previous study, events with jMγπþπ− −mηj < 7 MeV=c2

are rejected to suppress background from J=ψ →
γηð→ γπþπ−Þπþπ−; in this analysis, a tighter cut that
rejects events with 400MeV=c2<Mγπþπ− <563MeV=c2

is required to suppress background from J=ψ →
γηð→ π0πþπ−Þπþπ− as well as background from J=ψ →
γηð→ γπþπ−Þπþπ−.
The η0πþπ− invariant mass spectra of the surviving

events are shown in Fig. 1, where peaks corresponding
to the Xð1835Þ, Xð2120Þ, Xð2370Þ, and ηc [2], and a
structure near 2.6 GeV=c2 that has not been seen before are
evident for both η0 decays. Thanks to the high statistical
precision, an abrupt change in slope of the Xð1835Þ line
shape at the pp̄ mass threshold is evident in both event
samples.
An inclusive sample of 109 J=ψ decay events that are

generated according to the Lund-Charm model [23] and
Particle Data Group [24] decay tables is used to study
potential background processes. These include events with
no real η0’s in the final state (non η0) and those from
J=ψ → π0η0πþπ−. We use η0 mass sideband events to
estimate the non-η0 background contribution to the
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η0πþπ− invariant mass distribution. For the J=ψ →
π0η0πþπ− background, we use a one-dimensional data-
driven method that first selects J=ψ → π0η0πþπ− events
from the data to determine the shape of their contribution to
the selected η0πþπ− mass spectrum and reweight this shape
by the ratio of MC-determined efficiencies for J=ψ →
γη0πþπ− and J=ψ → π0η0πþπ− events; the total weight
after reweighting is the estimated number of J=ψ →
π0η0πþπ− background events. Our studies of background
processes show that neither the four peaks mentioned above
nor the abrupt change in the line shape at 2mp is caused by
background processes.
We perform simultaneous fits to the η0πþπ− invariant

mass distributions between 1.3 and 2.25 GeV=c2 for both
selected event samples with the f1ð1510Þ, Xð1835Þ, and
Xð2120Þ peaks represented by three efficiency-corrected
Breit-Wigner functions convolved with a Gaussian function
to account for the mass resolution, where the Breit-Wigner
masses and widths are free parameters. The nonresonant
η0πþπ− contribution is obtained from Monte Carlo simu-
lation; the non-η0 and J=ψ → π0η0πþπ− background con-
tributions are obtained as discussed above. For resonances
and the nonresonant η0πþπ− contribution, the phase space
for J=ψ → γη0πþπ− is considered: according to the JP of
f1ð1510Þ and Xð1835Þ, J=ψ → γf1ð1510Þ and J=ψ →
γXð1835Þ are S-wave and P-wave processes, respectively;
all other processes are assumed to be S-wave processes.
Without explicit mention, all components are treated as
incoherent contributions. In the simultaneous fits, the
masses and widths of resonances, as well as the branching
fraction for J=ψ radiative decays to η0πþπ− final states
(including resonances and nonresonant η0πþπ−) are con-
strained to be the same for both η0 decay channels. The fit
results are shown in Fig. 2, where it is evident that using a
simple Breit-Wigner function to describe the Xð1835Þ line

shape fails near the pp̄ mass threshold. The logL (L is the
combined likelihood of simultaneous fits) of this fit is
630 503.3. Typically, there are two circumstances where an
abrupt distortion of a resonance’s line shape shows up: a
threshold effect caused by the opening of an additional
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FIG. 1. The η0πþπ− invariant mass spectra after the application of all selection criteria. The plot on the left side shows the spectrum for
events with the η0 → γπþπ− channel, and that on the right shows the spectrum for the η0 → ηð→ γγÞπþπ− channel. In both plots, the dots
with error bars are data, the shaded histograms are the background, the solid histograms are phase space (PHSP) MC events of
J=ψ → γη0πþπ− (arbitrary normalization), and the dotted vertical line shows the position of the pp̄ mass threshold.
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FIG. 2. Fit results with simple Breit-Wigner formulas. The
dashed dotted vertical line shows the position of the pp̄
mass threshold, the dots with error bars are data, the solid
curves are total fit results, the dashed curves are the Xð1835Þ,
the short-dashed curves are the f1ð1510Þ, the dash-dot curves
are the Xð2120Þ, and the long-dashed curves are the
nonresonant η0πþπ− fit results; the shaded histograms are
background events. The inset shows the data and the
global fit between 1.8 and 1.95 GeV=c2.
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decay mode, or interference between two resonances. We
tried to fit the data for both of these possibilities.
In the first model, we assume the state around

1.85 GeV=c2 couples to the pp̄. The line shape of
η0πþπ− above the pp̄ threshold is therefore affected by
the opening of theXð1835Þ → pp̄ decay channel, similar to
the distortion of the f0ð980Þ → πþπ− line shape at the KK̄
threshold. To study this, the Flatté formula [25] is used for
the Xð1835Þ line shape:

T ¼
ffiffiffiffiffiffiffi

ρout
p

M2 − s − i
P

kg
2
kρk

: ð1Þ

Here, T is the decay amplitude, ρout is the phase space for
J=ψ → γη0πþπ−, M is a parameter with the dimension of
mass, s is the square of the η0πþπ− system’s mass, ρk is the
phase space for decay mode k, and g2k is the corresponding
coupling strength. The term

P

kg
2
kρk describes how the

decay width varies with s. Approximately,

X

k

g2kρk ≈ g20

�

ρ0 þ
g2pp̄
g20

ρpp̄

�

; ð2Þ

where g20 is the sum of g2 of all decay modes other than the
Xð1835Þ → pp̄, ρ0 is the maximum two-body decay phase
space volume [24], and g2pp̄=g

2
0 is the ratio between the

coupling strength to the pp̄ channel and the sum of all other
channels.
The fit results for this model are shown in Fig. 3. The

Flatté model fit has a logL ¼ 630549.5 that is improved
over the simple Breit-Wigner one by 46, so the significance
of g2pp̄=g

2
0 being nonzero is 9.6σ. In the fit, an additional

Breit-Wigner resonance [denoted as “Xð1920Þ” in Fig. 3] is
needed with a mass of 1918.6� 3.0 MeV=c2 and a width
of 50.6� 20.9 MeV=c2; the statistical significance of this
peak is 5.7σ. In the simple Breit-Wigner fit, the significance
of Xð1920Þ is negligible. The fit yields M ¼ 1638.0�
121.9 MeV=c2, g20 ¼ 93.7� 35.4ðGeV=c2Þ2, g2pp̄=g

2
0 ¼

2.31� 0.37, and a product branching fraction of
BðJ=ψ → γXÞBðX → η0πþπ−Þ ¼ ð3.93 � 0.38Þ × 10−4.
The value of g2pp̄=g

2
0 implies that the couplings between the

state around 1.85 GeV=c2 and the pp̄ final states is very
large. Following the definitions given in Ref. [26], the pole
position is determined by requiring the denominator in
Eq. (1) to be zero. The pole nearest to the pp̄ mass
threshold is found to be Mpole ¼ 1909.5� 15.9 MeV=c2

and Γpole ¼ 273.5� 21.4 MeV=c2. Taking the systematic
uncertainties (see below) into account, the significance of
g2pp̄=g

2
0 being nonzero is larger than 7σ.

In the second model, we assume the existence of a
narrow resonance near the pp̄ threshold and that the
interference between this resonance and the Xð1835Þ
produces the line shape distortion. Here, we denote this
narrow resonance as “Xð1870Þ.” For this case we represent
the line shape in the vicinity of 1835 MeV=c2 by the square
of T, where

T ¼
�

ffiffiffiffiffiffiffi

ρout
p

M2
1 − s − iM1Γ1

þ βeiθ
ffiffiffiffiffiffiffi

ρout
p

M2
2 − s − iM2Γ2

�

: ð3Þ

Here, ρout and s have the same meaning as they had in
Eq. (1);M1, Γ1,M2, and Γ2 represent the masses and widths
of theXð1835Þ andXð1870Þ resonances, respectively; and β
and θ are the relative η0πþπ− coupling strengths and the
phase between the two resonances.
The fit results for the secondmodel are shown inFig. 4. The

logL of this fit is 630 540.3, which is improved by 37 with
four additional parameters over that for the fit using one
simpleBreit-Wigner function. TheXð1835Þmass is 1825.3�
2.4 MeV=c2 and the width is 245.2� 13.1 MeV=c2; the
Xð1870Þ mass is 1870.2� 2.2 MeV=c2 and the width is
13.0� 6.1 MeV=c2, with a statistical significance that is
7.9σ. It is known that there are two nontrivial solutions in a
fit using a coherent sum of two Breit-Wigner functions [27].
In the parametrization of Eq. (3), the two solutions share the
sameM1,Γ1,M2, andΓ2, but have different values of β and θ,
which means that the only observable difference between the
solutions are branching fractions of the two Breit-Wigner
functions. The product branching fractions with construc-
tive interference are B½J=ψ → γXð1835Þ�B½Xð1835Þ →
η0πþπ−� ¼ ð3.01� 0.17Þ × 10−4 and B½J=ψ →
γXð1870Þ�B½Xð1870Þ → η0πþπ−� ¼ ð2.03� 0.12Þ × 10−7,
while the solution with destructive interference
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FIG. 3. Fit results of using the Flatté formula. The dashed
dotted vertical line shows the position of the pp̄ mass threshold,
the dots with error bars are data, the solid curves are total fit
results, the dashed curves are the state around 1.85 GeV=c2, the
short-dashed curves are the f1ð1510Þ, the dash-dotted curves are
the Xð2120Þ, the dash-dot-dot-dotted curves are the Xð1920Þ, and
the long-dashed curves are nonresonant η0πþπ− fit results; the
shaded histograms are background events. The inset shows the
data and the global fit between 1.8 and 1.95 GeV=c2.
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gives B½J=ψ→γXð1835Þ�B½Xð1835Þ→η0πþπ−�¼ð3.72�
0.21Þ×10−4, and B½J=ψ → γXð1870Þ�B½Xð1870Þ →
η0πþπ−� ¼ ð1.57� 0.09Þ × 10−5. In this model, the
Xð1920Þ is not included in the fit because its significance
is just 3.9σ. Considering systematic uncertainties (see below),
the significance of Xð1870Þ is larger than 7σ.
The systematic uncertainties come from data-MC

differences in the tracking, photon detection and particle
identification efficiencies, the kinematic fit, requirements
on the invariant mass distribution of γγ, signal selection of
ρ0, η, and η0, total number of J=ψ events, branching
fractions for intermediate states decays, fit ranges, back-
ground descriptions, mass resolutions, and the intermediate
structure of πþπ−. In the first model, the dominant terms are
the fit range, the background description, and the inter-
mediate structure of πþπ−. Considering all systematic
uncertainties, the final result is shown in Table I. For the
second model, the dominant two systematic sources are the
background description and the intermediate structure of
πþπ−. Considering all systematic uncertainties, the final
result is shown in Table II.
In summary, the J=ψ → γη0πþπ− process is studied with

1.09 × 109 J=ψ events collected at the BESIII experiment
in 2012. We observed a significant distortion of the η0πþπ−
line shape near the pp̄ mass threshold that cannot be
accommodated by an ordinary Breit-Wigner resonance

function. Two typical models for such a line shape are
used to fit the data. The first model assumes the state
around 1.85 GeV=c2 couples with the pp̄ and the dis-
tortion reflects the opening of the pp̄ decay channel.
The fit result for this model yields a strong coupling
between the broad structure and the pp̄ of g2pp̄=g

2
0 ¼

2.31� 0.37þ0.83
−0.60 , with a statistical significance larger

than 7σ for being nonzero. The pole nearest to the pp̄
mass threshold of this state is located at Mpole ¼
1909.5� 15.9ðstatÞþ9.4

−27.5ðsystÞ MeV=c2 and Γpole ¼
273.5� 21.4ðstatÞþ6.1

−64.0ðsystÞ MeV=c2. The second model
assumes the distortion reflects interference between the
Xð1835Þ and another resonance with mass close to the pp̄
mass threshold. A fit with this model uses a coherent sum
of two interfering Breit-Wigner amplitudes to describe the
η0πþπ− mass spectrum around 1.85 GeV=c2. This fit yields
a narrow resonance below the pp̄ mass threshold with
M¼1870.2�2.2ðstatÞþ2.3

−0.7ðsystÞMeV=c2 and Γ ¼ 13.0�
6.1ðstatÞþ2.1

−3.8ðsystÞ MeV=c2, with a statistical significance
larger than 7σ. With current data, both models fit the data
well with fit qualities, and both suggest the existence of a
state, either a broad state with strong couplings to the pp̄, or
a narrow state just below the pp̄ mass threshold. For the
broad state above the pp̄ mass threshold, its strong
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FIG. 4. Fit results of using a coherent sum of two Breit-Wigner
amplitudes. The dashed dotted vertical line shows the position of
the pp̄ mass threshold, the dots with error bars are data, the solid
curves are total fit results, the dashed curves are the sum of
Xð1835Þ and Xð1870Þ, the short-dashed curves are the f1ð1510Þ,
the dash-dotted curves are the Xð2120Þ, the long-dashed curves
are nonresonant η0πþπ− fit results, and the shaded histograms are
background events. The inset shows the data and the global fit
between 1.8 and 1.95 GeV=c2.

TABLE I. Fit results of using the Flatté formula. The first errors
are statistical errors, and the second errors are systematic errors;
the branching ratio is the product of BðJ=ψ → γXÞ and
BðX → η0πþπ−Þ.

The state around 1.85 GeV=c2

M (MeV=c2) 1638.0� 121:9þ127.8
−254.3

g20 [ðGeV=c2Þ2] 93.7� 35:4þ47.6
−43.9

g2pp̄=g
2
0

2.31� 0.37þ0.83
−0.60

Mpole (MeV=c2) 1909.5� 15:9þ9.4
−27.5

Γpole (MeV=c2) 273.5� 21:4þ6.1
−64.0

Branching ratio ð3.93� 0.38þ0.31
−0.84 Þ × 10−4

TABLE II. Fit results using a coherent sum of two Breit-Wigner
amplitudes. The first errors are statistical errors, and the second
errors are systematic errors; the branching ratio (B.R.) is the
product of BðJ=ψ → γXÞ and BðX → η0πþπ−Þ.

Xð1835Þ
Mass (MeV=c2) 1825.3� 2.4þ17.3

−2.4
Width (MeV=c2) 245.2� 13:1þ4.6

−9.6
B.R. (constructive interference) ð3.01� 0.17þ0.26

−0.28 Þ × 10−4

B.R. (destructive interference) ð3.72� 0.21þ0.18
−0.35 Þ × 10−4

Xð1870Þ
Mass (MeV=c2) 1870.2� 2.2þ2.3

−0.7
Width (MeV=c2) 13.0� 6.1þ2.1

−3.8
B.R. (constructive interference) ð2.03� 0.12þ0.43

−0.70 Þ × 10−7

B.R. (destructive interference) ð1.57� 0.09þ0.49
−0.86 Þ × 10−5
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couplings to the pp̄ suggest the existence of a pp̄
moleculelike state. For the narrow state just below the
pp̄ mass threshold, its very narrow width suggests that it is
an unconventional meson, most likely a pp̄ bound state. So
both fits support the existence of a pp̄ moleculelike or
bound state. With current statistics, more sophisticated
models such as a mixture of above two models cannot be
ruled out. In order to elucidate further the nature of the
states around 1.85 GeV=c2, more data are needed to further
study the J=ψ → γη0πþπ− process. Also, line shapes for
other decay modes should be studied near the pp̄ mass
threshold, including further studies of J=ψ → γpp̄
and J=ψ → γηK0
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The cross section for the process eþe− → πþπ−J=ψ is measured precisely at center-of-mass energies
from 3.77 to 4.60 GeV using 9 fb−1 of data collected with the BESIII detector operating at the BEPCII
storage ring. Two resonant structures are observed in a fit to the cross section. The first resonance has a
mass of ð4222.0� 3.1� 1.4Þ MeV=c2 and a width of ð44.1� 4.3� 2.0Þ MeV, while the second one has a
mass of ð4320.0� 10.4� 7.0Þ MeV=c2 and a width of ð101.4þ25.3

−19.7 � 10.2Þ MeV, where the first errors are
statistical and second ones are systematic. The first resonance agrees with the Yð4260Þ resonance reported
by previous experiments. The precision of its resonant parameters is improved significantly. The second
resonance is observed in eþe− → πþπ−J=ψ for the first time. The statistical significance of this resonance
is estimated to be larger than 7.6σ. The mass and width of the second resonance agree with the Yð4360Þ
resonance reported by the BABAR and Belle experiments within errors. Finally, the Yð4008Þ resonance
previously observed by the Belle experiment is not confirmed in the description of the BESIII data.

DOI: 10.1103/PhysRevLett.118.092001

The process eþe− → πþπ−J=ψ at center-of-mass (c.m.)
energies between 3.8 and 5.0 GeV was first studied by the
BABAR experiment using an initial-state-radiation (ISR)
technique [1], and a new structure, theYð4260Þ, was reported
with a mass around 4.26 GeV=c2. This observation was
immediately confirmed by the CLEO [2] and Belle experi-
ments [3] in the same process. In addition, the Belle experi-
ment reported an accumulation of events at around 4 GeV,
which was called Yð4008Þ later. Although the Yð4008Þ state
is still controversial—a new measurement by the BABAR
experiment does not confirm it [4], while an updated
measurement by the Belle experiment still supports its
existence [5]—the observation of the Y states has stimulated
substantial theoretical discussions on their nature [6,7].
Being produced in eþe− annihilation, the Y states have

quantum numbers JPC ¼ 1−−. However, unlike the known
1−− charmonium states in the same mass range, such as
ψð4040Þ, ψð4160Þ, and ψð4415Þ [8], which decay pre-
dominantly into open charm final states [Dð�ÞD̄ð�Þ], the Y
states show strong coupling to hidden-charm final states
[9]. Furthermore, the observation of the states Yð4360Þ and
Yð4660Þ in eþe− → πþπ−ψð2SÞ [10], together with the
newly observed resonant structures in eþe− → ωχc0 [11]
and eþe− → πþπ−hc [12], overpopulates the vector char-
monium spectrum predicted by potential models [13]. All
of this indicates that the Y states may not be conventional
charmonium states, and they are good candidates for new
types of exotic particles, such as hybrids, tetraquarks, or
meson molecules [6,7].
The Yð4260Þ state was once considered a good hybrid

candidate [14], since its mass is close to the value predicted
by the flux tube model for the lightest hybrid charmonium

[15]. Recent lattice calculations also show a 1−− hybrid
charmonium could have a mass of 4285� 14 MeV=c2

[16] or 4.33ð2Þ GeV=c2 [17]. Meanwhile, the diquark-
antidiquark tetraquark model predicts a wide spectrum of
states which can also accommodate the Yð4260Þ [18].
Moreover, the mass of Yð4260Þ is near the mass threshold
of D�þ

s D�−
s , D̄D1, D0D̄�, and f0ð980ÞJ=ψ , and Yð4260Þ

was supposed to be a meson molecule candidate of these
meson pairs [19,20]. A recent observation of a charged
charmoniumlike state Zcð3900Þ by BESIII [21], Belle [5],
and with CLEO data [22] seems to favor the D̄D1 meson
pair option [19]. Another possible interpretation describes
the Yð4260Þ as a heavy charmonium (J=ψ) being bound
inside light hadronic matter—hadrocharmonium [23]. To
better identify the nature of the Y states and distinguish
various models, more precise experimental measurements,
including the production cross section and the mass and
width of the Y states, are essential.
In this Letter, we report a precise measurement of the

eþe− → πþπ−J=ψ cross section at eþe− c:m: energies
from 3.77 to 4.60 GeV, using a data sample with an
integrated luminosity of 9.05 fb−1 [24] collected with the
BESIII detector operating at the BEPCII storage ring
[25]. The J=ψ candidate is reconstructed with its leptonic
decay modes (μþμ− and eþe−). The data sample used in
this measurement includes two independent data sets. A
high luminosity data set (dubbed “XYZ data”) contains
more than 40 pb−1 at each c.m. energy with a total
integrated luminosity of 8.2 fb−1, which dominates the
precision of this measurement, and a low luminosity data
set (dubbed “scan data”) contains about 7–9 pb−1 at each
c.m. energy with a total integrated luminosity of 0.8 fb−1.
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The integrated luminosities are measured with Bhabha
events with an uncertainty of 1% [24]. The c.m. energy of
each data set is measured using dimuon events, with an
uncertainty of �0.8 MeV [26].
The BESIII detector is described in detail elsewhere [25].

The GEANT4-based [27] Monte Carlo (MC) simulation
software package BOOST [28], which includes the geometric
description of the BESIII detector and the detector response,
is used to optimize event selection criteria, determine the
detection efficiency, and estimate the backgrounds. For the
signal process,wegenerate 60 000 eþe− → πþπ−J=ψ events
at each c.m. energy of the XYZ data, and an extrapolation is
performed to the scan data with nearby c.m. energies. At
eþe− c:m: energies between 4.189 and 4.358GeV, the signal
events are generated according to the Dalitz plot distributions
obtained from the data set at corresponding c.m. energy, since
there is significant Zcð3900Þ production [5,21,22]. At other
c.m. energies, signal events are generated using an EVTGEN

[29] phase spacemodel. The J=ψ decays intoμþμ− and eþe−
with the same branching fractions [8]. The ISR is simulated
with KKMC [30], and the maximum ISR photon energy is set
to correspond to a 3.72 GeV=c2 production threshold of the
πþπ−J=ψ system. Final-state radiation (FSR) is simulated
with PHOTOS [31]. Possible background contributions are
estimated with KKMC-generated inclusive MC samples
[eþe− → eþe−, μþμ−, τþτ−, γγ, γISRJ=ψ , γISRψð2SÞ, and
qq̄ with q ¼ u, d, s, c] with comparable integrated lumi-
nosities to the XYZ data.
Events with four charged tracks with zero net charge are

selected. For each charged track, the polar angle in the drift
chamber must satisfy j cos θj < 0.93, and the point of
closest approach to the eþe− interaction point must be
within�10 cm in the beam direction and within 1 cm in the
plane perpendicular to the beam direction. Taking advan-
tage of the fact that pions and leptons are kinematically well
separated in the signal decay, charged tracks with momenta
larger than 1.06 GeV=c in the laboratory frame are
assumed to be leptons, and the others are assumed to be
pions. We use the energy deposited in the electromagnetic
calorimeter (EMC) to separate electrons from muons. For
both muon candidates, the deposited energy in the EMC is
required to be less than 0.35 GeV, while for both electrons,
it is required to be larger than 1.1 GeV. To avoid systematic
errors due to unstable operation, the muon system is not
used here. Each event is required to have one πþπ−lþl−

(l ¼ e or μ) combination.
To improve the momentum and energy resolution and to

reduce the background, a four-constraint kinematic fit
is applied to the event with the hypothesis eþe− →
πþπ−lþl−, which constrains the total four-momentum
of the final state particles to that of the initial colliding
beams. The χ2=n:d:f: of the kinematic fit is required to be
less than 60=4.
To suppress radiative Bhabha and radiative dimuon

(eþe− → γeþe−=γμþμ−) backgrounds associated with

photon conversion to an eþe− pair which subsequently
is misidentified as a πþπ− pair, the cosine of the opening
angle of the pion-pair (cos θπþπ−) candidates is required to
be less than 0.98 for both J=ψ → μþμ− and eþe− events.
For J=ψ → eþe− events, since there are more abundant
photon sources from radiative Bhabha events, we further
require the cosine of the opening angles of both pion-
electron pairs (cos θπ�e∓) to be less than 0.98. These
requirements remove almost all of the Bhabha and dimuon
background events, with an efficiency loss of less than 1%
for signal events.
After imposing the above selection criteria, a clear J=ψ

signal is observed in the invariant mass distribution of the
leptonpairs [Mðlþl−Þ]. Themass resolutionof theMðlþl−Þ
distribution is estimated to be ð3.7�0.2ÞMeV=c2 for J=ψ →
μþμ− and ð3.9� 0.3Þ MeV=c2 for J=ψ → eþe− in data
for the range of c.m. energies investigated in this study. The
J=ψ mass window is defined as 3.08 < Mðlþl−Þ <
3.12 GeV=c2. In order to estimate the non-J=ψ background
contribution, we also define the J=ψ mass sideband as
3.00<Mðlþl−Þ<3.06GeV=c2 and 3.14 < Mðlþl−Þ <
3.20 GeV=c2, which is 3 times as wide as the signal region.
The dominant background comes from eþe− → qq̄ (q ¼ u,
d, s) processes, such as eþe− → πþπ−πþπ−. Since qq̄
events form a smooth distribution in the J=ψ signal region,
their contribution is estimated by the J=ψ mass sideband.
Contributions from backgrounds related with charm quark

production, such as eþe− → ηJ=ψ [32],Dð�Þ ¯Dð�Þ, and other
open-charm mesons, are estimated to be negligible accord-
ing to MC simulation studies.
In order to determine the signal yields, we make use of

both fitting and counting methods on the Mðlþl−Þ dis-
tribution. In the XYZ data, each data set contains many
signal events, and an unbinned maximum likelihood fit
to the Mðlþl−Þ distribution is performed. We use a MC
simulated signal shape convolved with a Gaussian function
(with standard deviation 1.9 MeV, which represents the
resolution difference between the data and the MC simu-
lation) as the signal probability density function (PDF) and
a linear term for the background. For the scan data, due to
the low statistics, we directly count the number of events in
the J=ψ signal region and that of the normalized back-
ground events in the J=ψ mass sideband and take the
difference as the signal yields.
The cross section of eþe− → πþπ−J=ψ at a certain

eþe− c:m: energy
ffiffiffi

s
p

is calculated using

σð ffiffiffi

s
p Þ ¼ Nsig

Lintð1þ δÞϵB ; ð1Þ

where Nsig is the number of signal events, Lint is the
integrated luminosity of data, 1þ δ is the ISR correction
factor, ϵ is the detection efficiency, and B is the branching
fraction of J=ψ → lþl− [8]. The ISR correction factor is
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calculated using the KKMC [30] program. To get the correct
ISR photon energy distribution, we use the

ffiffiffi

s
p

-dependent
cross section line shape of the eþe− → πþπ−J=ψ process,
i.e., σð ffiffiffi

s
p Þ, to replace the default one of KKMC. Since

σð ffiffiffi

s
p Þ is what we measure in this study, the ISR correction

procedure needs to be iterated, and the final results are
obtained when the iteration converges. Figure 1 shows the
measured cross section σð ffiffiffi

s
p Þ from both the XYZ data and

scan data (numerical results are listed in Supplemental
Material [33]).
To study the possible resonant structures in the eþe− →

πþπ−J=ψ process, a binned maximum likelihood fit is
performed simultaneously to the measured cross section
σð ffiffiffi

s
p Þ of the XYZ data with Gaussian uncertainties and the

scan data with Poisson uncertainties. The PDF is para-
meterized as the coherent sum of three Breit-Wigner
functions, together with an incoherent ψð3770Þ component
which accounts for the decay of ψð3770Þ → πþπ−J=ψ ,
with ψð3770Þ mass and width fixed to PDG [8] values.
Because of the lack of data near the ψð3770Þ resonance, it
is impossible to determine the relative phase between the
ψð3770Þ amplitude and the other amplitudes. The ampli-
tude to describe a resonance R is written as

Að ffiffiffi

s
p Þ ¼ M

ffiffiffi

s
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

12πΓeþe−ΓtotBR
p
s −M2 þ iMΓtot

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Φð ffiffiffi

s
p Þ

ΦðMÞ

s

eiϕ; ð2Þ

where M, Γtot, and Γeþe− are the mass, full width, and
electronic width of the resonance R, respectively; BR is the
branching fraction of the decay R → πþπ−J=ψ ; Φð ffiffiffi

s
p Þ is

the phase space factor of the three-body decay R →
πþπ−J=ψ [8]; and ϕ is the phase of the amplitude. The
fit has four solutions with equally good fit quality [34] and
identical masses and widths of the resonances (listed in
Table I), while the phases and the product of the electronic
widths with the branching fractions are different (listed in
Table II). Figure 1 shows the fit results. The resonance R1

has a mass and width consistent with that of Yð4008Þ
observed by Belle [5] within 1.0σ and 2.9σ, respectively.

The resonance R2 has a mass 4222.0� 3.1 MeV=c2, which
agrees with the average mass, 4251� 9 MeV=c2 [8], of the
Yð4260Þ peak [1–5] within 3.0σ. However, its measured
width is much narrower than the average width, 120�
12 MeV [8], of the Yð4260Þ. We also observe a new
resonance R3. The statistical significance of R3 is estimated
to be 7.9σ (including systematic uncertainties) by compar-
ing the change of Δð−2 lnLÞ ¼ 74.9 with and without the
R3 amplitude in the fit and taking the change of number of
degree of freedom Δn:d:f: ¼ 4 into account. The fit quality
is estimated using a χ2-test method, with χ2=n:d:f: ¼
93.6=110. Fit models taken from previous experiments
[1–5] are also investigated and are ruled out with a
confidence level equivalent to more than 5.4σ.
As an alternative description of the data, we use an

exponential [35] to model the cross section near 4 GeVas in
Ref. [4] instead of the resonance R1. The fit results are
shown as dashed lines in Fig. 1. This model also describes
the data very well. A χ2 test to the fit quality gives
χ2=n:d:f: ¼ 93.2=111. Thus, the existence of a resonance
near 4 GeV, such as the resonance R1 or the Yð4008Þ
resonance [3], is not necessary to explain the data. The fit
has four solutions with equally good fit quality [34] and
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FIG. 1. Measured cross section σðeþe− → πþπ−J=ψÞ and simultaneous fit to the XYZ data (left) and scan data (right) with the
coherent sum of three Breit-Wigner functions (red solid curves) and the coherent sum of an exponential continuum and two Breit-
Wigner functions (blue dashed curves). Dots with error bars are data.

TABLE I. The measured masses and widths of the resonances
from the fit to the eþe− → πþπ−J=ψ cross section with three
coherent Breit-Wigner functions. The numbers in the brackets
correspond to a fit by replacing R1 with an exponential describing
the continuum. The errors are statistical only.

Parameters Fit result

MðR1Þ 3812.6þ61.9
−96.6 (� � �)

ΓtotðR1Þ 476.9þ78.4
−64.8 (� � �)

MðR2Þ 4222.0� 3.1 (4220.9� 2.9)

ΓtotðR2Þ 44.1� 4.3 (44.1� 3.8)

MðR3Þ 4320.0� 10.4 (4326.8� 10.0)

ΓtotðR3Þ 101.4þ25.3
−19.7 (98.2þ25.4

−19.6 )
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identical masses and widths of the resonances (listed in
Table I), while the phases and the product of the electronic
widths with the branching fractions are different (listed in
Table II). We observe the resonance R2 and the resonance
R3 again. The statistical significance of resonance R3 in
this model is estimated to be 7.6σ (including systematic
uncertainties) [Δð−2 lnLÞ ¼ 70.7, Δn:d:f: ¼ 4] using the
same method as above.
The systematic uncertainty for the cross section meas-

urement mainly comes from uncertainties in the luminosity,
efficiencies, radiative correction, background shape, and
branching fraction of J=ψ → lþl−. The integrated lumi-
nosities of all the data sets are measured using large angle
Bhabha scattering events, with an uncertainty of 1% [24].
The uncertainty in the tracking efficiency for high momen-
tum leptons is 1% per track. Pions have momenta that range
from 0.1 to 1.06 GeV=c, and their momentum-weighted
tracking efficiency uncertainty is also 1% per track. For the
kinematic fit, we use a similar method as in Ref. [36] to
improve the agreement of the χ2 distribution between the
data and MC simulation, and the systematic uncertainty for
the kinematic fit is estimated to be 0.6% (1.1%) for μþμ−
(eþe−) events. For the MC simulation of signal events, we
use both the π�Zcð3900Þ∓ model [5,21,22] and the phase
space model to describe the eþe− → πþπ−J=ψ process.
The efficiency difference between these two models is
3.1%, which is taken as systematic uncertainty due to the
decay model.
The efficiencies for the other selection criteria, the

trigger simulation, the event start time determination,
and the FSR simulation, are quite high (>99%), and their
systematic errors are estimated to be less than 1%. In the
ISR correction procedure, we iterate the cross section
measurement until ð1þ δÞϵ converges. The convergence
criterion is taken as the systematic uncertainty due to the
ISR correction, which is 1%. We obtain the number of
signal events by either fitting or counting events in the
Mðlþl−Þ distribution. The background shape is described
by a linear distribution. Varying the background shape from
a linear shape to a second-order polynomial causes a 1.6%

(2.1%) difference for the J=ψ signal yield for the μþμ−
(eþe−) mode, which is taken as the systematic uncertainty
for the background shape. The branching fraction of
J=ψ → lþl− is taken from PDG [8], and the errors are
0.6% for both J=ψ decay modes. Assuming all the sources
of systematic uncertainty are independent, the total sys-
tematic uncertainties are obtained by adding them in
quadrature, resulting in 5.7% for the μþμ− mode and
5.9% for the eþe− mode.
In both fit scenarios to the eþe− → πþπ−J=ψ cross

section, we observe the resonance R2 and R3. Since we
cannot distinguish the two scenarios from the data, we take
the difference in mass and width as the systematic uncer-
tainties, i.e., 1.1 ð6.8Þ MeV=c2 for the mass and 0.0
(3.2) MeV for the width of R2ðR3Þ. The absolute c.m.
energies of all the data sets were measured with dimuon
events, with an uncertainty of �0.8 MeV. Such a kind of
common uncertainty will propagate only to the masses of
the resonances with the same amount, i.e., �0.8 MeV=c2.
In both fits, the ψð3770Þ amplitude was added incoherently.
The possible interference effect of the ψð3770Þ component
was investigated by adding it coherently in the fit with
various phases. The largest deviation of the resonant
parameters between the fits with and without interference
for the ψð3770Þ amplitude is taken as a systematic error,
which is 0.3 ð1.3Þ MeV=c2 for the mass and 2.0 (9.7) MeV
for the width of the R2ðR3Þ resonance. Assuming all the
systematic uncertainties are independent, we get the total
systematic uncertainties by adding them in quadrature,
which is 1.4 ð7.0Þ MeV=c2 for the mass and 2.0
(10.2) MeV for the width of R2ðR3Þ, respectively.
In summary, we perform a precise cross section meas-

urement of eþe− → πþπ−J=ψ for c.m. energies from
ffiffiffi

s
p ¼

3.77 to 4.60 GeV. Two resonant structures are observed,
one with a mass of ð4222.0� 3.1� 1.4Þ MeV=c2 and
a width of ð44.1� 4.3� 2.0Þ MeV and the other with a
mass of ð4320.0� 10.4� 7.0Þ MeV=c2 and a width of
ð101.4þ25.3

−19.7 � 10.2Þ MeV, where the first errors are stat-
istical and the second ones are systematic. The first
resonance agrees with the Yð4260Þ resonance reported

TABLE II. The values of Γeþe−BðR → πþπ−J=ψÞ (in eV) from a fit to the eþe− → πþπ−J=ψ cross section. ϕ1 and ϕ2 (in degrees) are
the phase of the resonance R2 and R3, and the phase of resonance R1 (or continuum) is set to 0. The numbers in the brackets correspond
to the fit by replacing resonance R1 with an exponential to describe the continuum. The errors are statistical only.

Parameters Solution I Solution II Solution III Solution IV

Γeþe−B½ψð3770Þ → πþπ−J=ψ � 0.5� 0.1 (0.4� 0.1)

Γeþe−BðR1 → πþπ−J=ψÞ 8.8þ1.5
−2.2 (� � �) 6.8þ1.1

−1.5 (� � �) 7.2þ0.9
−1.5 (� � �) 5.6þ0.6

−1.0 (� � �)
Γeþe−BðR2 → πþπ−J=ψÞ 13.3� 1.4 (12.0� 1.0) 9.2� 0.7 (8.9� 0.6) 2.3� 0.6 (2.1� 0.4) 1.6� 0.4 (1.5� 0.3)

Γeþe−BðR3 → πþπ−J=ψÞ 21.1� 3.9 (17.9� 3.3) 1.7þ0.8
−0.6 (1.1þ0.5

−0.4 ) 13.3þ2.3
−1.8 (12.4þ1.9

−1.7 ) 1.1þ0.4
−0.3 (0.8� 0.3)

ϕ1 −58� 11 (−33� 8) −116þ9
−10 (−81þ7

−8 ) 65þ24
−20 (81þ16

−14 ) 8� 13 (33� 9)

ϕ2 −156� 5 (−132� 3) 68� 24 (107� 20) −115þ11
−9 (−95þ6

−5 ) 110� 16 (144� 14)
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by BABAR, CLEO, and Belle [1–5]. However, our mea-
sured width is much narrower than the Yð4260Þ average
width [8] reported by previous experiments. This is thanks
to the much more precise data from BESIII, which results
in the observation of the second resonance. The second
resonance is observed for the first time in the process
eþe− → πþπ−J=ψ . Its statistical significance is estimated
to be larger than 7.6σ. The second resonance has a mass and
width comparable to the Yð4360Þ resonance reported by
Belle and BABAR in eþe− → πþπ−ψð2SÞ [10]. If we
assume it is the same resonance as the Yð4360Þ, we
observe a new decay channel of Yð4360Þ → πþπ−J=ψ
for the first time. Finally, we cannot confirm the existence
of the Yð4008Þ resonance [3,5] from our data, since a
continuum term also describes the cross section near 4 GeV
equally well.
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Particles directly produced at electron–positron colliders, such 
as the J/ψ meson, decay with relatively high probability into 
a baryon–antibaryon pair1. For spin-1/2 baryons, the pair can 
have the same or opposite helicites. A non-vanishing phase 
ΔΦ between the transition amplitudes to these helicity states 
results in a transverse polarization of the baryons2–4. From the 
joint angular distribution of the decay products of the bary-
ons, this phase as well as the parameters characterizing the 
baryon and the antibaryon decays can be determined. Here, 
we report the measurement of ΔΦ = 42.4 ± 0.6 ± 0.5° using 
Λ → pπ− and p n,+ 0Λ π π→  decays at BESIII. We find a value for 
the Λ → pπ− decay parameter of α− = 0.750 ± 0.009 ± 0.004, 
17 ± 3% higher than the current world average, which has 
been used as input for all Λ polarization measurements since 
19785,6. For p +Λ π→  we find α+ = −0.758 ± 0.010 ± 0.007, 
giving ACP = (α− + α+)/(α− − α+) = −0.006 ± 0.012 ± 0.007, a 
precise direct test of charge–parity symmetry (CP) violation 
in Λ decays.

At the Beijing Electron–Positron Collider II (BEPC II), elec-
trons and positrons annihilate, creating a resonance. Here, we study 
entangled pairs of baryons and antibaryons produced in the pro-
cess ψ ΛΛ→ ∕ →+ −e e J , as illustrated in Fig. 1. The J/ψ resonance, 
a spin-1 meson with mass 3096.900(6) MeV c–2 and decay width 
92.9(28) keV (ref. 6), is produced at rest in a single photon anni-
hilation process, which subsequently decays into a ΛΛ pair. The 
transition between the initial electron–positron pair and the final 
baryon–antibaryon pair includes helicity conserving and helicity-
flip amplitudes7–11. Because the electron mass is negligible in com-
parison to the J/ψ mass, the initial electron and positron helicities 
have to be opposite. This implies that the angular distribution and 
polarization of the produced Λ and Λ particles can be described 
uniquely by only two quantities: the ψ ΛΛ∕ →J  angular distribution 
parameter αψ and the helicity phase ΔΦ. The value of the parameter 
αψ is well known12–14, but the parameter ΔΦ has never been mea-
sured before. If the phase difference ΔΦ is non-vanishing, Λ and Λ 
will be polarized in the direction perpendicular to the production 
plane, and the magnitude of the polarization depends on the angle 
θΛ between the Λ momentum and the electron beam direction in the 
J/ψ rest frame (Fig. 1).

The polarization of weakly decaying particles, such as the Λ 
hyper ons, can be inferred from the angular distribution of the daugh-
ter particles. In the case of decay Λ → pπ− and with the Λ hyperon 
polarization given by the vector PΛ, the angular distribution of the 
daughter protons is α+ ⋅Λπ −

̂
P n(1 )1

4
, where 

̂
n is the unit vector along  

the proton momentum in the Λ rest frame. The asymmetry para-
meter α− of the decay is bounded by −1 ≤ α− ≤ 1 and characterizes  

the degree of mixing of parity-conserving and parity-violating 
amplitudes in the process15. The corresponding asymmetry param-
eters α+ for Λ π→ +p , α0 for Λ → nπ0 and α0 for Λ π→ n 0 are defined 
in the same way6. The joint angular distribution of ψ ΛΛ∕ →J  (Λ → f 
and Λ → f , f = pπ− or nπ0) depends on the Λ and Λ polarization and 
the spin correlation of the ΛΛ pair via the parameters αψ and ΔΦ. 
The spin correlation implies a correlation between the directions of 
the detected (anti-)nucleons. Together with the long lifetime of Λ 
and Λ, this provides an example of a quantum entangled system as 
defined in refs. 16,17. The joint angular distribution of the decay chain 

ψ Λ π Λ π∕ → → →− +J p p( )( ) can be expressed as4
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where n̂1 (n̂2) is the unit vector in the direction of the nucleon 
(antinucleon) in the rest frame of Λ (Λ). The components of these 
vectors are expressed using a coordinate system ŷ̂ ̂x z( , , ) with the  
orientation shown in Fig. 1. The ̂z axis of both Λ and Λ rest frames 
is oriented along the Λ momentum pΛ in the J/ψ rest system. The ŷ 
axis is perpendicular to the production plane and oriented along 
the vector k− × pΛ, where k− is the electron beam momentum in the 
J/ψ rest system. The variable ξ denotes the set of kinematic variables 
θ ̂ ̂Λ n n( , , )1 2 , which uniquely specifies an event configuration. The 

terms multiplied by α−α+ in equation (1) represent the contribution 
from ΛΛ spin correlations, while the terms multiplied by α− and α+ 
separately represent the contribution from the polarization, Py:

θ
α Φ θ θ

α θ
=

− Δ

+Λ
ψ Λ Λ

ψ Λ
P (cos )

1 sin( )cos sin

1 cos
(2)y

2

2

The presence of all three contributions in equation (1) enables an 
unambiguous determination of the parameters αψ and ΔΦ and the 
decay asymmetries α−, α+. If Λ is reconstructed via its πn 0 decay, 
the parameters αψ, ΔΦ and the decay asymmetries α− and α0 can 
be determined independently, because the corresponding angular 
distribution is obtained by replacing α+ by α0 and interpreting n2 as 
the antineutron direction in equation (1). The case where Λ decays 
into nπ0 is not included in the present analysis because it suffers 
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from low efficiency due to a selection criterion designed to suppress 
the combinatorial background.

The BESIII experiment18 is located at the Beijing Electron–
Positron Collider (BEPCII), where the centre-of-mass energy can 
be varied between 2 GeV and 4.6 GeV. The experiment is well 
known for the recent discoveries of exotic four-quark hadrons19,20. 
The cross-section of the BESIII detector in the plane perpendicu-
lar to the colliding beams is shown in Fig. 2. The inner part of the 
detector is a cylindrical tracking system that allows the determina-
tion of the momenta of charged particles from the track curvature 
in the magnetic field of a superconducting solenoid. An electromag-
netic calorimeter outside the tracker measures energies deposited 
by particles. The signals from one ψ Λ π Λ π∕ → → →− +J p p( )( ) 
event are shown in Fig. 2. A data sample of 1.31 × 109 J/ψ events is 
used in the analysis. The Λ hyperons are reconstructed using their 
pπ− decays and the Λ hyperons using their π+p  or πn 0 decays. The 
event reconstruction and selection procedures are described in the 
Methods. The resulting data samples are essentially background-
free, as shown in Supplementary Figs. 1 and 2. A sample of Monte 
Carlo (MC) simulated events including all known J/ψ decays is 
used to determine the background contribution. The sizes of the 
final data samples are 420,593 and 47,009 events, with an estimated 
background of 399 ± 20 and 66.0 ± 8.2 events for the π π− +p p  and 

π π−p n 0 final states, respectively. For each event the full set of the 
kinematic variables ξ is reconstructed.

The free parameters describing the angular distributions for the 
two data sets—αψ, ΔΦ, α−, α+ and α0—are determined from a simul-
taneous unbinned maximum likelihood fit. In the fit, the likelihood 
function is constructed from the probability density function for an 
event characterized by the vector ξ(i):

P CWα Φ α α α Φ α α ϵξ ξ ξΔ = Δψ ψ− −( ; , , , ) ( ; , , , ) ( ) (3)i i i( )
2

( )
2

( )

with α2 = α+ and α α=2 0 for the π π− +p p  and π π−p n 0 data sets, 
respectively. The joint angular distribution W α Φ α αξ Δψ −( ; , , , )2  
is given by equation (1), and ϵ ξ( ) is the detection efficiency. The 
normalization factor C W∫ α Φ α α ϵξ ξ ξ= Δψ

−
−( ; , , , ) ( )d1

2  has to 
be evaluated for each choice of parameters (αψ, ΔΦ, α−, α2). The 
maximum log likelihood fit including the normalization procedure 
is described in the Methods. The resulting global fit describes the 
multidimensional angular distributions very well, as illustrated in 
Supplementary Figs. 3 and 4. For a crosscheck, the fit was applied to 
the two data sets separately, and the obtained values of the parame-
ters agree within statistical uncertainties as shown in Supplementary 
Table 1. The details of the fit as well the evaluation of the systematic 
uncertainties are discussed in the Methods, and the contributions 
to the systematic uncertainty are listed in Supplementary Table 2.

A clear polarization signal, strongly dependent on the Λ direc-
tion, cos θΛ, is observed for Λ and Λ. In Fig. 3, the moment

∑μ θ = −Λ
=

m
N

n n(cos ) ( ) (4)
i

N

y
i

y
i

1
1,
( )

2,
( )

k

related to the polarization, is calculated for m = 50 bins in cos θΛ. 
N is the total number of events in the data sample and Nk is the 
number of events in the kth cos θΛ bin. The expected angular depen-
dence of the moment is

μ θ
α α α θ

α
θ=

− +

+Λ
ψ Λ

ψ
Λ

− P(cos )
2

1 cos

3
( ) (5)y

2
2

for the acceptance corrected data. The helicity phase is determined 
to be ΔΦ = (42.4 ± 0.6 ± 0.5)°, where the first uncertainty is statistical 
and the second systematic. This corresponds to the Λ and Λ  trans-
verse polarization dependence on cosθΛ as shown in Supplementary 
Fig. 5 with the maximum polarization of 24.8% (ref. 3). This large 
value of ΔΦ enables a simultaneous determination of the decay 
asymmetry parameters for Λ → pπ−, Λ π→ +p  and Λ π→ n 0, as 
shown in Table 1. The value of α− = 0.750 ± 0.009 ± 0.004 differs 
by more than 5 s.d. from the world average of α = . ± .− 0 642 0 013PDG  
established in 1978 (PDG, Particle Data Group)5. We note that the 
two most precise results21,22 included in the average were obtained by 
measuring the asymmetry in the secondary scattering of the polar-
ized protons from Λ decays on a Carbon target. The α− value was 
then determined using a compilation of the polarized proton scat-
tering data on Carbon23, which is no longer in use (data sets24–26 are 
used instead). In addition, the average value α−

PDG does not include 
a systematical uncertainty of 5% mentioned in ref. 21, which points 
to the need for a critical reevaluation of the α−

PDG value. Considering 
the caveats concerning the current world average α−

PDG, our new 
result implies that all published measurements on Λ Λ∕  polarization 
derived using α−

PDG are 17 ± 3% too large. The value obtained for  
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y

x z

e– J/ψ

p

p (n)

e+

e+

θΛ π–

π+ (π0)

Λ

Λ
Λ

Λ

Fig. 1 | Illustration of the e e J+ ψ ΛΛ→ ∕ →−  process. Left: in the collision of 
the e+ and e− beams with opposite momenta the J/ψ particle is created 
and decays into a ΛΛ pair. The Λ particle is emitted in the ̂z direction at 
an angle θΛ with respect to the e− beam direction, and the Λ is emitted 
in the opposite direction. The hyperons are polarized in the direction 
perpendicular to the production plane (ŷ). The hyperons are reconstructed, 
and the polarization is determined by measuring their decay products: 
(anti-)nucleons and pions. Right: a Feynman diagram of ΛΛ pair production 
in e+e− annihilation with subsequent weak decays of Λ and Λ.

p

50 cm

p

π–

–

π+

Fig. 2 | an example J p p( )( )+ψ→ Λ→ π Λ π∕ →−  event in the BESIII detector. 
Cross-section of the detector in the plane perpendicular to the colliding 
electron–positron beams and a schematic representation of the information 
collected for the event. The mean decay length of the neutral Λ Λ( ) is 5 cm. 
The curved tracks of the charged particles from the subsequent Λ Λ( ) 
decays are registered in the drift chamber, indicated by the brown region of 
the display. The momenta of (anti-)baryons are greater than 750 MeV c−1 
and pions are less than 300 MeV c−1.
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the ratio α α∕ +0  is 3σ smaller than unity, indicating an isospin three-
half contribution to the final state27–29. The reported values of α− and 
α+, along with the covariance (reported in the Methods), enable a 
calculation of the CP odd observable ACP = (α− + α+)/(α− − α+) = 
−0.006 ± 0.012 ± 0.007, where the uncertainties refer to statistical 
and systematic, respectively. This is the most sensitive test of CP 
violation for Λ baryons with a substantially improved precision 
over previous measurements30 (Table 1) using a direct method.  
The Standard Model calculations predict ACP ≈ 10−4 (ref. 31), while 
larger values are expected in various extensions of the Standard 
Model aiming to explain the observed baryon–antibaryon asym-
metry in the universe32. This new method to test for CP violation  
in baryon decays is expected to reach sensitivities comparable to 

theoretical predictions when larger data sets of foreseen experi-
ments become available.

Online content
Any methods, additional references, Nature Research reporting 
summaries, source data, statements of code and data availability and 
associated accession codes are available at https://doi.org/10.1038/
s41567-019-0494-8.
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2,
( )  is calculated and the average weight μ(cosθΛ) 

is obtained using equation (4) for m = 50 bins in cosθΛ. The moments 
μ(cosθΛ) are plotted as a function of cosθΛ for π π− +p p  (a) and π π−p n 0 (b) 
data sets. Filled circles indicate BESIII data and solid red lines show the 
result of the global fit based on equation (3). The dashed line represents 
the expected distribution without polarization W ≡ξ( ; 0, 0, 0, 0) 1 in 
equation (3). The errors are 1 s.d. statistical and calculated by error 
propagation of equation (4).

Table 1 | Summary of the results

Parameters This work Previous results

αψ 0.461 ± 0.006 ± 0.007 0.469 ± 0.027 (ref. 14)

ΔΦ 42.4 ± 0.6 ± 0.5° –

α− 0.750 ± 0.009 ± 0.004 0.642 ± 0.013 (ref. 6)

α+ −0.758 ± 0.010 ± 0.007 −0.71 ± 0.08 (ref. 6)

α0 −0.692 ± 0.016 ± 0.006 –

ACP −0.006 ± 0.012 ± 0.007 0.006 ± 0.021 (ref. 6)

α α∕ +0 0.913 ± 0.028 ± 0.012 –

Parameters: ψ ΛΛ∕ →J  angular distribution parameter αψ, helicity phase ΔΦ, asymmetry 
parameters for the Λ → pπ− (α−), Λ π→ +p  (α+) and Λ π→ n 0 α( )0  decays, CP asymmetry ACP and 
ratio α α∕ +0 . The first uncertainty is 1 s.d. statistical, and the second is systematic, calculated as 
described in the Methods.
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Methods
Monte Carlo simulation. The optimization of event selection criteria and the 
estimation of backgrounds are based on Monte Carlo (MC) simulations. The 
Geant4-based simulation software includes the geometry and the material 
description of the BESIII spectrometer, the detector response and the digitization 
models, as well as the database of the running conditions and detector 
performance. Production of the J/ψ resonance is simulated by the MC event 
generator kkmc33; the known decays are generated by Besevtgen34,35 with branching 
ratios set to the world average values6, and missing decays are generated by the 
Lundcharm36 model with optimized parameters37. Signal and background events 
are generated using helicity amplitudes. For the signal process ψ ΛΛ∕ →J , the 
angular distribution of equation (1) is used. For the backgrounds, ψ Σ Σ∕ →J 0 0,  
Σ Σ+ − and ΛΣ + . .c c0  decays, the helicity amplitudes are taken from ref. 38 and the 
angular distribution parameters are fixed to −0.24 (ref. 39) for ψ Σ Σ∕ →J 0 0 and 

ψ Σ Σ∕ → + −J  and to 0.38 (ref. 40) for ψ ΛΣ∕ → + . .J c c0

General selection criteria. Charged tracks detected in the main drift chamber 
(MDC) must satisfy |cos θ| < 0.93, where θ is the polar angle with respect to the 
positron beam direction. No additional particle identification requirements are 
applied to select the tracks. Showers in the electromagnetic calorimeter (EMC) 
not associated with any charged track are identified as photon candidates if they 
fulfil the following requirements: the deposited energy is required to be larger 
than 25 MeV and 50 MeV for clusters reconstructed in the barrel (|cos θ| < 0.8) 
and end cap (0.86 < |cos θ| < 0.92), respectively. To suppress electronic noise and 
showers unrelated to the event, the EMC time difference from the event start time 
is required to be within [0, 700] ns. To remove showers originating from charged 
particles, the angle between the shower position and charged tracks extrapolated to 
the EMC must be greater than 10°.

Selection of ψ ΛΛ Λ π∕ → → −J p, , Λ π→ +p . Events with at least four charged 
tracks are selected. Fits of the Λ and Λ vertices are performed using all pairs of 
positive and negative charged tracks. There should be at least one ΛΛ  pair in an 
event. If more than one set of ΛΛ  pairs is found (the fraction of such events is 
1.18%), the one with the smallest value of − + −π πΛ Λ− +M M M M( ) ( )p p

2 2, where 
MΛ is the nominal Λ mass, is retained for further analysis. A four-constraint 
kinematic fit imposing overall energy–momentum conservation (4C-fit) is 
performed with the Λ → pπ− and πΛ → +p  hypothesis, and events with χ2 < 60 
are retained. The invariant masses of pπ− and π+p  are required to be within 
∣ − ∣π Λ−M Mp  < 5 MeV c−2 and ∣ − ∣π Λ+M Mp  < 5 MeV c−2. The pπ− and π+p  invariant 
mass spectra and the selection windows are shown in Supplementary Fig. 1.

Selection of ψ ΛΛ Λ π Λ π∕ → → →−J p n, , 0. Events with at least two charged 
tracks and at least three showers are selected. Two showers, consistent with being 
photons, are used to reconstruct the π0 candidates, and the invariant mass of the 
photon pair is required to be in the interval [0.12, 0.15] GeV c−2. To improve the 
momentum resolution, a mass-constrained fit to the π0 nominal mass is applied 
to the photon pairs, and the resulting energy and momentum of the π0 are used 
for further analysis. Candidates for Λ are formed by combining two oppositely 
charged tracks into the final states pπ−. The two daughter tracks are constrained 
to originate from a common decay vertex by requiring the χ2 of the vertex fit to 
be less than 100. The maximum energy for the photons from π0 decays in these 
events is 300 MeV. Therefore, showers produced by n  can be uniquely identified 
by selecting the cluster with an energy deposit larger than 350 MeV. In addition, 
the second moment of the cluster is required to be larger than 20 cm2. The moment 
is defined as ∑ ∕ ∑E r Ei i i i i

2 , where Ei is the deposited energy in the ith crystal, 
and ri is the radial distance of the crystal i from the cluster centre. To select the 

ψ π π∕ → Λ Λ−J p n( ) ( )0  candidate events, a one-constraint (1C) kinematic fit is 
performed, where the momentum of the anti-neutron is unmeasured. The selected 
events are required to have a χ −C n1

2  of the 1C kinematic fit less than 10, and if there 
is more than one combination, the one with the smallest χ −C n1

2  value is chosen. To 
further suppress background contributions, we require ∣ − ∣π Λ−M Mp  < 5 MeV c−2, 
where MΛ is the nominal Λ mass. Supplementary Fig. 2 shows the invariant mass 
( πMn 0) of the πn 0 pair and the mass 

πΛ
MRecoiling

0  recoiling against the Λπ0, where 
= + − →+→

π π πM E E P P( ) ( )n n n
2 20 0 0 , →= − →+→

Λ πP P P( )n 0  is evaluated in the rest frame 
of J/ψ, and = ∣→ ∣ +E P Mn n n

2 2 (with Mn the nominal neutron mass). The signal 
regions are defined as ∣ − ∣π ΛM Mn 0  < 23 MeV c−2 and ∣ − ∣

πΛ
M Mn

Recoiling
0  < 7 MeV c−2 as 

shown in Supplementary Fig. 2. The above selection strategy is not suitable for the 
channel ψ Λ π Λ π∕ → Λ Λ → → +J n p, ,0 . The reason for this is the requirement of 
the energy deposit of 350 MeV used to identify the neutron cluster. We estimate 
that the overall efficiency would be lower by at least a factor of four with respect to 
the ψ Λ π Λ π∕ → Λ Λ → →−J p n, , 0 channel.

Background analysis. The potential backgrounds are studied using the inclusive 
MC sample for J/ψ decays. After applying the same selection criteria as for the 
signal, the main backgrounds for the Λ π→ +p  final state are from ψ γΛΛ∕ →J ,  

ΣΛ + . .c c0 , ΣΣ0 0, πΔ + . .++ −p c c , Δ Δ++ −− and π π− +p p  decays. Decays of 
ψ Σ∕ → Λ + . .J c c0  and ΣΣ0 0 are generated using the helicity amplitudes and include 

subsequent Λ and Λ decays. The remaining decay modes are generated according 
to the phase space model, and the contribution is shown in Supplementary Fig. 1.  
For the Λ π→ n 0 final state, the dominant background processes are from 
the decay modes γ Λ∕ψ → ΛJ , ΣΛ + . .c c0 , γ Σ γΛΣ Λ( ) ( )0 0 , π Σ πΣ+ − −p n( ) ( )0  
and π Λ πΛ − +p p( ) ( ). Exclusive MC samples for these background channels 
are generated and used to estimate the background contamination shown in 
Supplementary Fig. 2.

The global fit. Based on the joint angular distribution shown in equation (1), a 
simultaneous fit is performed to the two data sets according to the decay modes:

ψ Λ π Λ π
ψ Λ π Λ π

∕ → Λ Λ → →
∕ → Λ Λ → →

− +

−

J p p
J p n

I : , and
II : , and 0

There are three common parameters (αψ, ΔΦ and α−) and two separate parameters 
(α+ and α0) for the Λ  decays to π+p  and πn 0, respectively. For data set I, the joint 
likelihood function is defined as38
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∏
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where P Φξ α Δ α αψ − +( ; , , , )i
I
( )  is the probability density function defined in 

equation (3) and evaluated for the kinematic variables ξ i
I
( ) of event i, and 

W ξ α ΔΦ α αψ − +( ; , , , )i
I
( )  is defined in equation (1). The detection efficiency terms, 

ϵ ξ( )i
I
( ) , can be set arbitrarily to one because they do not influence the minimization 

of the function L−ln I with respect to the parameters αψ, ΔΦ, α− and α+. The 
normalization factor C W ξ α α α= ∑ ΔΦψ

−
= − +I( ) ( ; , , , )

N j
N jI 1 1

1
( )

MC
MC  is estimated with 

the accepted NMC events, which are generated with the phase space model, undergo 
detector simulation and are selected with the same event criteria as for data. To 
ensure an accurate value for the normalization factor, NMC is 7,850,525 for π π+ −pp  
and 907,253 for π π+pn 0. The definition of the likelihood function for data set II, 
LII, is the same except for its calculation with different parameters and data set. To 
determine the parameters, we use the package MINUIT from the CERN library41 to 
minimize the function defined as

L L L L= − − + +. .S ln ln ln ln (7)data
I

data
II

bg
I

bg
II

where Lln data
I(II) and L .ln bg

I(II) are the likelihood functions for the two data sets and the 
background events taken from simulation, respectively. The results of the separate 
fits for the two data sets are given in Supplementary Table 1. We compare the fit 
with the data using moments T1, …, T5 directly related to the terms in equation (1). 
The moments are calculated for 100 bins in cos θΛ and are explicitly given by
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where Nk is the number of events in the kth cosθΛ bin. Supplementary Figs. 3  
and 4 show the moments and the Λ angular distribution for data compared to 
those calculated using the probability density function P α Φ α αξ Δψ −( ; , , , )2  with 
the parameters set to the values from the global fit. The unsymmetric distributions 
of T3 and T4 indicate that significant transverse polarization of Λ and Λ  hyperons 
is observed. The simultaneous fit results for αψ, α−, α+, ΔΦ and α0 parameters are 
given in Supplementary Table 1. Based on these parameters, the observables α α∕ +0  
and ACP = (α− + α+)/(α− − α+) are calculated, and their statistical uncertainties are 
evaluated taking into account the correlation coefficients ρ(α+, α0) = 0.42 and 
ρ(α+, α−) = 0.82, respectively. As a cross-check, separate fits to data sets I and II are 
performed, and the results are consistent with the simultaneous fit within statistical 
uncertainties, as shown in Supplementary Table 1.

Systematic uncertainty. The systematic uncertainties can be divided into 
two categories. The first category is from the event selection, including the 
uncertainties on MDC tracking efficiency, the kinematic fit, π0 and n efficiencies, 
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Λ and Λ  reconstruction, background estimation and the Λ, Λ  and 
Λπ

MRecoiling
0  mass 

window requirements. The second category includes uncertainties associated with 
the fit procedure based on equations (1) and (3).

 (1) The uncertainty due to the efficiency of charged particle tracking has been 
investigated with control samples of ψ ΛΛ π π∕ → → − +J p p  (ref. 42), taking 
into consideration the correlation between the magnitude of charged particle 
momentum and its polar angle acceptances. Corrections are made based on 
the two-dimensional distribution of track momentum versus polar angle. The 
difference between the fit results with and without the tracking correction is 
taken as a systematic uncertainty.

 (2) The uncertainty due to the π0 reconstruction is estimated from the difference 
between data and MC simulation using a J/ψ → π+π−π0 control sample. The 
uncertainty due to the n shower requirement is estimated with a ψ π∕ → −J p n 
control sample, and the correction factors between data and MC simulations 
are determined. The differences in the fit results with and without correc-
tions to the efficiencies of the π0 and n reconstructions are taken as systematic 
uncertainties.

 (3) The systematic uncertainties for the determination of the physics parameters 
in the fits due to the Λ and Λ  vertex reconstructions are found to be negligible.

 (4) The systematic uncertainties due to kinematic fits are determined by making 
corrections to the track parameters distributions in the MC simulations to 
better match the data. The corrections are done with the five-dimensional 
distributions over the θΛ, n̂1, n̂2 variables, where n̂1 and n̂2 are expressed 
using spherical coordinates. The fit to data with the corrected MC sam-
ple yields αψ = 0.462 ± 0.006, α− = 0.749 ± 0.009, α+ = −0.752 ± 0.009 and 
α = − . ± .0 688 0 0170 . The differences between the fit with corrections and the 
nominal fit are considered as the systematic uncertainties. For αψ, the differ-
ence between the fit results with and without this correction is negligible.

 (5) A possible bias and uncertainty due to the fit procedure is estimated using 
MC simulation, where the parameters in the joint angular distribution equa-
tion (1) are set to the central values of Table 1 and the number of generated 
events is the same as for the data. This procedure tests also if the number of 
MC events used for normalization of the probability density function in equa-
tion (6) is sufficient.

 (6) The systematic uncertainty caused by the background estimation is studied 
by fitting the data with and without considering background subtraction. 

The differences in the parameters are taken as the systematic uncertainties. 
The contamination rate of background events in this analysis is less than 
0.1% according to the full MC simulations, and the uncertainty due to the 
background estimation is negligible.

The total systematic uncertainty for the parameters is obtained by summing  
the individual systematic uncertainties in quadrature (summarized in 
Supplementary Table 2).

Data availability
The data that support the plots within this paper and other findings of this study 
are available from the corresponding author upon reasonable request.
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Using eþe− annihilation data of 2.93 fb−1 collected at center-of-mass energy
ffiffiffi

s
p ¼ 3.773 GeV with the

BESIII detector, we measure the absolute branching fraction of D0 → K−μþνμ with significantly improved
precision: BD0→K−μþνμ ¼ ð3.413� 0.019stat � 0.035systÞ%. Combining with our previous measurement of

BD0→K−eþνe , the ratio of the two branching fractions is determined to be BD0→K−μþνμ=BD0→K−eþνe ¼
0.974� 0.007stat � 0.012syst, which agrees with the theoretical expectation of lepton flavor universality
within the uncertainty. A study of the ratio of the two branching fractions in different four-momentum transfer
regions is also performed, and no evidence for lepton flavor universality violation is found with current
statistics. Taking inputs fromglobal fit in the standardmodel and lattice quantumchromodynamics separately,
we determine fKþð0Þ¼0.7327�0.0039stat�0.0030syst and jVcsj¼0.955�0.005stat�0.004syst�0.024LQCD.

DOI: 10.1103/PhysRevLett.122.011804

In the standard model (SM), lepton flavor universality
(LFU) requires equality of couplings between three families
of leptons and gauge bosons. Semileptonic (SL) decays of
pseudoscalar mesons, well understood in the SM, offer an
excellent opportunity to test LFU and search for new physics
effects. Recently, various LFU tests in SL B decays were
reported at BABAR, Belle, and LHCb. The measured branch-
ing fraction (BF) ratios Rτ=l

Dð�Þ ¼ BB→D̄ð�Þτþντ=BB→D̄ð�Þlþνl

(l ¼ μ, e) [1–5] and Rμμ=ee
Kð�Þ ¼ BB→Kð�Þμþμ−=BB→Kð�Þeþe−

[6,7] deviate from SM predictions by 3.9σ [8] and
2.1–2.5σ, respectively.Variousmodels [9–14]were proposed
to explain these tensions. Precision measurements of SL D
decays provide critical and complementary tests of LFU.
Reference [15] states that observable LFU violations may
exist inD0 → K−lþνl decays. In the SM, Ref. [16] predicts

Rμ=e ¼ BD0→K−μþνμ=BD0→K−eþνe ¼ 0.975� 0.001. Above

q2 ¼ 0.1 GeV2=c4 (q is the total four momentum of
lþνl), one expects Rμ=e close to 1 with negligible uncer-
tainty [17]. This Letter presents an improvedmeasurement of
D0 → K−μþνμ [18], and LFU test with D0 → K−lþνl
decays in the full kinematic range and various separate q2

intervals.
Moreover, experimental studies of the D0 → K−lþνl

dynamics help to determine the c → s quark mixing matrix
element jVcsj and the hadronic form factors (FFs) fK�ð0Þ
[16,19,20]. The D0 → K−eþνe dynamics was well studied
by CLEO-c, Belle, BABAR, and BESIII [21–24]. However,
the D0 → K−μþνμ dynamics was only investigated by
Belle and FOCUS [21,25], with relatively poor precision.
By analyzing the D0 → K−μþνμ dynamics, we determine
jVcsj and fKþð0Þ incorporating the inputs from global
fit in the SM [26] and lattice quantum chromodynamics
(LQCD) [27]. These are critical to test quark mixing matrix
unitarity and validate LQCD calculations on FFs. This
analysis is performed using 2.93 fb−1 of data taken at
center-of-mass energy

ffiffiffi

s
p ¼ 3.773 GeV with the BESIII

detector.
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Details about the design and performance of the BESIII
detector are given in Ref. [28]. The Monte Carlo (MC)
simulated events are generated with a GEANT4-based [29]
detector simulation software package, BOOST. An inclusive
MC sample, which includes the D0D̄0, DþD−, and non-
DD̄ decays of ψð3770Þ, the initial state radiation (ISR)
production of ψð3686Þ and J=ψ , and the qq̄ (q ¼ u, d, s)
continuum process, along with Bhabha scattering, μþμ−

and τþτ− events, is produced at
ffiffiffi

s
p ¼ 3.773 GeV to

determine the detection efficiencies and to estimate the
potential backgrounds. The production of the charmonium
states is simulated by the MC generator KKMC [30]. The
measured decay modes of the charmonium states are
generated using EVTGEN [31] with BFs from the Particle
Data Group (PDG) [26], and the remaining unknown
decay modes are generated by LUNDCHARM [32]. The
D0 → K−μþνμ decay is simulated with the modified pole
model [33].
At

ffiffiffi

s
p ¼ 3.773 GeV, the ψð3770Þ resonance decays

predominately into D0D̄0 or DþD− meson pairs. If a D̄0

meson is fully reconstructed by D̄0 → Kþπ−, Kþπ−π0 or
Kþπ−π−πþ, a D0 meson must exist in the recoiling system
of the reconstructed D̄0 [called the single-tag (ST) D̄0]. In
the presence of the ST D̄0, we select and study D0 →
K−μþνμ decay [called the double-tag (DT) events]. The BF
of the SL decay is given by

BD0→K−μþνμ ¼ NDT=ðNtot
ST × εSLÞ; ð1Þ

where Ntot
ST and NDT are the ST and DT yields, εSL ¼

εDT=εST is the efficiency of reconstructing D0 → K−μþνμ
in the presence of the ST D̄0, and εST and εDT are the
efficiencies of selecting ST and DT events.
All charged tracks must originate from the interaction

point with a distance of closest approach less than 1 cm in
the transverse plane and less than 10 cm along the z axis.
Their polar angles (θ) are required to satisfy j cos θj < 0.93.
Charged particle identification (PID) is performed by
combining the time-of-flight information and the specific
ionization energy loss measured in the main drift chamber.
The information of the electromagnetic calorimeter (EMC)
is also included to identify muon candidates. Combined
confidence levels for electron, muon, pion and kaon
hypotheses (CLe, CLμ, CLπ , and CLK) are calculated
individually. Kaon (pion) and muon candidates must satisfy
CLKðπÞ > CLπðKÞ and CLμ > 0.001, CLe, and CLK , respec-
tively. In addition, the deposited energy in the EMC of the
muon is required to be within (0.02, 0.29) GeV. The π0

meson is reconstructed via π0 → γγ decay. The energy
deposited in the EMC of each photon is required to be
greater than 0.025 GeV in the barrel (j cos θj < 0.80) region
or 0.050 GeV in the end cap (0.86 < j cos θj < 0.92)
region, and the shower time has to be within 700 ns of
the event start time. The π0 candidates with both photons

from the end cap are rejected because of poor resolution.
The γγ combination with an invariant mass (Mγγ) in the
range ð0.115; 0.150Þ GeV=c2 is regarded as a π0 candidate,
and a kinematic fit by constraining the Mγγ to the π0

nominal mass [26] is performed to improve the mass
resolution. For D̄0 → Kþπ−, the backgrounds from cosmic
ray events, radiative Bhabha scattering and dimuon events
are suppressed with the same requirements as used
in Ref. [34].
The ST D̄0 mesons are identified by the energy differ-

ence ΔE≡ ED̄0 − Ebeam and the beam-constrained mass
MBC ≡ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E2
beam − jp⃗D̄0 j2

p

, where Ebeam is the beam energy,
and ED̄0 and p⃗D̄0 are the total energy and momentum of the
ST D̄0 in the eþe− rest frame. If there are multiple
combinations in an event, the combination with the
smallest jΔEj is chosen for each tag mode and for D0

and D̄0. For one event, there may be up to six ST D
candidates selected. To determine the ST yield, we fit the
MBC distributions of the accepted candidates after imposing
mode dependent ΔE requirements. The signal is described
by the MC-simulated shape convolved with a double-
Gaussian function accounting for the resolution difference
between data and MC simulation, and the background is
modeled by an ARGUS function [35]. Fit results are shown
in Figs. 1(a)–1(c). The correspondingΔE andMBC require-
ments, ST yields and efficiencies for various ST modes
are summarized in Table I. The total ST yield is Ntot

ST ¼
2341408� 2056.
Candidates for D0 → K−μþνμ must contain two oppo-

sitely charged tracks which are identified as a kaon and a
muon, respectively. The muon must have the same charge
as the kaon on the ST side. To suppress the peaking
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FIG. 1. Fits to [(a)–(c)] the MBC distributions for the three ST
modes, and (d) the Umiss distribution for D0 → K−μþνμ candi-
dates. Dots with error bars are data, solid curves show the fit
results, dashed curves show the fitted non-peaking background
shapes, the dash-dotted curve in (d) is the peaking background
shape of D0 → K−πþπ0 and the red arrows in (a)–(c) give the
MBC windows.
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backgrounds from D0 → K−πþðπ0Þ, the K−μþ invariant
mass (MK−μþ) is required to be less than 1.56 GeV=c2, and
the maximum energy of any photon that is not used in the
ST selection (Emax

extraγ) must be less than 0.25 GeV.
The kinematic quantity Umiss ≡ Emiss − jp⃗missj is calcu-

lated for each event, where Emiss and p⃗miss are the energy
and momentum of the missing particle, which can be
calculated by Emiss ≡ Ebeam − EK− − Eμþ and p⃗miss ≡
p⃗D0 − p⃗K− − p⃗μþ in the eþe− center-of-mass frame, where
EK−ðμþÞ and p⃗K−ðμþÞ are the energy and momentum of the
kaon (muon) candidates. To improve the Umiss resolution,
the D0 energy is constrained to the beam energy and

p⃗D0 ≡ −p̂D̄0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E2
beam −m2

D̄0

q

, where p̂D̄0 is the unit vector in

the momentum direction of the ST D̄0 and mD̄0 is the D̄0

nominal mass [26].
The SL decay yield is obtained from an unbinned fit to

the Umiss distribution of the accepted events of data, as
shown in Fig. 1(d). In the fit, the signal, the peaking
background of D0 → K−πþπ0 decay and other back-
grounds are described by the corresponding MC-simulated
shapes. The former two are convolved with the same
Gaussian function to account for the resolution difference
between data and MC simulation. All parameters are left
free. The fitted signal yield is NDT ¼ 47100� 259.
The efficiencies of finding D0 → K−μþνμ for different

ST modes are summarized in Table I. They are weighted
by the ST yields and give the average efficiency
εSL ¼ ð58.93� 0.07Þ%. To verify the reliability of the
efficiency, typical distributions of the SL decay, e.g.,
momenta and cos θ of K− and μþ, are checked and good
consistency between data and MC simulation has been
found (see Fig. 1 of Ref. [36]).
By inserting NDT, εSL and Ntot

ST into Eq. (1), one obtains

BD0→K−μþνμ ¼ ð3.413� 0.019stat � 0.035systÞ%:

The systematic uncertainties in the BF measurement are
described as follows. The uncertainty in Ntot

ST is taken as
0.5% by examining the changes of the fitted yields by
varying the fit range, the signal shape, and the endpoint of
the ARGUS function. The efficiencies of muon and kaon
tracking (PID) are studied with eþe− → γμþμ− events and
DT hadronic events, respectively. The uncertainties of
tracking and PID efficiencies each are assigned as 0.3%
per kaon or muon. The differences of the momentum and

cos θ distributions between D0 → K−μþνμ and the control
samples have been considered. The uncertainty of the
Emax
extraγ requirement is estimated to be 0.1% by analyzing

the DT hadronic events. The uncertainty in the MK−μþ

requirement is estimated with the alternative MK−μþ

requirements of 1.51 or 1.61 GeV=c2, and the larger
change on the BF 0.4% is taken as the systematic
uncertainty. The uncertainty of the Umiss fit is estimated
to be 0.5% by applying different fit ranges, and signal and
background shapes. The uncertainty of the limited MC size
is 0.1%. The uncertainty in the MCmodel is estimated to be
0.1%, which is the difference between our nominal DT
efficiency and that determined by reweighting the q2

distribution of the signal MC events to data with the
obtained FF parameters (see below). The total uncertainty
is 1.02%, which is obtained by adding these uncertainties in
quadrature.
The BFs of D0 → K−μþνμ and D̄0 → Kþμ−ν̄μ are

measured separately. The results are BD0→K−μþνμ ¼
ð3.433� 0.026stat � 0.039systÞ% and BD̄0→Kþμ−ν̄μ ¼
ð3.392� 0.027stat � 0.034systÞ%. The BF asymmetry is
determined to be A ¼ ½ðBD0→K−μþνμ − BD̄0→Kþμ−ν̄μÞ=
ðBD0→K−μþνμ þ BD̄0→Kþμ−ν̄μÞ� ¼ ð0.6 � 0.6stat � 0.8systÞ%,

and no asymmetry in the BFs of D0 → K−μþνμ and D̄0 →
Kþμ−ν̄μ decays is found. All the systematic uncertainties
except for those in the Emax

extraγ requirement and MC model
are studied separately and are not canceled out in the BF
asymmetry calculation.
The D0 → K−μþνμ dynamics is studied by dividing the

SL candidate events into various q2 intervals. The measured
partial decay rate (PDR) in the ith q2 interval, ΔΓi

msr, is
determined by

ΔΓi
msr ≡

Z

i
ðdΓ=dq2Þdq2 ¼ Ni

pro=ðτD0 × Ntot
STÞ; ð2Þ

where Ni
pro is the SL decay signal yield produced in the ith

q2 interval, τD0 is the D0 lifetime and Ntot
ST is the ST yield.

The signal yield produced in the ith q2 interval in data is
calculated by

Ni
pro ¼

X

Nintervals

j

ðε−1ÞijNj
obs; ð3Þ

TABLE I. ΔE and MBC requirements, ST yields NST, ST efficiencies εST and signal efficiencies εSL for different ST modes.
Uncertainties are statistical only.

ST mode ΔE (MeV) MBC (GeV=c2) NST εST (%) εSL (%)

Kþπ− ð−29; 27Þ (1.858,1.874) 538865� 785 65.37� 0.09 57.74� 0.09
Kþπ−π0 ð−69; 38Þ (1.858,1.874) 1080050� 1532 34.67� 0.04 61.23� 0.09
Kþπ−π−πþ ð−31; 28Þ (1.858,1.874) 722493� 1126 38.20� 0.06 56.42� 0.09
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where the observed DT yield in the jth q2 interval Nj
obs is

obtained from the similar fit to the corresponding Umiss
distribution of data (see Fig. 2 of Ref. [36]). ε is the
efficiency matrix (Table I of Ref. [36]), which is obtained
by analyzing the signal MC events and is given by

εij ¼
X

k

ð1=Ntot
STÞ × ½ðNij

rec × NSTÞ=ðNj
gen × εSTÞ�k; ð4Þ

where Nij
rec is the DT yield generated in the jth q2 interval

and reconstructed in the ith q2 interval, Nj
gen is the total

signal yield generated in the jth q2 interval, and the index k
denotes the kth ST mode. The measured PDRs are shown in
Fig. 2(a) and details can be found in Table II of Ref. [36].
The FF is parametrized as the series expansion para-

meterization [37] (SEP), which has been shown to be
consistent with constraints from QCD [22,24,38]. The
2-parameter SEP is chosen and is given by

fKþðtÞ ¼
1

PðtÞΦðt; t0Þ
fKþð0ÞPð0ÞΦð0; t0Þ
1þ r1ðt0Þzð0; t0Þ

× f1þ r1ðt0Þ½zðt; t0Þ�g: ð5Þ

Here, PðtÞ ¼ zðt; m2
D�

s
Þ and Φ is given by

Φðt; t0Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1

24πχV

s

�

tþ − t
tþ − t0

�

1=4
ð ffiffiffiffiffiffiffiffiffiffiffiffi

tþ − t
p þ ffiffiffiffiffi

tþ
p Þ−5

× ð ffiffiffiffiffiffiffiffiffiffiffiffi

tþ − t
p þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

tþ − t0
p Þð ffiffiffiffiffiffiffiffiffiffiffiffi

tþ − t
p þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

tþ − t−
p Þ3=2

× ðtþ − tÞ3=4; ð6Þ

where zðt;t0Þ¼½ð ffiffiffiffiffiffiffiffiffiffiffi

tþ−t
p

−
ffiffiffiffiffiffiffiffiffiffiffiffi

tþ−t0
p Þ=ð ffiffiffiffiffiffiffiffiffiffiffi

tþ−t
p þ ffiffiffiffiffiffiffiffiffiffiffiffi

tþ−t0
p Þ�,

t� ¼ ðmD �mKÞ2, t0 ¼ tþð1 −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 − t−=tþ
p Þ, mD and mK

are the masses of D and K particles, mD�
s
is the pole mass

of the vector FF accounting for the strong interaction
between D and K mesons and usually taken as the mass
of the lowest lying cs̄ vector meson D�

s [26], and χV can be
obtained from dispersion relations using perturbative
QCD [39].

The PDRs are fitted by assuming the ratio fKþðq2Þ=fK−ðq2Þ
to be independent of q2, and minimizing the χ2 con-
structed as

χ2 ¼
X

Nintervals

i;j¼1

ðΔΓi
msr − ΔΓi

expÞC−1
ij ðΔΓj

msr − ΔΓj
expÞ; ð7Þ

whereΔΓi
exp is the expected PDR in the ith q2 interval given

by [40,41]

ΔΓi
exp ¼

Z

i

G2
FjVcsj2
8π3mD

jp⃗KjjfKþðq2Þj2
�

W0 − EK

F0

�

2

×

�

1

3
mDjp⃗Kj2 þ

m2
l

8mD
ðm2

D þm2
K þ 2mDEKÞ

þ 1

3
m2

l
jp⃗Kj2
F0

þ 1

4
m2

l
m2

D −m2
K

mD
Re

�

fK−ðq2Þ
fKþðq2Þ

�

þ 1

4
m2

lF0

�

�

�

�

fK−ðq2Þ
fKþðq2Þ

�

�

�

�

2
	

dq2; ð8Þ

and Cij ¼ Cstat
ij þ Csyst

ij is the covariance matrix of the
measured PDRs among q2 intervals. In Eq. (8), GF is the
Fermi coupling constant, ml is the mass of the lepton, jp⃗Kj
and EK are the momentum and energy of the kaon in the D
rest frame, W0 ¼ ðm2

D þm2
K −m2

lÞ=ð2mDÞ is the maxi-
mum energy of the kaon in the D rest frame, and
F0 ¼ W0 − EK þm2

l=ð2mDÞ ¼ q2=ð2mDÞ. The statistical
covariance matrix (Table III of Ref. [36]) is constructed as

Cstat
ij ¼

�

1

τD0Ntot
ST

�

2X

α

ε−1iα ε
−1
jα ½σðNα

obsÞ�2: ð9Þ

The systematic covariance matrix (Table IVof Ref. [36]) is
obtained by summing all the covariance matrices for each
source of systematic uncertainty. In general, it has the form

Csyst
ij ¼ δðΔΓi

msrÞδðΔΓj
msrÞ; ð10Þ

where δðΔΓi
msrÞ is the systematic uncertainty of the PDR in

the ith q2 interval. The systematic uncertainties in Ntot
ST, τD0
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FIG. 2. (a) Fit to the PDRs, (b) projection to fKþðq2Þ forD0 → K−μþνμ, and (c) the measuredRμ=e in each q2 interval. Dots with error
bars are data. Solid curves are the fit, the projection or the Rμ=e expected with the parameters in Ref. [17] where the uncertainty is
negligible due to strong correlations in hadronic FFs.
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and Emax
extraγ requirement are considered to be fully correlated

across q2 intervals while others are studied separately in
each q2 interval with the same method used in the BF
measurement.
Figures 2(a) and 2(b) show the fit to the PDRs of D0 →

K−μþνμ and the projection to fKþðq2Þ. The goodness of fit is
χ2=NDOF ¼ 15.0=15, where NDOF is the number of
degrees of freedom. From the fit, we obtain the product
of fKþð0ÞjVcsj ¼ 0.7133� 0.0038stat � 0.0030syst, the first
order coefficient r1 ¼ −1.90� 0.21stat � 0.07syst, and the
FF ratio fK−=fKþ ¼ −0.6� 0.8stat � 0.2syst. The nominal fit
parameters are taken from the results obtained by fitting
with the combined statistical and systematic covariance
matrix, and the statistical uncertainties of the fit parameters
are taken from the fit with only the statistical covariance
matrix. For each parameter, the systematic uncertainty is
obtained by calculating the quadratic difference of uncer-
tainties between these two fits.
Combining BD0→K−μþνμ with our previous measurement

BD0→K−eþνe ¼ ð3.505� 0.014stat � 0.033systÞ% [24] gives
Rμ=e ¼ 0.974� 0.007stat � 0.012syst, which agrees with
the theoretical calculations with LQCD [16,17] and an
SM quark model [42]. Additionally, we determine Rμ=e in
each q2 interval, as shown in Fig. 2(c), where the error bars
include both statistical and the uncanceled systematic
uncertainties. In the Rμ=e calculation, the uncertainties in
Ntot

ST, τD0 as well as the tracking and PID efficiencies of the
kaon cancel. Below q2 ¼ 0.1 GeV2=c4, Rμ=e is signifi-
cantly lower than 1 due to smaller phase space for D0 →
K−μþνμ with nonzero muon mass that cannot be neglected.
Above 0.1 GeV2=c4,Rμ=e is close to 1. They are consistent
with the SM prediction, and no deviation larger than 2σ is
observed.
In summary, by analyzing 2.93 fb−1 of data collected at
ffiffiffi

s
p ¼ 3.773 GeV with the BESIII detector, we present an
improved measurement of the absolute BF of the SL decay
D0 → K−μþνμ. Our result is consistent with the PDG
value [26] and improves its precision by a factor of
three. Combining the previous BESIII measurements of
D0 → K−eþνe, we calculateRμ=e ratios in the full q2 range
and various q2 intervals. No significant evidence of LFU
violation is found with current statistics and systematic
uncertainties. By fitting the PDRs of this decay, we obtain
fKþð0ÞjVcsj¼0.7133�0.0038stat�0.0029syst. Using jVcsj
given by global fit in the SM [26] yields fKþð0Þ ¼
0.7327� 0.0039stat � 0.0030syst, while using the fKþð0Þ
calculated in LQCD [27] results in jVcsj ¼ 0.955�
0.005stat � 0.004syst � 0.024LQCD. These results are con-
sistent with our measurements using D0ðþÞ → K̄eþνe
[24,43,44] and Dþ

s → μþνμ [45] within uncertainties and
are important to test the LQCD calculation of fKþð0Þ
[17,27,46] and quark mixing matrix unitarity with better
accuracy.
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Using a 3.19 fb−1 data sample collected at an eþe− center-of-mass energy of Ecm ¼ 4.178 GeV with the
BESIII detector, we measure the branching fraction of the leptonic decay Dþ

s → μþνμ to be

BDþ
s →μþνμ ¼ ð5.49� 0.16stat � 0.15systÞ × 10−3. Combining our branching fraction with the masses of

the Dþ
s and μþ and the lifetime of the Dþ

s , we determine fDþ
s
jVcsj ¼ 246.2� 3.6stat � 3.5syst MeV. Using

the c → s quark mixing matrix element jVcsj determined from a global standard model fit, we evaluate the
Dþ

s decay constant fDþ
s
¼ 252.9� 3.7stat � 3.6syst MeV. Alternatively, using the value of fDþ

s
calculated

by lattice quantum chromodynamics, we find jVcsj ¼ 0.985� 0.014stat � 0.014syst. These values of
BDþ

s →μþνμ , fDþ
s
jVcsj, fDþ

s
and jVcsj are each the most precise results to date.

DOI: 10.1103/PhysRevLett.122.071802

The leptonic decay Dþ
s → lþνl (l ¼ e, μ, or τ) offers a

unique window into both strong and weak effects in the
charm quark sector. In the standard model (SM), the partial
width of the decay Dþ

s → lþνl can be written as [1]

ΓDþ
s →lþνl ¼

G2
F

8π
jVcsj2f2Dþ

s
m2

lmDþ
s

�

1 −
m2

l

m2
Dþ

s

�

2

; ð1Þ

where fDþ
s
is the Dþ

s decay constant, jVcsj is the c → s
Cabibbo-Kobayashi-Maskawa (CKM) matrix element, GF
is the Fermi coupling constant, ml is the lepton mass, and
mDþ

s
is the Dþ

s mass. In recent years, much progress has
been achieved in the measurements of fDþ

s
and jVcsj with

Dþ
s → lþνl decays at the CLEO [2–4], BABAR [5], Belle

[6] and BESIII [7] experiments. However, compared to the
precision of the most accurate lattice quantum chromody-
namics (LQCD) calculation of fDþ

s
[8], the accuracy of

the measurements is still limited. Improved measurements

of fDþ
s
and jVcsj are critical to calibrate various theoretical

calculations of fDþ
s
[8–37], such as those from quenched

and unquenched LQCD, QCD sum rules, etc., and to test
the unitarity of the quark mixing matrix with better
precision.
In the SM, the ratio of the branching fraction (BF) of

Dþ
s → τþντ over that ofDþ

s → μþνμ is predicted to be 9.74
with negligible uncertainty and the BFs of Dþ

s → μþνμ and
D−

s → μ−ν̄μ decays are expected to be the same. However,
hints of lepton flavor universality (LFU) violation in
semileptonic B decays were recently reported at BABAR,
LHCb, and Belle [38–42]. It has been argued that new
physics mechanisms, such as a two-Higgs-doublet model
with the mediation of charged Higgs bosons [43,44] or a
seesaw mechanism due to lepton mixing with Majorana
neutrinos [45], may cause LFU or CP violation. Tests of
LFU and searches for CP violation in Dþ

s → lþνl decays
are therefore important tests of the SM.
In this Letter, we present an experimental study of the

leptonic decay Dþ
s → μþνμ [46] by analyzing a 3.19 fb−1

data sample collected with the BESIII detector at an
eþe− center-of-mass energy of Ecm ¼ 4.178 GeV. At this
energy, Dþ

s mesons are produced mainly through the
process eþe− → Dþ

s D�−
s þ c:c: In an event where a D−

s
meson [called a single-tag (ST) D−

s meson] is fully
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reconstructed, one can then search for a γ or π0 and a Dþ
s

meson in the recoiling system [called a double-tag
(DT) event].
Details about the design and performance of the BESIII

detector are given in Ref. [47]. The end cap time-of-flight
(TOF) system was upgraded with multigap resistive plate
chamber technology and now has a time resolution of 60 ps
[48,49]. Monte Carlo (MC) events are generated with a
GEANT4-based [50] detector simulation software package
[51], which includes both the geometrical description of the
detector and the detector’s response. An inclusive MC
sample is produced at Ecm ¼ 4.178 GeV, which includes
all open charm processes, initial state radiation (ISR)
production of the ψð3770Þ, ψð3686Þ, and J=ψ , and qq̄ðq ¼
u; d; sÞ continuum processes, along with Bhabha scattering,
μþμ−, τþτ−, and γγ events. The open charm processes are
generated using CONEXC [52]. The effects of ISR [53] and
final state radiation (FSR) [54] are considered. The decay
modes with known BF are generated using EVTGEN [55]
and the other modes are generated using LUNDCHARM [56].
The ST D−

s mesons are reconstructed from 14 hadronic
decay modes, D−

s → KþK−π−, KþK−π−π0, K0
SK

−,
K0

SK
−π0, K0

SK
0
Sπ

−, K0
SK

þπ−π−, K0
SK

−πþπ−, K−πþπ−,
πþπ−π−, ηγγπ−, ηπ0πþπ−π−, η0ηγγπþπ−π

−, η0
γρ0

π−, and ηγγρ
−,

where the subscripts of ηð0Þ represent the decay modes used
to reconstruct ηð0Þ.
All charged tracks except for those from K0

S decays must
originate from the interaction point (IP) with a distance of
closest approach less than 1 cm in the transverse plane and
less than 10 cm along the z axis. The polar angle θ of each
track defined with respect to the positron beam must satisfy
j cos θj < 0.93. Measurements of the specific ionization
energy loss (dE=dx) in the main drift chamber and the TOF
are combined and used for particle identification (PID) by
forming confidence levels for pion and kaon hypotheses
(CLπ , CLK). Kaon (pion) candidates are required to
satisfy CLKðπÞ > CLπðKÞ.
To select K0

S candidates, pairs of oppositely charged
tracks with distances of closest approach to the IP less than
20 cm along the z axis are assigned as πþπ− without PID
requirements. These πþπ− combinations are required to
have an invariant mass within�12 MeV of the nominal K0

S
mass [57] and have a decay length of the reconstructed K0

S
larger than 2σ of the vertex resolution away from the IP.
The π0 and η mesons are reconstructed via γγ decays. It is
required that each electromagnetic shower starts within
700 ns of the event start time and its energy is greater than
25 (50) MeV in the barrel (end cap) region of the electro-
magnetic calorimeter (EMC) [47]. The opening angle
between the shower and the nearest charged track has to
be greater than 10°. The γγ combinations with an invariant
mass Mγγ ∈ ð0.115; 0.150Þ and ð0.50; 0.57Þ GeV=c2 are
regarded as π0 and η mesons, respectively. A kinematic fit
is performed to constrain Mγγ to the π0 or η nominal mass

[57]. The η candidates for the ηπ− ST channel are also
reconstructed via π0πþπ− candidates with an invariant mass
within ð0.53; 0.57Þ GeV=c2. The η0 mesons are recon-
structed via two decay modes, ηπþπ− and γρ0, whose
invariant masses are required to be within (0.946,0.970)
and ð0.940; 0.976Þ GeV=c2, respectively. In addition, the
minimum energy of the γ from η0 → γρ0 decays must be
greater than 0.1 GeV. The ρ0 and ρþ mesons are recon-
structed from πþπ− and πþπ0 candidates, whose invariant
masses are required to be larger than 0.5 GeV=c2 and
within ð0.67; 0.87Þ GeV=c2, respectively.
The momentum of any pion not originating from a K0

S, η,
or η0 decay is required to be greater than 0.1 GeV=c to
reject soft pions fromD� decays. For πþπ−π− and K−πþπ−
combinations, the dominant peaking backgrounds from
K0

Sπ
− and K0

SK
− events are rejected by requiring the

invariant mass of any πþπ− combination be more than
�0.03 GeV=c2 away from the nominal K0

S mass [57].
To suppress non-Dþ

s D�−
s events, the beam-constrained

mass of the ST D−
s candidate

MBC ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðEcm=2Þ2 − jp⃗D−
s
j2

q

ð2Þ

is required to be within ð2.010; 2.073Þ GeV=c2, where p⃗D−
s

is the momentum of the STD−
s candidate. This requirement

retains D−
s mesons directly from eþe− annihilation and

indirectly from D�−
s decay (See Fig. 1 in Ref. [58]). In each

event, we only keep the candidate with the D−
s recoil mass

Mrec ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðEcm −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

jp⃗D−
s
j2 þm2

D−
s

q

Þ2 − jp⃗D−
s
j2

r

ð3Þ

closest to the nominal D�þ
s mass [57] per tag mode per

charge. Figure 1 shows the invariant mass (Mtag) spectra of
the accepted ST candidates. The STyield for each tag mode
is obtained by a fit to the correspondingMtag spectrum. The
signal is described by the MC-simulated shape convolved
with a Gaussian function representing the resolution differ-
ence between data and MC simulation. For the tag mode
D−

s → K0
SK

−, the peaking background fromD− → K0
Sπ

− is
described by the MC-simulated shape and then smeared
with the same Gaussian function used in the signal shape
with its size as a free parameter. The nonpeaking back-
ground is modeled by a second- or third-order Chebychev
polynomial function. Studies of the inclusive MC sample
validate this parametrization of the background shape. The
fit results on these invariant mass spectra are shown in
Fig. 1. The events in the signal regions are kept for further
analysis. The total ST yield in data is Ntot

ST ¼ 388660�
2592 (see tag-dependent ST yields and background yields
in the signal regions in Table I of Ref. [58]).
At the recoil sides of the STD−

s mesons, theDþ
s → μþνμ

candidates are selected with the surviving neutral and
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charged tracks. To select the soft γðπ0Þ from D�
s and to

separate signals from combinatorial backgrounds, we
define two kinematic variables

ΔE≡ Ecm − Etag − Emiss − Eγðπ0Þ ð4Þ

and

MM2 ≡ ðEcm − Etag − Eγðπ0Þ − EμÞ2
− j − p⃗tag − p⃗γðπ0Þ − p⃗μj2: ð5Þ

Here Emiss ≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

jp⃗missj2 þm2
Dþ

s

q

and p⃗miss ≡ −p⃗tag − p⃗γðπ0Þ
are the missing energy and momentum of the recoiling
system of the soft γðπ0Þ and the ST D−

s , where Ei and p⃗i

[i ¼ μ; γðπ0Þ or tag] denote the energy and momentum of
the muon, γðπ0Þ or STD−

s , respectively. MM2 is the missing
mass square of the undetectable neutrino. We loop over all
remaining γ or π0 candidates and choose the one giving a
minimum jΔEj. The events with ΔE ∈ ð−0.05; 0.10Þ GeV
are accepted. The muon candidate is required to have an
opposite charge to the STD−

s meson and a deposited energy
in the EMC within (0.0,0.3) GeV. It must also satisfy a two
dimensional (2D, e.g., j cos θμj and momentum pμ) require-
ment on the hit depth (dμ) in the muon counter, as explained
in Ref. [59]. To suppress the backgrounds with extra photon
(s), the maximum energy of the unused showers in the DT

selection (Emax
extraγ) is required to be less than 0.4 GeVand no

additional charged track that satisfies the charged track
selection criteria is allowed. To improve the MM2 reso-
lution, the candidate tracks, plus the missing neutrino, are
subjected to a 4-constraint kinematic fit requiring energy
and momentum conservation. In addition, the invariant
masses of the two Ds mesons are constrained to the
nominal Ds mass, the invariant mass of the D−

s γðπ0Þ or
Dþ

s γðπ0Þ combination is constrained to the nominal D�
s

mass, and the combination with the smaller χ2 is kept.
Figure 2 shows the MM2 distribution for the accepted DT
candidate events.
To extract the DT yield, an unbinned constrained fit is

performed to the MM2 distribution. In the fit, the back-
ground events are classified into three categories: events
with correctly reconstructed ST D−

s and μþ but an
unmatched γðπ0Þ from the D�−

s (BKGI), events with a
correctly reconstructed ST D−

s but misidentified μþ
(BKGII), and other events with a misreconstructed ST
D−

s (BKGIII). The signal and BKGI shapes are modeled
with MC simulation. The signal shape is convolved with a
Gaussian function with its mean and width as free param-
eters. The ratio of the signal yield over the BKGI yield is
constrained to the value determined with the signal MC
events. The size and shape of the BKGII and BKGIII
components are fixed by analyzing the inclusive MC
sample. From the fit to the MM2 distribution, as shown
in Fig. 2, we determine the number of Dþ

s → μþνμ decays
to be NDT ¼ 1135.9� 33.1.
The efficiencies for reconstructing the DT candidate

events are determined with an exclusive MC sample of
eþe− → Dþ

s D�−
s , where the D−

s decays to each tag mode
and the Dþ

s decays to μþνμ. Dividing them by the ST
efficiencies determined with the inclusive MC sample
yields the corresponding efficiencies of the γðπ0Þμþνμ

FIG. 1. Fits to the Mtag distributions of the accepted ST
candidates. Dots with error bars are data. Blue solid curves
are the fit results. Red dashed curves are the fitted backgrounds.
The black dotted curve in the K0

SK
− mode is the D− → K0

Sπ
−

component. The pairs of arrows denote the signal regions.
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FIG. 2. Fit to the MM2 distribution of the Dþ
s → μþνμ

candidates. Inset plot shows the same distribution in log scale.
Dots with error bars are data. Blue solid curve is the fit result.
Red dotted curve is the fitted background. Orange hatched and
blue cross-hatched histograms are the BKGI component and
the combined BKGII and BKGIII components, respectively
(see text).
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reconstruction. The averaged efficiency of finding
γðπ0Þμþνμ is ð52.67� 0.19Þ% as determined from

εγðπ0Þμþνμ ¼ fcorμPID

X

i

ðNi
STε

i
DTÞ=ðNtot

STε
i
STÞ; ð6Þ

whereNi
ST, ε

i
ST, and ε

i
DT are the STyield, ST efficiency, and

DT efficiency in the ith ST mode, respectively. The factor
fcorμPID ¼ 0.897 accounts for the difference between the μþ

PID efficiencies in data and MC simulation [εdataðMCÞ
μPID ].

These efficiencies are estimated using eþe− → γμþμ−

samples but reweighted by the μþ 2D distribution of
Dþ

s → μþνμ. It is non-negligible mainly due to the imper-
fect simulation of dμ and its applicability in different
topology environments is verified via three aspects:
(i) Studies with signal MC events show that εMC

μPID ¼
ð74.79� 0.03Þ% for Dþ

s → μþνμ signals can be well
reproduced by the 2D reweighted efficiency εMC

μPID ¼
ð74.91� 0.10Þ% with eþe− → γμþμ− samples. (ii) Our
nominal BF (BDþ

s →μþνμ) obtained later can be well repro-
duced by removing the dμ requirement, with negligible
difference but obviously lower precision due to much

higher background [60]. (iii) The εdataðMCÞ
μPID for eþe− →

γISRψð3686Þ, ψð3686Þ → πþπ−J=ψ , J=ψ → μþμ− events
can be well reproduced by the corresponding 2D
reweighted efficiencies with eþe− → γμþμ− samples (see
Table II of Ref. [58]). The BF of Dþ

s → μþνμ is then
determined to be ð5.49� 0.16stat � 0.15systÞ × 10−3 from

BDþ
s →μþνμ ¼ fradcorNDT=ðNtot

STεγðπ0ÞμþνμÞ; ð7Þ

where the radiative correction factor fradcor ¼ 0.99 is due to
the contribution from Dþ

s → γD�þ
s → γμþνμ [61], with

D�þ
s as a virtual vector or axial-vector meson. This

contribution is almost identical with our signal process
for low energy radiated photons. We further examine the
BFs measured with individual tags which have very
different background levels, and a good consistence is
found (see Table I of Ref. [58] for tag-dependent DTyields,
εγðπ0Þμþνμ and BDþ

s →μþνμ).
The systematic uncertainties in the BF measurement are

estimated relative to the measured BF and are described
below.
For uncertainties in the event selection criteria, the μþ

tracking and PID efficiencies are studied with eþe− →
γμþμ− events. After correcting the detection efficiency by
fcorμPID, we assign 0.5% and 0.8% as the uncertainties in μþ

tracking and PID efficiencies, respectively. The photon
reconstruction efficiency has been previously studied
with J=ψ → πþπ−π0 decays [62]. The uncertainty of
finding γðπ0Þ is weighted according to the BFs of D�þ

s →
γDþ

s and D�þ
s → π0Dþ

s [57] and assigned to be 1.0%.

The efficiencies for the requirements of Emax
extraγ and no extra

good charged track are studied with a DT hadronic sample.
The systematic uncertainties are taken to be 0.3% and
0.9% considering the efficiency differences between data
andMC simulation, respectively. The uncertainty of theΔE
requirement is estimated by varying the signal region by
�0.01 GeV, and the maximum change of the BF, 0.5%, is
taken as the systematic uncertainty.
To determine the uncertainty in the MM2 fit, we change

the fit range by �0.02 GeV2=c4, and the largest change
of the BF is 0.6%. We change the signal shape by varying
the γðπ0Þ match requirement and the maximum change is
0.2%. Two sources of uncertainty in the background
estimation are considered. The effect of the background
shape is obtained to be 0.2% by shifting the number of
the main components of BKGII by�1σ of the uncertainties
of the corresponding BFs [57], and varying the relative
fraction of the main components of BKGII by 50%. The
effect of the fixed number of the BKGII and BKGIII is
estimated to be 0.5% by varying the nominal numbers by
�1σ of their uncertainties. To evaluate the uncertainty in
the fixed ratio of signal and BKGI, we perform an
alternative fit to the MM2 distribution of data without
constraining the ratio of signal and BKGI. The change in
the DT yield, 1.1%, is assigned as the relevant uncertainty.
The uncertainty in the number of ST D−

s mesons is
assigned to be 0.8% by examining the changes of the fit
yields when varying the signal shape, background shape,
bin size, and fit range and considering the background
fluctuation in the fit. The uncertainty due to the limited MC
size is 0.4%. The uncertainty in the imperfect simulation of
the FSR effect is estimated as 0.4% by varying the amount
of FSR photons in signal MC events [54]. The uncertainty
due to the quoted BFs of D�−

s subdecays from the Particle
Data Group (PDG) [57] is examined by varying each
subdecay BF by �1σ. The efficiency change is found to be
0.4% and is taken as the associated uncertainty. The
uncertainty in the radiative correction is assigned to be
1.0%, which is taken as 100% of its central value from
theoretical calculation [61]. The ST efficiencies in the
inclusive and signal MC samples are slightly different
with each other due to different track multiplicities in these
two environments. This may cause incomplete cancellation
of the uncertainties of the ST efficiencies. The associated
uncertainty is assigned as 0.6%, by taking into account the
differences of the efficiencies of tracking/PID of K� and
π�, as well as the selections of neutral particles between
data and MC simulation in different environments. The
total systematic uncertainty is determined to be 2.7% by
adding all the uncertainties in quadrature.
Combining our BF with the world average values of GF,

mμ, mDþ
s
and the lifetime of Dþ

s [57] in Eq. (1) yields

fDþ
s
jVcsj ¼ 246.2� 3.6stat � 3.5syst MeV:
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Here the systematic uncertainties arise mainly from the
uncertainties in the measured BF (1.5%) and the lifetime of
the Dþ

s (0.4%). Taking the CKM matrix element jVcsj ¼
0.97359þ0.00010

−0.00011 from the global fit in the SM [57] or
the averaged decay constant fDþ

s
¼ 249.9� 0.4 MeV of

recent LQCD calculations [8,10] as input, we determine

fDþ
s
¼ 252.9� 3.7stat � 3.6syst MeV

and

jVcsj ¼ 0.985� 0.014stat � 0.014syst:

The additional systematic uncertainties according to the
input parameters are negligible for jVcsj and 0.2% for fDþ

s
.

The measured jVcsj is consistent with our measurements
using D → K̄lþνl [63–66] and Dþ

s → ηð0Þeþνe [67], but
with much better precision.
Combining the obtained fDþ

s
jVcsj and its counterpart

fDþjVcdj measured in our previous work [68], along
with jVcd=Vcsj ¼ 0.23047� 0.00045 from the SM global
fit [57], yields fDþ

s
=fDþ ¼ 1.24� 0.04stat � 0.02syst. It is

consistent with the CLEO measurement [2] within 1σ and
the LQCD calculation within 2σ [8]. Alternatively, with the
input of fDþ

s
=fDþ ¼ 1.1749� 0.0016 calculated by LQCD

[8], we obtain jVcd=Vcsj2 ¼ 0.048� 0.003stat � 0.001syst,
which agrees with the one expected by jVcsj and jVcdj
given by the CKMfitter within 2σ. Here, only the system-
atic uncertainty in the radiative correction is canceled since
the two data samples were taken in different years.
Based on our result for BDþ

s →μþνμ and those measured at
the CLEO [2], BABAR [5], and Belle [6] experiments, along
with a previous measurement at BESIII [7], the inverse-
uncertainty weighted BF is determined to be B̄Dþ

s →μþνμ ¼
ð5.49� 0.17Þ × 10−3 [69]. The ratio of B̄Dþ

s →μþνμ over the
PDG value of BDþ

s →τþντ ¼ ð5.48� 0.23Þ% [57] is deter-
mined to be ½ðBDþ

s →τþντÞ=ðB̄Dþ
s →μþνμÞ� ¼ 9.98� 0.52,which

agreeswith theSMpredicted valueof 9.74withinuncertainty.
The BFs of Dþ

s → μþνμ and D−
s → μ−ν̄μ decays are also

measured separately. The results are BDþ
s →μþνμ ¼ ð5.62�

0.23statÞ × 10−3 and BD−
s →μ− ν̄μ ¼ ð5.40� 0.23statÞ × 10−3.

The BF asymmetry is determined to be ACP ¼
½ðBDþ

s →μþνμ −BD−
s →μ− ν̄μÞ=ðBDþ

s →μþνμ þBD−
s →μ−ν̄μÞ� ¼ ð2.0�

3.0stat � 1.2systÞ%, where the uncertainties in the tracking
and PID efficiencies of the muon, the ST yields, the limited
MC statistics, as well as the signal shape and fit range in
MM2 fits for Dþ

s and D−
s have been studied separately and

are not canceled.
In summary, by analyzing 3.19 fb−1 of eþe− collision

data collected at Ecm ¼ 4.178 GeV with the BESIII detec-
tor, we have measured BðDþ

s → μþνμÞ, the decay constant
fDþ

s
, and the CKMmatrix element jVcsj. These are the most

precise measurements to date, and are important to calibrate
various theoretical calculations of fDþ

s
and test the unitarity

of the CKM matrix with better accuracy. We also search
for LFU and CP violation in Dþ

s → lþνl decays, and no
evidence is found.
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