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Measurement of the Mass of the 7 Lepton
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The mass of the t lepton has been measured at the Beijing Electron-Positron Collider using the Beij-
ing Spectrometer. A search near threshold for e *e ~— 7 ¥z = was performed. Candidate events were
identified by requiring that one t decay via r — evv, and the other via 7— uvv. The mass value, ob-
tained from a fit to the energy dependence of the z ¥z ~ cross section, is m, =1776.9 104+0.2 MeV.

PACS numbers: 14.60.Jj, 13.10.+q

For a conventional charged lepton /, the electronic
branching ratio Bf, lifetime 7,, mass m;, and weak cou-
pling constant G,_. ,,; are related by
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up to small radiative and electroweak corrections. Equa-

tion (1) then implies the following relationship among the
above parameters for the 7 and u leptons:
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Particle Data Group (PDG) [1] averages for the above
quantities yield (G, . ,,;/G, . .,;)>=0.941£0.025, im-
plying a 2.4 standard deviation disagreement with lepton
universality [2]. Note that the t mass enters to the fifth
power in this test of lepton universality.

A measurement of the 7t~ production cross section
in the region most sensitive to the 7 mass—a few MeV
around threshold— provides the opportunity to measure
the 7 mass with greatly improved precision. This paper
presents such a measurement made using the Beijing
Spectrometer (BES) at the Beijing Electron-Positron
Collider (BEPC). The 7%t~ events are identified by
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means of the ey topology, which provides the best com-
bination of high detection efficiency and low background;
the mass value is obtained from a fit to the energy depen-
dence of the cross section. The measurement is indepen-
dent of the v, mass.

The BEPC [3] operates in the 3 to 5 GeV center-of-
mass energy range. Near t Tt~ threshold, the peak
luminosity is 5% 10%® ¢cm ~2s 7!, the luminosity-weighted
uncertainty in the mean center-of-mass energy is 0.10
MeV, and the spread in the center-of-mass energy of the
collider is = 1.4 MeV. The absolute energy scale and
energy spread are determined by interpolation between
the results of repeated scans of the J/y and w(2S) reso-
nances.

The BES is a solenoidal detector [3] with a 0.4-T mag-
netic field. Charged track reconstruction is performed by
means of a cylindrical drift chamber which provides solid
angle coverage of 85% of 4z. The momentum resolution
is 0,/p=0.021(1 +p2)'"2 (p in GeV/c). Measurements
of dE/dx with resolution 8.5% allow particle identifi-
cation. An inner drift chamber is used for trigger pur-
poses. Scintillation counters measure the time of flight of
charged particles over 76% of 4r with a Bhabha resolu-
tion of 330 ps. A cylindrical 12-radiation-length Pb/gas
electromagnetic calorimeter operating in limited streamer
mode covering 80% of 4n achieves energy resolution
or/E =0.25/~VE (GeV), and spatial resolution o,=4.5
mrad, o,=2 cm. End-cap time-of-flight counters and

shower counters are not used in this analysis. Finally, a
three-layer iron flux return instrumented for muon iden-
tification yields spatial resolutions o, =5 cm, 6,,=3 cm
over 68% of 4r for muons with momentum greater than
550 MeV/ec.

In the data analysis, the event selection for ey candi-
dates requires the following: (1) exactly two oppositely
charged tracks having momentum between 350 MeV/c
and the maximum for an electron from t decay; (2) each
track’s point of closest approach to the intersection point
to satisfy |x| < 1.5 em, |y| <1.5 cm, and |z| <15 cm;
(3) 2.5° < Bacol < 177.5°, Byc0p > 10° (see Ref. [4]), and
Bacol + Bacop > 50°; (4) no isolated photons [5]; (5) one
track well identified as a muon in the muon counter, with
calorimeter energy < 500 MeV, and the other track well
identified as an electron using a combination of calorime-
ter, dE/dx, and time-of-flight information.

Monte Carlo simulations yield a detection efficiency of
== 14% for these selection criteria, independent of energy
in the threshold region. The background is estimated by
applying the same requirements to 5X 108 events from a
data sample taken at the J/y energy; seven events meet
these criteria, corresponding to a background of 0.12
event in the entire 7 ¥t ~ sample.

The likelihood function used to estimate the 7 mass in-
corporates the 77t~ cross section near threshold. In-
cluding the center-of-mass energy spread A, initial state
radiation [6] F(x,W), and vacuum polarization correc-
tions [7] TT(W), the cross section is

oo s I“4"}/W'2
o (W,m,) =— f dW'e‘<W‘W)’/2A’f A Feow ) o (WNT—x .my) (3)
NOTT N 0
where o) is
dra’ ﬁ(3-ﬁ2) F.(B)F,(B) for the 7 mass; in this case, the PDG value is 1784.1
o1 (W.m.) = (4)  MeV [1]. Then, after each 250-400 nb ™" of integrated
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W is the center-of-mass energy, and B=I[1—2m,/
W)21'"2. The Coulomb interaction and final-state radia-
tion corrections are described [8] by the functions F.(5)
and F,(B).

The likelihood function is a product of Poisson distri-
butions, one for each center-of-mass energy. At each
point, the number of expected eu events (N) is given by

(N)=[eBo(W,m,)+opl L. (5)

Here, ¢ is the detection efficiency, B is the product
branching fraction for r ¥z 7 to ey, £ is the integrated
luminosity, and op is the effective background cross sec-
tion estimated from the J/w data sample (63 =0.024 pb).

Since the range of center-of-mass energies where the
t 17 cross section is most sensitive to the t mass is of
the order of the beam energy spread around %7~
threshold, it is important to devise a running strategy to
maximize the integrated luminosity in this region. The

beam energy is set initially assuming the world average
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luminosity, a new estimate of the mass is made using all
the data accumulated to that point; in this way, a new
prediction of the most sensitive energy at which to run is
obtained. The energy is changed to this new value if the
difference is more than the BEPC step size (= 0.4 MeV).
Following this strategy, an integrated luminosity of
=~ 4.3 pb ! has been accumulated at ten energies within
a range of 24 MeV. It has been verified by Monte Carlo
simulation that this data-driven search strategy provides
an unbiased measurement.

The sequence of energies is shown in Fig. 1; the corre-
sponding data are summarized in Table I [9]. The ten-
step search yielded seven eu events. The eleventh and
twelfth points in Table I, taken well above threshold
where the cross section varies slowly with energy, provide
an improved estimate of the absolute t * 1~ cross section.

In order to account for uncertainties in the efficiency e,
the branching fraction product, and the luminosity, € is
treated as a free parameter in a two-dimensional maxi-
mum-likelihood fit for m, and € to the data of Table L
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FIG. 1. (a) The convergence of the predicted mass with each
consecutive scan point. (b) The integrated luminosity accumu-
lated at each point.

The estimates obtained are m,=1776.9 MeV and
€=14.1%. The uncertainty in ¢ is equivalent to the un-
certainty in the absolute normalization, and is treated as
a source of systematic error. The statistical error [10] in
m., 3¢ MeV, is determined from the one-parameter
likelihood function with € fixed to 14.1% (Fig. 2). The
efficiency-corrected cross-section data as a function of
corrected beam energy and the curve which results from
the likelihood fit are shown in Fig. 2. The quality of the
fit is checked by forming the likelihood ratio A, with the
result [11] —21nA =3.6.

Four independent sources of systematic error are con-
sidered: uncertainties in the product eB.L, in the abso-
lute beam energy scale, in the beam energy spread, and in
the background.

The systematic uncertainty in eB.L is determined by
fixing m, at its best-estimate value and finding the values
of € corresponding to =+ lo variations in the likelihood
function; these efficiencies are 18.3% and 10.6%. Fixing
the efficiency to each of these values in turn and fitting
for m, yields changes in the predicted mass of Am,

TABLE I. A chronological summary of the z ¥ ~ data.

w/2 A L N
Scan point (MeV) (MeV) (nb™1) (eu events)
1 1784.19 1.34 245.8 2
2 1780.99 1.33 248.9 1
3 1772.09 1.36 232.8 0
4 1776.57 1.37 323.0 0
5 1778.49 1.44 322.5 2
6 1775.95 1.43 296.9 0
7 1776.75 1.47 384.0 0
8 1776.98 1.47 360.8 |
9 1776.45 1.44 794.1 0
10 1776.62 1.40 1109.1 1
11 1799.51 1.44 499.7 5
12 1789.55 1.43 250.0 2
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FIG. 2. (a) The center-of-mass energy dependence of the
t¥1 7 cross section resulting from the likelihood fit (curve),
compared to the efficiency-corrected data. The error bar on
each data point is computed by integrating the Poisson likeli-
hood function to obtain the interval containing 68% of the area.
It should be emphasized that the curve does not result from a
direct fit to these data points. (b) An expanded version of (a),
in the immediate vicinity of ¢ ¥ ~ threshold. (c) The depen-
dence of the logarithm of the likelihood function on m., with
efficiency fixed at 14.1%.

=1338 MeV.

The energy scale is determined from several scans of
the J/y and y(2S) performed during the search (see Fig.
1). The reproducibility of the fits to these scans, together
with the other uncertainties listed in Table II, yields a
systematic uncertainty [12] of Am, = %0.09 MeV.

Fits to the two resonances were also used to measure
the beam energy spread and its variation with center-of-
mass energy and beam current. The uncertainty in
center-of-mass energy spread is +0.08 MeV, yielding a
systematic error Am, = *+0.02 MeV.

TABLE II. Contributions to the uncertainty in the energy scale.

Error

Quantity (MeV)
Wux: BEPC measured center-of-mass energy Wy =0.10
M,: BEPC value for J/y mass oM, =0.18
M, BEPC value of y(2S) mass M, =0.15
T,: PDG value for J/y mass® 8T, =0.09
T,: PDG value for y(2S) mass? 8Ty =0.10

aReference [1].
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FIG. 3. The variation of 7. with Bf, given by Eq. (1) under
the assumption of lepton universality; the % 1o bands obtained
using m. from this experiment (solid lines) and using the PDG
value (dashed lines) are shown in comparison to the point corre-
sponding to the PDG values (1o error bars).

Finally, the systematic error due to uncertainty in the
background is estimated from the 1o Poisson errors on
the seven J/y background events and the uncertainty in
the hadronic cross section at ¥t = threshold. The re-
sulting uncertainty is Am, = +0.01 MeV.

These independent systematic errors are added in
quadrature to yield a total systematic error of Am, = £$1§
MeV.

In conclusion, using a maximum-likelihood fit to
t ¥ 1 7 cross-section data near threshold, the mass of the
v lepton has been measured as m,=1776.973¢+0.2
MeV, where the first error is statistical and the second
systematic. This result is 7.2 MeV below the PDG aver-
age [1] (1784.1X3] MeV) and has significantly smaller
errors [13]. Inserting this new value in Eq. (2), the cou-
pling strength ratio becomes

(G, ..:;/G 2=0.960+0.024 , (6)

u—evv

so that the deviation from lepton universality is reduced
from 2.4 to 1.7 standard deviations (see Fig. 3). It
should be noted also that this new result for m, yields a
reduction in the upper limit on m,_ (see Ref. [13]).
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The Beijing Spectrometer (BES) experiment has observed purely leptonic decays of the D; meson in
the reaction e*e” — DD at a c.m. energy of 4.03 GeV. Three events are observed in which one D,

decays hadronically to ¢, Kk , or K’k , and the other decays leptonically to u», or 7v,. With the

assumption of u-7 universality, values of the branching fraction, B(D; — uv,) = (1.5t5;2t8;§)%, and
p y g w

the D, pseudoscalar decay constant, fp, = (4.3%13704) X 102 MeV, are obtained.

PACS numbers: 13.20.Fc, 14.40.Lb

Purely leptonic decays of the D; meson proceed via
the annihilation of the charm and antistrange quarks to a
virtual W boson. The rate of this process is determined by
the quark wave function at the origin, and is characterized
by the pseudoscalar decay constant, fp . The leptonic
decay width of the D, can be written as [1]

GilVes? mg \
T(D, — €vg) = Fs—f&mmmﬁ(l - —f) , (D
w me

0031-9007/95/74(23)/4599(4)$06.00

where mp, is the D; mass, m, is the lepton mass, V., =
0.974 is the ¢ — s Cabibbo-Kobayashi-Maskawa (CKM)
matrix element [2], and Gr is the Fermi constant.
Predictions for fp, and the Cabbibo-suppressed decay
constant of the charged D meson, fp, varying from 90
to 350 MeV, have been made using various theoretical
models [3—-7]. Many models can more reliably predict
the ratios fp, : fp : fg, where fg is the decay constant
for the charged B meson [8]. Since fp relates mea-
sured quantities, such as B°-B° mixing, to CKM matrix

© 1995 The American Physical Society 4599
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elements, its determination is of considerable importance.
Measurements of the charm decay constants will help
discriminate among the different models and improve
the reliability of estimates of fz. The first experimen-
tal measurement, fp, = (2.32 £ 0.45 * 0.20 = 0.48) X
10> MeV, was reported by the WA75 group [9], using
muons from D, leptonic decays seen in emulsions; the
third error is due to uncertainty in the D, production
rate. The CLEO group [10] measured fp = (3.44 =
0.37 = 0.52 = 0.42) X 10®> MeV using the decays D} —
vD;, Dy — uv; here the third error is due to uncertainty
in the normalizing D, branching fraction.

In this paper, direct, model-independent measurements
of fp. and the D, leptonic branching fraction are reported.
The data were obtained using the BES detector at the Bei-
jing e*e” Collider (BEPC), and correspond to an inte-
grated luminosity of 22.3 pb~! (obtained from large angle
Bhabha scattering events) at c.m. energy 4.03 GeV. This
is just above the e*e~ — D D, threshold, but below that
for D!*D; [11]. Thus, if a D; meson decay is fully
reconstructed in a given event, the recoil system corre-
sponds to the decay of the charge conjugate D; meson.
Events for which one D; is fully reconstructed are termed
singly tagged. For such a data sample, the detection of
the decays D, — uv, or 7y, among the recoil systems
permits an absolute measurement of fp and the leptonic
branching fractions.

The BES is a conventional cylindrical detector, which
is described in detail in Ref. [12]. A four-layer central
drift chamber surrounding the beampipe provides trigger
information. Charged tracks are reconstructed in a forty-
layer main drift chamber (MDC) with a momentum
resolution of 1.7%4/1 + p? (p in GeV/c), and energy
loss (dE/dx) resolutions of 8.5% for Bhabha electrons
and 11% for hadrons. Scintillation counters provide
time-of-flight (TOF) measurements, with resolutions of
~330 ps for Bhabha events and ~450 ps for hadrons.
A 12-radiation-length, lead-gas barrel shower counter
(BSC), operating in limited streamer mode, measures
the energies of electrons and photons over ~80% of
the total solid angle. A solenoidal magnet provides a
0.4 T magnetic field in the central tracking region of
the detector. Three double-layer muon counters (MUC)
instrument the magnet flux return, and serve to identify
muons of momentum greater than 500 MeV/c. They
cover ~68% of the total solid angle with longitudinal
(transverse) spatial resolution of 5 cm (3 cm).

In this experiment, singly tagged D, mesons are
detected via hadronic decay to ¢, K K, or K'K, with
6 —KK, K°->K 7%, and K = K? — 7tm.
For a candidate three-charged-track combination, each
track must be well reconstructed and consistent with an
origin in the interaction region (candidate pions from
K¢ decay need not satisfy the latter requirement). In
addition, the dE/dx and TOF information associated with
each track must be consistent with the assigned mass
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interpretation with a confidence level >0.1%. Finally, if
the confidence level as a kaon is greater than that as a
pion, the track is considered to be a kaon, and vice versa.

With the resulting mass assignments, the energy sum
over the candidate tracks may be calculated; for particle-
antiparticle production, this energy should be close to that
of the beam. Requiring that the energy difference be
<50 MeV selects such events without bias in mass, and
effectively suppresses background from D* decay. In or-
der to improve the invariant mass resolution, surviving
candidates are subjected to a one-constraint (1-C) fit re-
quiring overall event four-momentum balance and that the
candidate and recoil systems have the same (but unspec-
ified) invariant mass. Candidates yielding fit confidence
levels >20% are retained, and the decay mode to ¢,
KK, or K'K defined by requiring that the invariant mass
of the ¢ (K*K™), K (K~ m"), or K* (7 ) be within
25, 50, or 20 MeV, respectively, of nominal [2]. For the
K sample, significant background reduction is achieved
by further requiring |cosfg| > 0.4, where 0k is the he-
licity angle of the K in the K™ rest frame. Similarly,
background in the K° sample is reduced by requiring that
the X° have a significant flight path whose direction is
consistent (within 26°) with the K’ momentum vector.

The resulting distributions in invariant mass, calculated
using the momentum vectors from the 1-C fit, are shown
in Fig. 1; each exhibits a clear signal at the D, mass
position. An unbinned maximum likelihood fit [13] to the
combined distribution of Fig. 1(d) yields a singly tagged
D; meson signal of 94.3 = 12.5 events, and a D; mass
value 1968.7 * 0.6(stat) = 0.5(syst) MeV.

The search for D; leptonic decay candidates among
the systems recoiling against singly tagged D, candidates
includes all of the events of Fig. 1(d), not only those in
the D, signal region. For this sample, the recoil system
is required to contain a single, vertex-associated charged
track of charge opposite that of the tagging system. Events
containing at least one isolated photon [14] are removed,
and for the remaining events the recoil charged track is
subjected to the following lepton identification criteria.

20 ¢

e l20f OK°K a3
310¢ ERTY: :
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FIG. 1. The invariant mass distributions, calculated usmg 1-

C fit momentum vectors, for (a) ¢, (b) ?*OK and (c) X’k

D, decay candidates; the combined distribution is shown in (d),
where the curve corresponds to the fit described in the text.
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An electron candidate is required to have momentum
=400 MeV/c and direction | cos@| = 0.75, with TOF and
dE /dx measurements consistent with the electron hypoth-
esis. The TOF-measured velocity of the track must be
>0.7¢, and the measured dE/dx should be within 40 of
the expected value for an electron. The energy deposition
in the BSC must be consistent with that expected for an
electron in both magnitude and distribution in depth. Ap-
plying these criteria to radiative Bhabha scattering events
leads to an identification efficiency of more than 80% over
the full momentum range, and ~90% for electrons with
momenta above 1 GeV/c. Known pions are misidentified
as electrons at a rate of ~5%, with a modest momentum
dependence.

A muon candidate is required to have momentum be-
tween 550 and 1250 MeV/c and direction | cosf| < 0.65,
with TOF and dE /dx information consistent with the muon
interpretation. There must be hits in the MUC detec-
tor which are well associated with the track in transverse
projection; the required number of hits is momentum de-
pendent. For a sample of cosmic rays, the identification
efficiency is ~85%, while for a sample of well-identified
pions the average misidentification rate is ~4%.

Events satisfying the above selection criteria are sub-
jected to a visual scan. This serves to remove events
containing cosmic rays as well as those having unre-
constructed low-angle track(s), which are typically recog-
nized by a pattern of hits in the CDC and the innermost
two layers of the MDC.

The distributions of tagging D; mass for the events of
Fig. 1(d) which have an identified single electron or muon
candidate are shown in Figs. 2(a) and 2(b), respectively.
The characteristics of these events are summarized in
Table I; in each case the D, and subsystem masses agree
well with the expected values.

(a) e recoil 1

2r .
b
3 0+ p————— H +—t+—1
= (b) u recoil
s 2f .
3 - ”
g | ]
(o) e a—— e
(c) #,4 recoil zzap > 400 MeV/c ]
25[ x1p > 550 MeV/c % H;
ol P 1“ . ﬂ . [—I 1 R - J
2

)8 1.85 19 195
D, Candidate Mass (GeV)

FIG. 2. The distribution of Fig. 1(d) requiring that the recoil
system consist of a single charged track identified as (a) an
electron; (b) a muon; (c) neither an electron nor a muon.
Shading in (c) indicates signal region events which satisfy the
lepton kinematic requirements described in the text.

TABLE I. Three candidates for D, leptonic decay.

Event 1 2 3
Tagging D, decay o7t Kk~ KK+
Subsystem mass (MeV) 1019.3 873.4 491.5
D, mass (MeV) 1970.2 1970.9 1969.0
Recoil lepton mo mo e~
Piepion (MeV/c) 751 1216 489
M (GeV?) 0.778 —0.115 1.627
D, leptonic decay Tv(u3v) ny Tv(e3v)

From Monte Carlo simulations, it is found that the
detection efficiencies for the tagging and leptonic D
decays are independent, to a good approximation. The
expected number of DD events for which one D
is from the signal region of Fig. 1(d) and the other
corresponds to a particular leptonic decay mode is then
obtained as the product of the singly tagged signal, the
D; branching fraction to the mode in question, and the
detection efficiency for that mode. The latter efficiency
is found to be 51% for the decay D; — uv,, 6.3% for
D; — rv,, 7 — uvv,and 8.2% for Dy, — Tv,, 7 — evv,
including the 7 branching fractions [2]. Since the D,
decay rate to ev, is negligible, leptonic events with an
electron recoil result only from the 7 decay sequence.

A Monte Carlo study shows that background contribu-
tions to the leptonic decay samples result mainlg from
hadron misidentification in the processes D; — K; K and
Dy — tv, with 7 — 7v,. In the present analysis, this
contribution is estimated from the singly tagged events
in the D, signal region of Fig. 1(d) which have a single
recoil track satisfying neither the electron nor the muon
identification criteria. The tagging mass distribution for
these events is shown in Fig. 2(c); seven events in the
D, signal region satisfy the momentum and polar an-
gle criteria for electrons, while only six satisfy those for
muons. The misidentification rates discussed previously
yield background estimates of 0.35 events for the electron
sample and 0.24 for the muon sample (of which 0.04 con-
tribute to D; — uv,).

The values of the D; leptonic branching fractions are
estimated by maximizing a likelihood function containing
a Poisson distribution factor for the expected number
of events (including background), and a factor for the
expected missing-mass-squared distribution for each
channel (the distributions for D, — uv, vs Dy — 7v,,
7 — uvv are well separated). Maximizing the likelihood
function for the branching fractions to wv, and 7v,
independently, the values B(D; — uv,) = (2.0 9%
and B(D, — 7v,) = (1273)% are obtained. As-
suming u-7  universality and the theoretical
prediction of the ratio B(rv,)/B(uv,) = 9.74, the
result is B(D; — uv,) = [1.Sféjg(stat)fojg(syst)]% and
B(D, — 7v,) = [157§(stat) 3 (syst)] %.

If in addition, the relation

B(D, — fv¢) = "T;[-f' (D, — €v)
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is used with Eq. (1), the likelihood function may be
maximized with respect to fp, directly, as shown in
Fig. 3. The result is

fp, = 4341370 X 10> MeV .

The first errors are statistical, and correspond to the 68.3%
confidence interval shown in Fig. 3; the second errors are
systematic, and result from uncertainties in lepton mode
detection efficiencies, background estimates, and the D
lifetime [2].

Although the branching fraction and fp, values ob-
tained in the present analysis have sizable uncertainties,
it should be emphasized that the results are independent
of luminosity and D D cross section, and do not require
model-dependent assumptions. The central value of fp,
is larger than, but consistent with, current theoretical pre-
dictions, which range from 90 to 350 MeV.
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The decays of the (2S) into vector plus tensor meson final states have been studied for the first time
using the BES detector. We determine upper limits on branching fractiong(#$) decays intow f>,
pas, K*OFQO + c.c., andg f3(1525) that are, in each case, significantly smaller than the corresponding
branching fractions for the//¢y meson, scaled according to the expectations of perturbative QCD.
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PACS numbers: 13.25.Gv, 12.38.Qk

One of the most dramatic problems confronting the 0 = B(y(25) — h) = B((2S) = e'e”)
understanding of hadronic charmonium decays is the ' BU/¢y—h) B(J/p — eter) ’
strong suppression ofy(2S) — pm and K*K + c.c. — (146 + 2.2)%, (1)
decays. In perturbative QCD, the most important lowest-
order diagram forJ/ and (2S) decays to hadrons where the leptonic branching fractions are taken from
corresponds to the annihilation of the constituerand the Particle Data Group (PDG) tables [2]. It was first
¢ quarks into three gluons. In this case, the partial widthobserved by the Mark Il experiment [3] that, while this is
for the decay is proportional tp¥(0)|?, where W (0) is  true for a number of exclusive hadronic decay channels,
the wave function at the origin in the nonrelativistic quarkit is badly violated for the vector plus pseudoscalar-
model forczc. Thus, it is reasonable to expect that, for anymeson YP) final statesp7 andK*K. The preliminary
final hadronic staté, theJ /s andy(2S) decay branching BES results confirm the Mark Il measurements at higher

ratios will scale as [1] sensitivity. The present experimental limits oy, and

5080 0031-900798/81(23)/5080(5)$15.00 © 1998 The American Physical Society
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Ok indicate order-of-magnitude discrepancies with thebination has an invariant mass within 50 MeV of the
expected ratio of branching fractions [2,4]. This anomaly,J/# mass. The latter is removed by eliminating events
called thep 7 puzzle, has generated considerable interestvhere anyz* 7~ pair has an invariant mass greater than
and a number of theoretical explanations have beed.9 GeV/c>. There are 939 events selectedyga@s) —
proposed [1]. However, meager experimental progress 7 77~ #° candidate events. The* 7~ #° mass
has hindered the resolution of the puzzle. Until recentlyspectrum of the selected events, shown in Fig. 1, has a
no other examples of substantial differences betwkgh clear » signal with a mass resolutior = 13.4 MeV.
and(2S) hadronic decays have been documented. Candidatew mesons are required to havem 7~ 7°

In this Letter, we report the results of a studyyf2S)  combination with an invariant mass in the rang) <
decays into vector plus tensor mesdiT'] final states m,+,-,0 < 820 MeV. Figure 2 shows the invariant mass
and present branching fraction limits fgn2S) — wf>,  spectrum forz "7~ pairs recoiling against candidate
pay, KK, + c.c.,andg f4(1525). The data were taken mesons. There is no obvious signal in the region of the
with the BES detector at the BEPE" ¢~ storage ring  f»(1270). A fit to the spectrum using a Breit-Wigner
and correspond to a total sample(8f79 + 0.31) X 10°®  function with mass and width fixed at the PDG values
producedy(2S) events. The BES detector is described(m = 1275 MeV, I' = 185 MeV) and convoluted with
in detail elsewhere [5]. A 40-layer main drift chamber a Gaussian resolution function wih = 12.3 MeV, to-
in a 0.4 T magnetic field provides tracking and energy-gether with a quadratic background shape, yi&l8s+ 9.2
loss @E/dx) information. The momentum resolution is w f, events, which imply @0% confidence level upper
op/p = 17%4/1 + p2(GeV/c), and thedE/dx resolu- limit of 23.8 events. Using the isospin ratio 2:1 fex de-
tion for hadron tracks for this data sample is ab8#t.  cays intor* 7~ to #°#° and the experimental efficiency
The tracking chamber is surrounded by an array of 4&f 0.074, we determine an upper limit on the branching
time-of-flight (TOF) counters with a resolution of about fraction of
450 ps for hadrons. Radially outside of the TOF are an
electromagnetic calorimeter with a resolutionagf/E = B(y(2S) = wfy) < 1.7 X 107* (C.L. =90%) .
0.22/{/E(GeV), o4 = 4.5 mrad, andry = 12 mrad, and
an array ofu counters that are interspersed inside the steel We use they(2S) —» 7" 7~ w* 7~ 7% sample with
plates that return the solenoid’s magnetic flux. the events that are consistent withr * 77~ removed to

For they(2S) — w f> andpa, decay channels, we use search forg(2S) — pa, — ppw. Here we select the
the reactiony(2S) — 7 7wt 7 % forthey(2S) - 7 7~ and #°7* combination that has the minimum
K™K + c.c. andgfs decays, we user*7 K*K~  value of the quantity [6]
andK K~ K"K~ final states, respectively. Each analysis J — 5 — 5
requires events to have four charged tracks with total (Mg = mp0)" + (o= — mye)
charge zero and, in the case of the"7# 7"# #°  and require this minimum value to be less than 200 MeV.
final state, at least two photons. Tracks consistent witiThe combinedp®7= and p*#~ invariant mass plot,
being electrons in the electromagnetic calorimeter oshown in Fig. 3, has no indication of an(1320) meson
being muons in the muon detector are discarded. Thsignal. A fit to this spectrum with the, represented by
dE/dx and TOF measurements are used to setedr a resolution-broadened Breit-Wigner line shape with mass
K tracks with a confidence level larger than 0.003 forand width fixed at PDG valuesn(= 1318.1 MeV, I' =
each track and 0.01 for four tracks combined. Events ar@¢07 MeV) and a quadratic background function gives
kinematically fit to four energy-momentum constraints,39 + 157 a, events, which correspond to less than
and those with a fit probability greater than 0.01 are29.6 events at th@0% confidence level. Using isospin
accepted. Photon pairs that haveyg invariant mass
within 2.5¢ (o = 14 MeV) of the 7° mass are assigned
as candidater’s. The detection efficiency is determined
using1 X 10* or 2 X 10* Monte Carlo (MC)-simulated ,
events that are generated with a uniform phase space> < -
distribution. Ther or K decays in the detector according :
to the PDG [2] lifetimes and branching fractions. The
relative uncertainty of efficiency obtained in this way is
estimated to b@0%. Efficiencies given in this paper refer
to the specifid/T final states. i

Inthe 7 "7~ 7" 7~ =° sample, the major background ok U R S
contributions are fromy(2S) — « "~ J /4 followed by e
J/ — =7~ 7% and fromy(2S) — nJ /¢, wheren — M(reree) (GeVie)
77~ " and theJ /¢ decays to leptons. The formeris FiG. 1. The #*# #° invariant mass distribution for
rejected by removing events where amy 7~ 7° com- ¢ (2S) — w7 77~ x° events (four entrigevent).
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FIG. 2. The invariant mass distribution of* 7~ pairs re- FIG. 4. Thew*K* invariant mass distribution fog(25) —
coiling against candidates mesons for events of the type #*# K*K~ events (four entrigevent).
¥ (2S) — wm*7~. The curve shows a fit to quadratic back-
ground plus af, resonance (see text).
Breit-Wigner functions with masses and widths fixed at

the PDG values for theK*® (m = 896.1 MeV, T =
05MeV) and K (m=14324MeV, T =
09 MeV), together with a quadratic background.
The MC-determined experimental mass reso-
(C.L. = 90%). Iution§ are 4.9 MeV for thek* and 6.7 MeV for
the K;°. The fit yields1.4 + 8.6 K*°K;° events, which
, B L imply a 90% confidence level upper limit of 17.2 events.
In the selection ofr* 7~ KT K~ final states, each event Using the isospin ratik = *:K970 = 2:1 for both the
has four possibler™, 7=, K™, andK ™ track assignments. x«0 anq k20 decays and the MC-determined efficiency of
For each assignment that satisfies the four-constraint kln%—_]_?l’ we determine the limit
matic fit with a probability greater than 0.01, the TOF
and dE/dx measurements and the kinematic fit quality
are combined to determine a global>. The track
assignment with the smallest globgF is selected as a (C.L. = 90%) .
candidatewr "7~ K"K~ event. The main background
which remains fromy(2S) — 7 7~ J /¢ is eliminated
by requiring the mass recoiling against thé 7~ to differ
from m,,, by more than 50 MeV. There are 614 events
after the above selections. Tho&e 7 pairs with an
invariant mass in the rang®0 < mg-:,= < 1000 MeV
are considered to b&*’ candidates. The contamination
from ¢(2S) — ¢t 7w~ with ¢ — K*K~ is found to
be negligible. TheK*7* mass spectrum, shown in
Fig. 4, has a pronounced peak at the mass of Kfi&
The invariant mass distribution & =7 tracks recoiling
against thek* candidates, shown in Fig. 5, is fit with two

invariance to correct for the unsean — p7 decay
channels and the MC-determined experimental efficienc
of 0.074, we determine

B((2S) — pay) <23 x 1074

B(y(2S) —» KK, + c.c) <12 x 107*

In the selection oK™ K~ K™K~ final states, the TOF
anddE/dx measurements are used to select kaon tracks.
Events are kinematically fit to four energy-momentum
constraints, and those with a fit probability greater than
0.01 are accepted. Backgrounds from oti€2S) decays
are negligible. Figure 6 shows tl&" K~ mass spectrum
for the 41 selecte& ™K~ K"K~ candidate events; there
is a strong¢ (1020) signal. Here the experimental mass
resolution is o = 4.1 MeV. We identify all K"K~

20 [
|- @ I
15 3 [
) 8 [
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> S F
g [ o
o~ L
S o B w0
d g
£ G s il .|
=] 5
2 an
Lo U‘Lrl_lux_\_ﬂuﬂ ulu U‘ xu 7
ot v v v vy e s ey
0 4 n n n n n n n n n n n n n n n n n 08 10 12 14 16 18 20
0.8 1.0 1.2 1.4 16 18 2.0 M(TK) (GeV/e)

M GeV/e _
(Pmy ( ) FIG. 5. The invariant mass distribution fofr*K* tracks

FIG. 3. Thepw invariant mass distribution for events of the recoiling against & for ¢(25) — w*7~K*K~ events. The
type (25) — p°p*7*. The curve shows a fit to quadratic curve shows a fit to quadratic background pki& and K3’
background plus an, resonance (see text). resonances (see text).

5082



VOLUME 81, NUMBER 23 PHYSICAL REVIEW LETTERS 7 BCEMBER 1998

10 TABLE |. Branching fractions measured fgr(2S) — vector
H plus tensor meson final states. Results for the corresponding
© 8r J /¢ branching fractions [7] are also given as well as the ratios
2 0, = B(#(2S))/B(J/¢). All limits are at the90% confidence
g 6 - level.
% oL Final state B((25)) (X107%)  B(J /) (X1073) o)
R wf> <1.7 43 * 0.6 <0.040
w2 H ﬂH %H%H Hﬂ pay <23 10.9 = 2.2 <0.021
L 0"
R 1 e M KK, <12 6.7+ 26 <0.018
10 12 14 16 18 of <0.45 1.23 £ 0.06 £ 0.20 <0.037

M(K'K) (GeV/e)

FIG. 6. TheK*™K~ invariant mass distribution fog(2S) —
K*K" K"K events (four entrigeevent). by hadron helicity conservation (HHC) [8], whered®

decays are HHC allowed [9].
pairs with mg-x- < 1040 MeV as candidates mesons. In conclusion, we have presented first measurements of

#0770 /
Figure 7 shows the invariant mass distribution for the?(2S) decays taw f2, pa>, K™'Ky", and¢ f5(1525). The
KK~ pairs that are recoiling against candidage UPPer limits established for the branching fractions for

mesons. No evidence for an enhancement at the ma§&ch of these decay modes are well below the level ob-

of the f} resonance is apparent. There are three event@ined by scaling the corresponditigys branching frac-
in the Fig. 7 distribution within=80 MeV of the f5 mass tion according to expectations based on perturbative QCD.

(m = 1525 MeV, T = 76 MeV). The 90% confidence The puzzle of the hadronic decays of thay and (25)

level upper limit on this number of events is 6.68. Using€Xt€nds from the&/P decay to theVT' decays.

the MC-determined efficiency of 0.181, we determine an W€ gratefully acknowledge the efforts of the staffs
upper limit for the branching fraction of of the BEPC accelerator and the computing center at

the Institute of High Energy Physics (Beijing). The
authors also thank G.D. Zhao, S.J. Brodsky, and S.F.
Tuan for enlightening discussions. This work was
supported in part by the National Natural Science
Table | summarizes the results of branching fractionFoundation of China under Contract No. 19290400;
measurements for thg(2S) — VT decay modes reported the Chinese Academy of Sciences under Contract
here. For comparison, the table includes the data for thblo. KJ85 (IHEP); and by the Department of Energy
corresponding/ /« decays [7] as well as the ratios of the under Contracts No. DE-FG03-92ER40701 (Caltech),
¥ (28) to J /¢ branching fractions. All fours(2S) — VI No. DE-FG03-93ER40788 (Colorado State University),
decay modes are suppressed by a factor of at least I8o. DE-AC03-76SF00515 (SLAC), No. DE-FGO03-
compared to the expectations of Eq. (1). An even higheB1ER40679 (UC Irvine), No. DE-FG03-94ER40833 (U
statistics study would be required to determine whether oHawaii), and No. DE-FG03-95ER40925 (UT Dallas).
not the suppression of théT" decays is as severe as that
of the p7 andK*K decay channels. It is noted that, in a
perturbative QCD quark scheméP decays are forbidden

B(y(28) — ¢ f5(1525)) < 4.5 X 107> (C.L. = 90%).
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We report values of R = o(e"e” — hadrons)/o(ete” — utu~) for 85 center-of-mass energies
between 2 and 5 GeV measured with the upgraded Beijing Spectrometer at the Beijing Electron-Positron
Collider.

DOI: 10.1103/PhysRevLett.88.101802

In precision tests of the Standard Model (SM) [1], the
quantities a (M%), the QED running coupling constant
evaluated at the Z pole, and a,, = (g — 2)/2, the anoma-
lous magnetic moment of the muon, are of fundamental
importance. The dominant uncertainties in both a(M2)

101802-1 0031-9007/02/88(10)/101802(5)$20.00

PACS numbers: 13.85.Lg, 12.15.-y

and aZM are due to the effects of hadronic vacuum po-
larization, which cannot be reliably calculated in the low
energy region. Instead, with the application of dispersion
relations, experimentally measured R values are used to
determine the vacuum polarization, where R is the lowest

© 2002 The American Physical Society 101802-1
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order cross section for e*e~ — y* — hadrons in units of
the lowest-order QED cross section for e*e™ — u*u™,
namely, R = o(e*e™ — hadrons)/c(e"e”™ — u*u"),
where o(e*e” — utu”) = ol = 4wa*(0)/3s.

Values of R in the center-of-mass (c.m.) energy (Ecm.)
range below 5 GeV were measured about 20 years ago
with a precision of 15%—-20% [2—4]. In this Letter, we
report measurements of R at 85 c.m. energies between 2
and 4.8 GeV, with an average precision of 6.6% [5]. The
measurements were carried out with the upgraded Beijing
Spectrometer (BESII) [6] at the Beijing Electron-Positron
Collider (BEPC).

Experimentally, the value of R is determined from the
number of observed hadronic events, N }?133, by the relation

_ N}?:(; - Nbg - ZlNll - Nyy

R
U,E)LMLetrg Ehad(1 + 6)

, ey

where Ny is the number of beam-associated background
events, > ; Ny (I = e, u, 7) are the numbers of lepton-pair
events from one-photon processes, N,, is the number
of two-photon process events that are misidentified as
hadronic events, L is the integrated luminosity, o is the
effective initial state radiative (ISR) correction, €p,q is the
average detection efficiency for hadronic events, and €,
is the trigger efficiency. The triggers and the integrated
luminosity measurement were the same as those used in
a preliminary scan that measured R at six energy points
between 2.6 and 5 GeV [7].

The hadronic event selection is similar with that used
in the first R scan [7] but with improvements that include
the following: for good track selection, the distance of
closest approach requirement (<18 cm) of a track to the
interaction point along the beam axis is not imposed; for
event-level selection, the selected tracks must not all point
into the forward (cosd > 0) or the backward (cosf < 0)
hemisphere. Some distributions comparing data and Monte
Carlo data are shown in Figs. 1(a)—1(c). The cuts used for
selecting hadronic events were varied over a wide range,
e.g., |cosf| from 0.75 to 0.90, Egy from 0.24Epem to
0.32Epeam (Esum 1s the total deposited energy, Epeam the
beam energy), to estimate the systematic error arising from
the event selection; this is the dominant component of the
systematic error as indicated in Table II.

The numbers of hadronic events and beam-associated
background events are determined by fitting the distri-
bution of event vertices along the beam direction with a
Gaussian to describe the hadronic events and a polynomial
of degree one to three for the beam-associated background.
This background varies from 3% to 10% of the selected
hadronic event candidates, depending on the energy. The
fit using a second degree polynomial, shown in Fig. 1(d),
turned out to be the best. The difference between using a
polynomial of degree one or three to that of degree two is
about 1%, which is included in the systematic error in the
event selection.
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FIG. 1. Distributions for E. ,,, = 3.0 GeV of (a) track momen-

tum, (b) track cosé, (c) total energy deposited in the Barrel
Shower Counter (BSC), and (d) event vertex position along the
beam (z) axis. Histograms and dots in (a)—(c) represent Monte
Carlo and real data, respectively; the beam associated back-
ground in (c) has been removed by sideband subtraction.

A special joint effort was made by the Lund group
and the BES Collaboration to develop the LUARLW gen-
erator, which uses a formalism based on the Lund Model
Area Law, but without the extreme-high-energy approxi-
mations used in JETSET’s string fragmentation algorithm
[8]. The final states simulated in LUARLW are exclusive,
in contrast to JETSET, where they are inclusive. Above

S
= i(a)
08 [
06 [
0.4
225 F
| (b)
+ 2r
- :
1.5 |
1 , . ceeecnn LA
S ()
§ 1sF
A .
§ r .""W'
@ [ oo
R
2 25 3 35 4 45 5
Ecm (GeV)
FIG. 2. (a) The c.m. energy dependence of the detection effi-

ciency for hadronic events estimated using the LUARLW gen-
erator. The error bars are the total systematic errors. (b) The
calculated radiative correction and (c) the product of (a) and (b).
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TABLE I. Some values used in the determination of R at a few typical energy points.
Ecm. N+ L €(0) Stat. Syst.
(GeV) NE Ny, (nb™1) (%) 1 + 8o R error error
2.000 1155.4 19.5 47.3 49.50 1.024 2.18 0.07 0.18
3.000 2055.4 243 135.9 67.55 1.038 221 0.05 0.11
4.000 768.7 58.0 48.9 80.34 1.055 3.16 0.14 0.15
4.800 1215.3 92.6 84.4 86.79 1.113 3.66 0.14 0.19

3.77 GeV, the production of D, D*, Dy, and D; is in-
cluded in the generator according to the Eichten Model
[9]. A Monte Carlo event generator has been developed
to handle decays of the resonances in the radiative return
processes e e” — yJ /i or yi(2S) [10].

The parameters in LUARLW are tuned to reproduce
14 distributions of kinematic variables over the entire en-
ergy region covered by the scan [11]. We find that one
set of parameter values is required for the c.m. energy re-
gion below open charm threshold and that a second set is
required for higher energies. In an alternative approach,
the parameter values were tuned point by point throughout
the entire energy range. The detection efficiencies deter-
mined using individually tuned parameters are consistent
with those determined with globally tuned parameters to
within 2%. This difference is included in the systematic
errors. The detection efficiencies were also determined
using JETSET74 for the energies above 3 GeV. The dif-
ference between the JETSET74 and LUARLW results is
about 1% and is also taken into account in estimating the
systematic uncertainty. Figure 2(a) shows the variation of
the detection efficiency as a function of c.m. energy.

We changed the fractions of D, D*, Dy, and D; produc-
tion by 50% and find that the detection efficiency varies
less than 1%. We also varied the fraction of the continuum
under the broad resonances by 20% and find the change of
the detection efficiency is about 1%. These variations are
included in the systematic errors.

Different schemes for the initial state radiative correc-
tions were compared [12—15], as reported in Ref. [7]. Be-
low charm threshold, the four different schemes agree with
each other to within 1%, while above charm threshold,
where resonances are important, the agreement is within
1% to 3%. The radiative correction used in this analysis
is based on Ref. [15], and the differences with the other
schemes are included in the systematic error [16]. In prac-

TABLE II.

tice, the radiative effects in the detection efficiency were
moved into the radiative correction factor by making the
replacement €n,q(1 + 8) — €(0) (1 + Sops), where €(k)
is the efficiency for events with a radiative photon of en-
ergy k, and Syps contains a modification of the brems-
strahlung term to reflect the k¥ dependence of the hadronic
acceptance.

To calculate Sy, a cutoff in s, the effective c.m. en-
ergy after ISR to produce hadrons, has to be made. In our
calculation, the minimum value of s’ should be the thresh-
old for producing two pions, corresponding to kmax = 1 —
s'/s = (0.9805 — 0.9969) in the 2—5 GeV range. Our
criteria to select hadronic events is such that € approaches
zero when k is close to 0.90, which makes us insensitive
to events with high ISR photon energy.

In calculating the radiative correction for the narrow
resonances J /i and (2S), the theoretical cross section
is convoluted with the energy distribution of the colliding
beams, which is treated as a Gaussian with a relative beam
energy spread of 1.32 X 10 %E. ;. (Ecpn in GeV). For
the broad resonances at 3770, 4040, 4160, and 4416 MeV,
the interferences and the energy dependence of total widths
were taken into consideration. Initially the resonance pa-
rameters from PDG2000 [17] were used; then the parame-
ters were allowed to vary and were determined from our
fit. The calculation converged after a few iterations.

We varied the input parameters (masses and widths) of
the J/¢, (2S), and the broad resonances used in the
radiative correction determination by 1 standard devia-
tion from the values quoted in Ref. [17] and find that the
changes in the R value are less than 1% for most points.
Points close to the resonance at 4.0 GeV have errors from
1% to 1.7%. Figure 2(b) shows the radiative correction
as a function of c.m. energy, where the structure at higher
energy is related to the radiative tail of the /(2S) and the
broad resonances in this energy region. Tables I and II

Contributions to systematic errors: experimental selection of hadronic events, lu-

minosity determination, theoretical modeling of hadronic events, trigger efficiency, radiative
corrections, and total systematic error. All errors are in percentages (%).

E.nm. Hadron MC Radiative
(GeV) selection L modeling Trigger correction Total
2.000 7.07 2.81 2.62 0.5 1.06 8.13
3.000 3.30 2.30 2.66 0.5 1.32 5.02
4.000 2.64 243 225 0.5 1.82 4.64
4.800 3.58 1.74 3.05 0.5 1.02 5.14
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TABLE III. Values of R from this experiment; the first error is statistical, the second systematic (E . in GeV).

Ecm. R Ecm. R Ecm. R Ecm. R

2.000 2.18 = 0.07 £ 0.18 3890 2.64 = 0.11 = 0.15 4120 4.11 =024 =023 4340 327 =0.15 = 0.18
2200 238 =0.07 = 0.17 3930 3.18 £0.14 £0.17 4130 399 £0.15 = 0.17 4350 349 = 0.14 £ 0.14
2400 238 =007 £0.14 3940 294 £0.13 £0.19 4140 3.83 +0.15*0.18 4360 347 £0.13 = 0.18
2.500 2.39 = 0.08 £ 0.15 3950 297 £0.13 £0.17 4150 421 £0.18 =£0.19 4380 3.50 = 0.15 £ 0.17
2.600 2.38 = 0.06 £ 0.15 3960 2.79 £ 0.12 £ 0.17 4.160 4.12 £0.15 +£0.16 4390 348 = 0.16 £ 0.16
2700 230 = 0.07 = 0.13 3970 329 = 0.13 = 0.13 4170 412 = 0.15£0.19 4400 391 = 0.16 = 0.19
2800 2.17 £0.06 =0.14 3980 3.13 £0.14 =0.16 4.180 4.18 £0.17 =0.18 4410 3.79 = 0.15 = 0.20
2900 222 = 0.07 £ 0.13 3990 3.06 = 0.15 = 0.18 4.190 4.01 £0.14 = 0.14 4420 3.68 = 0.14 = 0.17
3.000 221 £0.05 = 0.11 4.000 3.16 £ 0.14 £ 0.15 4200 3.87 £0.16 £ 0.16 4430 4.02 = 0.16 = 0.20
3,700 223 £0.08 =008 4010 353*+0.16 =020 4210 320 =*=0.16 £0.17 4440 3.85*0.17 = 0.17
3.730 2.10 £ 0.08 = 0.14 4.020 443 = 0.16 = 0.21 4220 3.62 £0.15 =020 4450 3.75 = 0.15 = 0.17
3750 247 £0.09 = 0.12 4.027 458 = 0.18 = 0.21 4230 321 £0.13 £0.15 4460 3.66 £ 0.17 = 0.16
3760 277 £ 0.11 £ 0.13  4.030 458 =020 =023 4240 324 *=0.12£0.15 4480 354 £0.17 = 0.18
3.764 329 £ 027 =029 4033 432 +0.17 2022 4245 297 =0.11 £0.14 4500 349 = 0.14 = 0.15
3.768 380 £ 033 025 4.040 440 *=0.17 £0.19 4250 271 £0.12 =£0.13 4520 3.25 = 0.13 £ 0.15
3770 355 £0.14 £ 0.19 4050 423 +0.17 =022 4255 288 =0.11 £0.14 4540 323 £0.14 = 0.18
3772 312 £ 024 =023 4060 4.65*0.19 £0.19 4260 297 =0.11 £0.14 4560 3.62 £ 0.13 = 0.16
3776 326 £ 026 = 0.19 4.070 4.14 =020 =0.19 4265 3.04 =0.13 £0.14 4600 331 £0.11 = 0.16
3.780 328 £0.12 £ 0.12 4.080 424 =021 =0.18 4270 326 =0.12 £0.16 4800 3.66 £ 0.14 = 0.19
3790  2.62 £0.11 £0.10 4.090 4.06 =0.17 =0.18 4280 3.08 = 0.12 £ 0.15

3.810 238 =0.10*=0.12 4.100 397 =0.16 =0.18 4300 3.11 =0.12 = 0.12

3850 247 =0.11 £0.13 4110 392 *0.16 =0.19 4320 296 = 0.12 = 0.14

list some of the values used in the determination of R and
the contributions to the uncertainty in the value of R at
a few typical energy points in the scanned energy range,
respectively.

Table III lists the values of R from this experiment.
They are displayed in Fig. 3, together with BESII values
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FIG. 3. (a) A compilation of measurements of R in the
c.m. energy range from 1.4 to 5 GeV. (b) R values from this
experiment in the resonance region between 3.7 and 4.6 GeV.
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from Ref. [7] and those measured by Mark I Collabora-
tion, yy2 Collaboration, and Pluto Collaboration [2—4].
The R values from BESII have an average uncertainty of
about 6.6%, which represents a factor of 2 to 3 improve-
ment in precision in the 2 to 5 GeV energy region. Of this
error, 3.3% is common to all points. These improved mea-
surements have a significant impact on the global fit to the
electroweak data and the determination of the SM predic-
tion for the mass of the Higgs particle [18]. In addition,
they are expected to provide an improvement in the pre-
cision of the calculated value of a5™ [19,20] and test the
QCD sum rules down to 2 GeV [21,22].

We thank the staff of the BEPC Accelerator Center and
IHEP Computing Center for their efforts. We thank B. An-
dersson for helping in the development of the LUARLW
generator. We also acknowledge useful discussions with
M. Davier, B. Pietrzyk, T. Sjostrand, A.D. Martin, and
M. L. Swartz. We especially thank M. Tigner for major
contributions not only to BES but also to the operation
of the BEPC during the R scan. This work is supported
in part by the National Natural Science Foundation of
China under Contracts No. 19991480, No. 19805009, and
No. 19825116; the Chinese Academy of Sciences under
Contracts No. KJ95T-03, and No. E-01 (IHEP); and
by the Department of Energy under Contracts No. DE-
FGO03-93ER40788 (Colorado State University), No. DE-
ACO03-76SF00515 (SLAC), No. DE-FG03-94ER40833
(University of Hawaii), No. DE-FG03-95ER40925 (Uni-
versity of Texas at Dallas), and by the Ministry of Science
and Technology of Korea under Contract No. KISTEP
1-03-037 (Korea).

101802-4



VOLUME 88, NUMBER 10

PHYSICAL REVIEW LETTERS

11 MARrcH 2002

[1] Z.G. Zhao, Int. J. Mod. Phys. A 15, 3739 (2000).
[2] Mark I Collaboration, J. L. Siegrist et al., Phys. Rev. D 26,
969 (1982).
[3] y7y2 Collaboration, C. Bacci et al., Phys. Lett. 86B, 234
(1979).
[4] Pluto Collaboration, L. Criegee et al., Phys. Rep. 83, 151
(1982); Ch. Berger et al., Phys. Lett. 81B, 410 (1979).
[5] Z.G. Zhao, Nucl. Phys. A675, 13c (2000).
[6] BES Collaboration, J.Z. Bai et al., Nucl. Instrum. Methods
Phys. Res., Sect. A 458, 627 (2001).
[7] BES Collaboration, J. Z. Bai et al., Phys. Rev. Lett. 84, 594
(2000).
[8] B. Andersson and Haiming Hu, hep-ph/9910285.
[9] E. Eichten et al., Phys. Rev. D 21, 203 (1980).
[10] J.C. Chen et al., Phys. Rev. D 62, 034003 (2000).
[11] Haiming Hu et al., High Energy Phys. Nucl. Phys. (in
Chinese) 25, 1035 (2001).
[12] F. A.Berends and R. Kleiss, Nucl. Phys. B178, 141 (1981).
[13] G. Bonneau and F. Martin, Nucl. Phys. B27, 387 (1971).

101802-5

[14] E.A. Kuraev and V.S. Fadin, Sov. J. Nucl. Phys. 41, 3
(1985).

[15] A. Osterheld et al., SLAC Report No. SLAC-PUB-4160,
1986.

[16] Haiming Hu et al, High Energy Phys. Nucl. Phys. (in
Chinese) 25, 701 (2001).

[17] Particle Data Group, D.E. Groom et al., Eur. Phys. J. C
15, 1 (2000).

[18] H. Burkhardt and B. Pietrzyk, Phys. Lett. B 513, 46 (2001).

[19] B. Pietrzyk, in Proceedings of the 30th International Con-
ference on High Energy Physics, Osaka, Japan, 2000,
edited by C.S. Lim and Taku Yamanaka (World Scien-
tific, Singapore, River Edge, NJ, 2001); Robert Carey, ibid.;
Atul Gurtu, ibid.

[20] A. Martin et al., Phys. Lett. B 492, 69 (2000).

[21] M. Davier and A. Hoecker, Phys. Lett. B 419, 419 (1998).

[22] J.H. Kuehn and M. Steinhauser, Phys. Lett. B 437, 425
(1998).

101802-5



week ending
VOLUME 91, NUMBER 2 PHYSICAL REVIEW LETTERS 11 JULY 2003

Observation of a Near-Threshold Enhancement in the pp Mass Spectrum
from Radiative J/¢ — ypp Decays

J.Z. Bai,' Y. Ban,” J. G. Bian,' X. Cai,' J.F Chang,' H. E Chen,'® H.S. Chen,' J. Chen,? Jie Chen,® J.C. Chen,'
Y.B. Chen,' S. P.Chi,' Y. P. Chu,' X. Z. Cui,' Y. M. Dai,” Y. S. Dai,'” L. Y. Dong,' S. X. Du,"® Z. Z. Du,' W. Dunwoodie, '
J. Fang,' S.S. Fang,' C.D. Fu,' HY. Fu,' L.P. Fu,° C.S. Gao," M. L. Gao,' Y. N. Gao,"* M. Y. Gong,' W. X. Gong,'
S.D. Gu,' Y. N. Guo,' Y. Q. Guo,' Z.J. Guo,? S.W. Han,' E A. Harris,"” J. He," K. L. He,' M. He,'® X. He,' Y. K. Heng,'
T. Hong,' H.M. Hu,' T. Hu,' G. S. Huang,' L. Huang,® X. P. Huang,' J. M. Izen,"” X. B. Ji,' C. H. Jiang," X. S. Jiang,'
D.P Jin,' S. Jin,' Y. Jin,' B.D. Jones,"” Z.J. Ke,' D. Kong,"” Y.F Lai,' E Li,' G. Li, H.H. Li,” J. Li,! .C. Li,' K. Li,°
QJLi,'R.B.Li,)R Y. Li,) W. Li,) W.G. Li, X. Q. Li,® X. S. Li," C. E Liu,"® C. X. Liu," Fang Liu,'® F. Liu,” H. M. Liu,’
J.B.Liu," I.P. Liu,'"® R.G. Liu,' Y. Liu,' Z. A. Liu,' Z. X. Liu," X. C. Lou,” G.R. Lu,* E Lu,' H. J. Lu,'° J.G. Lu,' Z. J. Lu,"
X.L. Luo," E.C. Ma,' EC. Ma,” .M. Ma,' R. Malchow,” Z. P. Mao,' X. C. Meng,' X. H. Mo, J. Nie,' Z. D. Nie,’
S.L. Olsen," D. Paluselli,” H. P. Peng,'® N. D. Qi,' C. D. Qian," J. E Qiu,' G. Rong,' D. L. Shen,' H. Shen,' X. Y. Shen,’
H.Y. Sheng,' E Shi,' L.W. Song," H. S. Sun,' S.S. Sun,'® Y. Z. Sun,' Z. J. Sun,' S. Q. Tang,' X. Tang,' D. Tian,' Y. R. Tian,"*
W. Toki,” G. L. Tong,1 G.S. Varner," J. Wang,1 J.Z Wang,l L. Wang,l L.S. Wang,1 M. Wang,l Meng Wang,1 P Wang,1
P L. Wang,1 W.E Wang,1 Y.E Wang,1 Zhe Wang,1 Z. Wang,1 Zheng Wang,1 Z.Y. Wang,2 C.L.Wei,! N.Wu,! X. M. Xia,!
X. X. Xie,' G.E Xu,' Y. Xu,! S.T. Xue,' M. L. Yan,'® W. B. Yan,' G. A. Yang,' H. X. Yang,'* J. Yang,'® S. D. Yang,'
M. H. Ye,” Y. X. Ye,'® J. Ying,” C.S. Yu,' G.W. Yu,' C. Z. Yuan,' J. M. Yuan,' Y. Yuan,' Q. Yue,' S. L. Zang,' Y. Zeng,°
B.X. Zhang,' B.Y. Zhang,' C.C. Zhang,' D. H. Zhang,' H. Y. Zhang,' J. Zhang,' J. M. Zhang,* J.W. Zhang,' L. S. Zhang,'
Q.J. Zhang,' S.Q. Zhang,' X. Y. Zhang," Y.J. Zhang,” Yiyun Zhang,'* Y.Y. Zhang,' Z. P. Zhang,'® D. X. Zhao,'
Jiawei Zhao,'® J.W. Zhao,' P.P. Zhao,' W.R. Zhao,! Y. B. Zhao,' Z. G. Zhao,"* J. P, Zheng,l L.S. Zheng,l Z.P Zheng,1
X.C. Zhong,1 B.Q. Zhou,' G. M. Zhou,'! L. Zhou,! N. E Zhou,' K. J. Zhu,! QM. Zhu,! Yingchun Zhu,! Y.C. Zhu,!
Y.S. Zhu,' Z. A. Zhu,' B. A. Zhuang,] and B.S. Zou.!

(BES Collaboration)

'Institute of High Energy Physics, Beijing 100039, People’s Republic of China
2China Center of Advanced Science and Technology, Beijing 100080, People’s Republic of China
3Colorado State University, Fort Collins, Colorado 80523, USA
*Henan Normal University, Xinxiang 453002, People’s Republic of China
SHuazhong Normal University, Wuhan 430079, People’s Republic of China
SHunan University, Changsha 410082, People’s Republic of China
"Liaoning University, Shenyang 110036, People’s Republic of China
8Nankai University, Tianjin 300071, People’s Republic of China
Peking University, Beijing 100871, People’s Republic of China
Shandong University, Jinan 250100, People’s Republic of China
YShanghai Jiaotong University, Shanghai 200030, People’s Republic of China
12Sichuan University, Chengdu 610064, People’s Republic of China
'3Stanford Linear Accelerator Center, Stanford, California 94309, USA
14Tsinglma University, Beijing 100084, People’s Republic of China
S University of Hawaii, Honolulu, Hawaii 96822, USA
University of Science and Technology of China, Hefei 230026, People’s Republic of China
17 University of Texas at Dallas, Richardson, Texas 75083-0688, USA
BWuhan University, Wuhan 430072, People’s Republic of China
YZhejiang University, Hangzhou 310028, People’s Republic of China
(Received 7 March 2003; published 10 July 2003)

We observe a narrow enhancement near 2m,, in the invariant mass spectrum of pp pairs from
radiative J/ — vy pp decays. No similar structure is seen in J/¢y — 7°pp decays. The results are based
on an analysis of a 58 X 10° event sample of J/i decays accumulated with the BESII detector at the
Beijing electron-positron collider. The enhancement can be fit with either an S- or P-wave Breit-Wigner
resonance function. In the case of the S-wave fit, the peak mass is below 2m, at M =
185913 (stat)*3s(syst) MeV/c? and the total width is I' <30 MeV/c? at the 90% confidence level.
These mass and width values are not consistent with the properties of any known particle.
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There is an accumulation of evidence for anomalous
behavior in the proton-antiproton (pp) system very near
the M, = 2m, mass threshold. The observed cross sec-
tion for e* e~ — hadrons has a narrow diplike structure at
a center of mass energy of /s = 2mpc2 [1]. The proton’s
timelike magnetic form factor, determined from high
statistics measurements of the pp — e e~ annihilation
process, exhibits a very steep falloff just above the pp
mass threshold [2]. The authors of Ref. [1] attribute
these features to a narrow, subthreshold J°€ = 17 reso-
nance with mass 1870 = 10 MeV/c? and width " = 10 +
5 MeV/c?. In studies of p annihilations at rest in deute-
rium, anomalies in the charged pion momentum spec-
trum from pd — 7~ 7°p and 7t 7 n reactions [3] and
the proton spectrum from pd — p27 " 37~ [4] have been
interpreted as effects of narrow, below-threshold reso-
nances. There are no well established mesons that could
be associated with such a state. The proximity in mass to
2m, is suggestive of nucleon-antinucleon (NN) bound
states, an idea that has a long history. In 1949, Fermi
and Yang [5] proposed that the pion was a tightly bound
NN state. Nambu and Jona-Lasinio [6] expanded on this
in 1961 with a model based on chiral symmetry that has,
in addition to a low-mass pion, a scalar pp composite
state with mass equal to 2m,,. Although these ideas have
been superseded by the quark model [7], the possibility of
bound NN states with mass near 2m,,, generally referred
to as baryonium, continues to be considered [8]. Recently
Belle has reported observations of the decays B —
K" pp [9] and B — D°pp [10]. In both processes there
are enhancements in the pp invariant mass distributions
near M, = 2m,. An investigation of low-mass pp sys-
tems with different quantum numbers may help clarify
the situation.

In this Letter we report a study of the low-mass pp
pairs produced via radiative decays in a sample of 58 X
10° J/¢ events accumulated in the upgraded Beijing
Spectrometer (BESII) located at the Beijing Electron-
Positron Collider (BEPC) at the Beijing Institute of
High Energy Physics. This reaction produces pp systems
with even C parity and, thus, probes states with different
quantum numbers than those studied in Refs. [1,2].

BESII is a large solid-angle magnetic spectrometer that
is described in detail in Ref. [11]. Charged particle mo-
menta are determined with a resolution of o), /p=
1.78%-/1 + p*>(GeV?) in a 40-layer cylindrical drift
chamber. Particle identification is accomplished by
specific ionization (dE/dx) measurements in the drift
chamber and time-of-flight (TOF) measurements in a
barrel-like array of 48 scintillation counters. The dE/dx
resolution is 0 gg 4 = 8.0%; the TOF resolution is
oror = 180 ps; both systems independently provide
more than 30 separation of protons from any other
charged particle species for the entire momentum range
considered in this experiment. Radially outside of the
time-of-flight counters is a 12-radiation-length barrel
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shower counter (BSC) comprised of gas proportional
tubes interleaved with lead sheets. The BSC measures
the energies and directions of photons with resolutions
of op/E=21%/\E(GeV), o, =79 mrad, and o, =
2.3 mrad. The iron flux return of the magnet is instru-
mented with three double layers of counters that are used
to identify muons.

For this analysis we use events with a high energy
gamma ray and two oppositely charged tracks each of
which is well fitted to a helix originating near the inter-
action point. Candidate y’s are associated with energy
clusters in the BSC that have less than 80% of their total
energy in any one readout layer and do not match the
extrapolated position of any charged track. Since antipro-
tons that stop in the material of the TOF or BSC can
produce annihilation products that are reconstructed
elsewhere in the detector as y rays, no restrictions are
placed on the total number of neutral clusters in the event.
We use charged tracks and ’s that are within the polar
angle region |cosf| < 0.8 and reject events where both
tracks are identified as muons, or produce high energy
showers in the BSC that are characteristic of electrons.
The dE/dx information is used to form particle identi-
fication confidence levels P! .4» Where i denotes 7, K, and
p. We require that both charged tracks have ngid > ’P]’fid
and PJ; > P7;. A study based on a kinematically se-
lected sample of J/¢y — K**K+* — K* K~ 7¥ events in-
dicates that the probability for a charged kaon to satisfy
this requirement is less than 1% per track.

We subject the surviving events to four-constraint kin-
ematic fits to the hypotheses J/¢ — ypp and J/¢p —
vK* K~ . For events with more than one vy, we select the
v that has the highest fit confidence level (C.L.). We select
events that have fit confidence level C.L., 5 > 0.05 and
reject events that have C.L. x+gx- > C.L., 5.

Figure 1 shows the pp invariant mass distribution for
surviving events. The distribution has a peak near M ,;; =
2.98 GeV/c? that is consistent in mass, width, and yield
with expectations for J /¢y — yn., n. — pp [12], a broad
enhancement around M ,; ~ 2.2 GeV/c?, and a narrow,
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FIG. 1. The pp invariant mass distribution for the J/¢ —

ypp-enriched event sample.
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low-mass peak at the pp mass threshold that is the subject
of this Letter.

Backgrounds from processes involving charged par-
ticles that are not protons and antiprotons are negligibly
small. In addition to being well separated from other
charged particles by the dE/dx measurements and the
kinematic fit, the protons and antiprotons from the low
M ,;; region stop in the TOF counters and, thus, have very
characteristic BSC responses: protons do not produce any
matching signals in the BSC while secondary particles
from antiproton annihilation usually produce large sig-
nals. This asymmetric behavior is quite distinct from that
for KYK~, w" @, or et e” pairs, where the positive and
negative tracks produce similar, nonzero BSC responses.
The observed BSC energy distributions for the selected
J/¢— ypp events with M,5; = 1.9 GeV/c* closely
match expectations for protons and antiprotons and
show no evidence for contamination from other particle
species.

There is, however, a large background from J/¢ —
7° pp events with an asymmetric 7° — yy decay where
one of the photons has most of the 7”’s energy. This is
studied using a sample of J/¢ — #°pp decays recon-
structed from the same data sample. For these, we select
events with oppositely charged tracks that are identified
as protons and with two or more photons, apply a four-
constraint kinematic fit to the hypothesis J/¢ — yypPp,
and require C.L.,,,, > 0.005. For events with more than
two y’s, we select the y pair that produces the best fit.
In the M,, distribution of the selected events there
is a distinct 7° signal; we require IMW - Mol <
0.03 GeV/c* (*20). The distribution of events vs
M, —2m, near the M,; = 2m, threshold, shown in
Fig. 2(a), is reasonably well described by a function of

ol @ H

Events/0.005 GeV/c?

Events/0.005 GeV/c?
n
()]
I

0.00 010 0.20 0.30
M(p p)-2m,, (GeV/c?)

FIG. 2. The M,; — 2m, distribution for (a) selected J /i —
70pp decays and (b) MC J/i — 7°pp events that satisfy the
vpPp selection criteria. The smooth curves are the result of fits
described in the text.
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the form fi,(8) = N(8'% + a,8%% + a,8%?), where
0 =M,; —2m, and the shape parameters a; and a,
are determined from a fit to simulated Monte Carlo
(MC) events that were generated uniformly in phase
space. This is shown in the figure as a smooth curve.
There is no indication of a narrow peak at low pp invari-
ant masses. Monte Carlo simulations of other J/i decay
processes with final-state pp pairs indicate that back-
grounds from processes other than J/ — 7° pp are neg-
ligibly small.

The M, — 2m,, distribution for the 7 pp phase-space
MC events that pass the ypp selection is shown in
Fig. 2(b). There is no clustering at threshold; the smooth
curve is the result of a fit to fi,,(6) with the same shape
parameter values.

In BESII, the detection efficiency for protons and
antiprotons falls sharply for three momenta below
0.4 GeV/c. This produces a mass dependence in the
experimental acceptance near M,; ~2m, for J/¢ —
ypp and 7°pp. For both processes, when M pp 18 very
near 2m,,, the p and p both have three momenta very near
0.5 GeV/c and are well detected. For increasing pp
masses, more asymmetric energy sharing is possible
and the acceptance decreases until M ,; ~2.0 GeV/c?,
where it is = 0.65 of its value at M ,;; = 2m,,.

Figure 3(a) shows the threshold region for the selected
J/y — ypp events. The dotted curve in the figure indi-
cates how the acceptance varies with invariant mass. The
solid curve shows the result of a fit using an acceptance-
weighted S-wave Breit-Wigner (BW) function [13] to
represent the low-mass enhancement plus fbkg(S) to

150 —a—
L o)
w
3 100 -
&L
e
o L
o
S [
@ 501
s L
w L
bcosoolond —++ + 4+ & p
0 poasseeprrad ——+——+————————+—+—
goo |- b) -
st 1
o
3 | J
>
w = 4
°
2 400 - _
<
o L J
[
= + ]
0 L 1 1 1 1 l 1 1 1 1 1 1 1 1
0.00 0.10 0.20 0.30
M(p p) - 2m, (GeV/c?)
FIG. 3. (a) The near threshold M,; —2m, distribution for

the ypp event sample. The solid curve is the result of the fit
described in the text; the dashed curve shows the fitted back-
ground function. The dotted curve indicates how the accept-
ance varies with pp invariant mass. (b) The M,; —2m,
distribution with events weighted by ¢,/q.
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represent the background. The mass and width of the BW
signal function are allowed to vary and the shape pa-
rameters of fbkg(ﬁ) are fixed at the values derived from
the fit to the 7°pp phase-space MC sample [14]. This fit
yields 928 * 57 events [15] in the BW function with a
peak mass of M = 185973 MeV/c? and a full width of
[ = 0 =21 MeV/c?. Here the errors are statistical only:
those for the event yield and the width are derived from
the fit; the determination of the statistical errors for the
mass is discussed below. The fit confidence level is 46.2%
(x?/d.o.f. = 56.3/56).

Monte Carlo studies indicate that in the presence of
background, the determination of the peak mass for a
below-threshold resonance is more unreliable the further
the peak position is below threshold. This produces an
asymmetric distribution of mass input values that can
produce our measured result. Moreover, the rms spread
of these values increases for lower input masses, indicat-
ing that the statistical error returned by our mass fit
underestimates the negative error. Because of this, we
quote statistical errors for the mass that are derived
from the rms spreads of fit results for an ensemble of
MC experiments with different input mass values.

Further evidence that the peak mass is below the 2m,,
threshold is provided in Fig. 3(b), which shows the
M, — 2m,, distribution when the kinematic threshold
behavior is removed by weighting each event by gy/q,
where ¢ is the proton momentum in the pp rest frame and
qo is the value for M, ; =2 GeV/c?. The sharp and
monotonic increase at threshold that is observed in this
weighted histogram can occur only for an S-wave BW
function when the peak mass is below 2m,,.

An S-wave pp system with even C parity would cor-
respond to a0~ pseudoscalar state. We also tried to fit the
signal with a P-wave BW function, which would corre-
spond to a 0*" (3P) scalar state that occurs in some
models [6,8]. This fit yields a peak mass M = 1876.4 =
0.9 MeV/c?, which is very nearly equal to 2m,, and a
very narrow total width: I' = 4.6 = 1.8 MeV/cf (statis-
tical errors only). The fit quality, y*/d.o.f. = 59.0/56, is
worse than that for the S-wave BW but still acceptable. A
fit with a D-wave BW fails badly with y?/d.o.f. =
1405/56.

In addition we tried fits that use known particle
resonances to represent the low-mass peak. There
are two spin-zero resonances listed in the Particle Data
Group (PDG) tables in this mass region [16]: the 1(1760)
with M, 1760 = 1760 = 11 MeV/c? and T, (1760) = 60 =
16 MeV/c?, and the w(1800) with M (500 =
1801 = 13 MeV/c? and T (1500) = 210 % 15 MeV. A fit
with fy, and an acceptance-weighted S-wave BW func-
tion with mass and width fixed at the PDG values for the
1(1760) produces x?/d.o.f. = 323.4/58. A fit using a BW
with the 7(1800) parameters is worse.

For both the scalar and pseudoscalar case, the polar
angle of the photon, 6., would be distributed according
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FIG. 4. The background-subtracted, acceptance-corrected
|cos@,| distribution for J/i — ypp-enriched events with
M, = 1.9 GeV/c?. The solid curve is a fit to a 1 + cos?6,,
shape for the region |c0st9y| = 0.8; the dashed curve is the
result of a fit to sin’6,.

tol + coszﬂy. Figure 4 shows the background-subtracted,
acceptance-corrected |cos¢97| distribution for events
with M, = 1.9 GeV and |cosf, | = 0.8. Here we have
subtracted the | cosf,o| distribution from the 7°pp data
sample, normalized to the area of f,(8) for M,; <
1.9 GeV/c? to account for background. The solid curve
shows the result of a fit for 1 + 00520y to the |cos¢97| <
0.8 region; the dashed line shows the result of a similar fit
to sinzﬁy. Although the data are not precise enough to
establish a 1 + 005207 behavior, the distribution is con-
sistent with expectations for a radiative transition to a
pseudoscalar or scalar meson [17].

We evaluate systematic errors on the mass and width
from changes observed in the fitted values for fits with
different bin sizes, with background shape parameters left
as free parameters, different shapes for the acceptance
variation, and different resolutions. The ensemble Monte
Carlo studies mentioned above indicate that in the pres-
ence of background, the determination of the parameters
of a subthreshold BW resonance can be biased. We include
the range of differences between input and output values
seen in the MC study in the systematic errors.

For the mass, we determine a systematic error of
fgs MeV/c?. For the total width, we determine a 90%
confidence level upper limit of I' < 30 MeV/c?, where
the limit includes the systematic error.

Using a Monte Carlo determined acceptance of 23%,
we determine a product of branching fractions B(J /¢ —
¥X)B(X — pp) = 7.0 = 0.4(stat) "3 (syst) X 1073,
where the systematic error includes uncertainties in the
acceptance (10%), the total number of J/is decays in the
data sample (5%), and the effects of changing the various
inputs to the fit (F347%).

In summary, we observe a strong, near-threshold en-
hancement in the pp invariant mass distribution in the
radiative decay process J/¢ — ypp. No similar structure
is seen in J /i — 7°pp decays. The structure has proper-
ties consistent with either a J°¢ = 07" or 0" quantum
number assignment and cannot be attributed to the effects
of any known meson resonance. If interpreted as a single
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0~ resonance, its peak mass is below the M, = 2m,
threshold at 185973, (stat) *3;(syst) MeV/c? and its width
is I' < 30 MeV/c? at the 90% C.L. These mass and width
values are close to those of the 17~ state discussed in
Ref. [1], which suggests that these states may be related. A
search for a state with these properties in radiative J/i
decays to mesonic final states is in progress.
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The decay (2S) — K9K? is observed using #(25) data collected with the Beijing Spectrometer at
the Beijing Electron-Positron Collider; the branching fraction is determined to be B((25) — K3K?) =
(5.24 + 0.47 = 0.48) X 1073. Compared with J/¢ — KIK?, the ¢(25) branching fraction is enhanced
relative to the prediction of the perturbative QCD ‘““12%” rule. The result, together with the branching
fractions of (2S) decays to other pseudoscalar meson pairs (777~ and KT K ™), is used to investigate
the relative phase between the three-gluon and the one-photon annihilation amplitudes of (25) decays.
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It has been determined that for many two-body ex-
clusive J/is decays, such as vector pseudoscalar (VP),
vector-vector, pseudoscalar-pseudoscalar (PP) meson de-
cays, and nucleon-antinucleon decays, the relative phases
between the three-gluon and the one-photon annihilation
amplitudes are near 90° [1-6]. For #(2S) decays, the
available information about the phase is much more lim-
ited because there are fewer experimental measurements.
It has been argued that the relative phases in #(2S5) decays
should be similar to those in J/¢ decays [1,7], but the
analysis of #(2S) to VP decays in Ref. [1] indicates this
phase is likely to be around 180°. Another analysis of this
mode though shows the relative phase observed in J/i
decays could also fit these decays [8], but it could not rule
out the 180° possibility due to the big uncertainties in the
experimental data. Therefore it is important to measure
phases in other (2S) decay modes.

In (2S) — PP, the currently available measurements
on 7t~ and K"K~ are from DASP (DESY double-arm
spectrometer) [9], with huge errors. These do not provide
enough information to extract the phase since there are
three free parameters in the parametrization of the PP
amplitudes [4,5,10]. The result for #(25) — K3K? is also
needed to get the phase [11].

Furthermore, there is a long-standing “p7 puzzle”
between J/i and (2S) decays in some decay modes;
many (2S) decay channels compared with the corre-
sponding J/¢ decays are suppressed relative to the per-
turbative QCD (pQCD) predicted “12% rule’” [12]. It is
of great interest to check this in more channels.

In this Letter, the decay #(2S) — K3K? is reported,
and its branching fraction is used to determine the phase
between the three-gluon and one-photon annihilation
amplitudes and to test the 12% rule between J/¢ and
(2S) decays. The data used for the analysis are taken
with the Beijing Spectrometer (BESII) detector at the
Beijing Electron-Positron Collider (BEPC) storage ring
at a center-of-mass energy corresponding to M. The
data sample contains a total of (14.0 = 0.7) X 10% (2S)
decays, as determined from inclusive #(2S) hadronic
decays [13].

BESII is a conventional solenoidal magnet detector that
is described in detail in Refs. [14,15]. The subdetectors
relevant to this analysis are the main drift chamber
(MDC) and the barrel shower counter (BSC). MDC is a
40-layer drift chamber, which provides trajectory and
energy loss (dE/dx) information for charged tracks over
85% of the total solid angle. The momentum resolution is
o,/p = 00171+ p*(pinGeV/c). The BSCisa 12 rl,
lead-gas electromagnetic calorimeter. It measures the
energies of electrons and photons over ~80% of the total
solid angle with an energy resolution of oz/E =
22%/+E (E in GeV).

A Monte Carlo simulation is used for the determina-
tion of the detection efficiency. For the signal channel,
#(2S) — K9K?, the angular distribution of the K2 or K}
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is generated as sin’f, where 6 is the polar angle in the
laboratory system. The K9 is allowed to decay and inter-
act with the material in the detector, and for the Kg, only
K) — 7+ @ is generated. The detector response is simu-
lated using a GEANT3 based Monte Carlo program.
Reasonable agreement between data and Monte Carlo
simulation has been observed in various channels tested,
including ete™ — (y)ete ,ete” = (y)u u=, J/p—
pp, and Y(2S) = 7w a I/, T/ — €T (L= e, ).

Candidate events are required to satisfy the following
selection criteria: (i) The number of charged tracks is
required to be two with net charge zero. (ii) Each track
should satisfy | cosf| < 0.8, where @ is the polar angle in
the MDC, and should have a good helix fit so that the
error matrix from track fitting is available for secondary
vertex finding. (iii) £5' < 1.0 GeV, where EY" is the total
energy of the neutral clusters in the BSC which are not
associated with the charged tracks.

The two tracks are assumed to be 7% and 7. To find
the intersection of the two tracks, an iterative, nonlinear
least squares technique is used. The intersection is taken
as the K9 vertex, and the momentum of the K} is calcu-
lated at this point. Figure 1 shows a scatter plot of the
7t 7~ invariant mass versus the decay length in the
transverse plane (L,,) for events that satisfy the above
selection criteria and have 7*#7~ momentum greater
than 1.7 GeV/c. The cluster of events with mass consis-
tent with the nominal Kg mass and with a long decay
length indicates a clear KO signal. The lack of events at
Ly, > 0.1 mis due to the trigger, which is discussed later.

Fits of the 777~ invariant mass distributions (not
shown) indicate good agreement between data and
Monte Carlo simulation in both mass and the mass reso-
lution. After requiring L,, > 1 cm and 7t 7~ mass
within twice the mass resolution around the K9 nominal
mass, the Kg momentum distribution, shown in Fig. 2(a),
is obtained. In the plot, there is a clear peak at around
1.77 GeV/c with low background, as indicated by the Kg
mass sideband (30 away from the Kg nominal mass on
both sides) events. The excess at lower momentum, which
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FIG. 1 (color online). Scatter plot of 7" 7~ invariant mass
versus the decay length in the transverse plane for events with
7t 7~ momentum greater than 1.7 GeV/c for (a) data and
(b) Monte Carlo simulation.
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FIG. 2 (color online). The K(S) momentum distributions for
data at the /(2S) peak (a) and at /s = 3.65 GeV (b). The dots
with error bars are data and the curves shown in the plots are
the best fit of the data. For (a), the dark shaded histogram is
from K9 mass sideband events, and the light shaded histogram
is from the Monte Carlo simulated backgrounds. For (b), the
shaded histogram is for K9 mass sideband events, while the
dotted histogram is the expected shape of a K9K? signal as
determined by Monte Carlo simulation (not normalized).

is not explained by the sideband background, is due to
the contribution of the background channels with K}
production.

The main K} production backgrounds near the signal
region are from (25) — K*°(892)K° + c.c. and (25) —
YXc1r X1 — K*9(892)K° + c.c., where the K** decays
into K° and 7° and one of the K’s becomes a K9 and
the other one becomes a K. The background from
(28) = yxes(J = 0,2), x.; — K2K?, where one of the
K decays into 7w* 77~ and the other decays into 7%, is
removed almost entirely (more than 95%) by the EY'
requirement, according to the Monte Carlo simulation.
The decay #(2S)— J/¢ + X with J/¢ decaying into
KX has a big branching fraction, but the K momentum
is much lower. The decays x.o and x., — K3K? violate
CP conservation, and y.; — KyK? violates parity con-
servation, so they do not contribute to the background.
The light shaded histogram in Fig. 2(a) shows the con-
tribution of the background channels normalized to the
known branching fractions [16,17]. It can be seen that the
agreement between the background estimation and data is
good near the K{KY peak, indicating that the estimation
of the background under the KK peak is reliable.

Under SU(3) symmetry, K9K? production via virtual
photon annihilation is forbidden. This is checked by
applying the same selection criteria to the data sample
taken below the ¥(25) peak, at /s = 3.650 GeV, with an
integrated luminosity of about one-third of that at the
(2S) peak. Figure 2(b) shows the KO momentum spec-
trum of the selected events; the events in the signal region
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agree well with expectation from the K§ mass sideband
events. Taking all four candidates with momentum be-
tween 1.7 and 1.9 GeV/c as signal, the upper limit of the
production cross section at the 90% C.L. is measured to be
o < 5.9 pb. The background from the continuum contri-
bution is thus neglected in the following analysis since no
evidence for KgKg production via the virtual photon
process is observed.

The K momentum spectrum of the selected events
is fitted from 1.45 to 2.0 GeV/c with a Gaussian distri-
bution for the signal and an exponential for the back-
ground using the unbinned maximum likelihood method.
The result is shown in Fig. 2(a). The backgrounds from
the K9 mass sidebands and the simulated background
channels are also shown, and they agree with the fitted
background reasonably well near the signal region, con-
sidering the uncertainties in the global normalization of
the background channels. The peak Kg momentum is
(1775.0 £ 3.3) MeV/c, which is in good agreement
with the Monte Carlo expectation for (2S) — KJK?.
The momentum resolution also agrees well with the
Monte Carlo (MC) simulation. The fit yields n° =
156 = 14 events, and the efficiency for detecting ¢(25) —
KOK?, with KO — 7t 7™ is eyc = (41.59 * 0.48)% from
the Monte Carlo simulation, where the error is due to the
limited statistics of the Monte Carlo sample. The statis-
tical significance of the signal is 13.7¢ obtained by
comparing fits with signal and with no signal.

Because of the long decay length of the high momen-
tum Kg particles and the trigger requirement for hits in
the vertex chamber (VC), the trigger efficiency of K{K?
events is very different than for normal hadronic events.
Since the trigger system is not included in the Monte
Carlo simulation, the trigger efficiency is measured using
K%K? events by comparing the number of events beyond
and within the outer radius of the VC with what would be
expected for an exponential decay, which yields a trigger
efficiency of &, = (76.0 = 1.8)%. The systematic errors
in the branching fraction measurement from this source
and all other sources are listed in Table L

TABLE I. Summary of systematic errors.
Source Systematic errors (%)

MC statistics 1.2

Trigger efficiency 2.4

Secondary vertex finding 4.1
EY' < 1.0 GeV 2
MDC tracking 4

Fit range 2.4

Background shape 3.0
Nys) 5

B(KY— 7rar™) 0.4

Total systematic error 9.2
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The efficiency of the secondary vertex finding, &,,4, is
studied using J/i — K*(892)K + c.c. events. It is found
that the Monte Carlo simulates data fairly well
Extrapolating the difference between data and Monte
Carlo simulation to the K momentum range under study
and correcting by the polar angle dependence of the
efficiency, a correction factor of (98.1 = 4.0)% is ob-
tained to the Monte Carlo efficiency.

The effect of the requirement on the total energy of the
photon candidates is checked with J/¢ — KJK? events.
The efficiency is very high (>90%), and the efficiency
difference between data and Monte Carlo simulation is
measured to be 0.99 = 0.01; data are slightly lower than
Monte Carlo simulation. No correction to the final effi-
ciency is made, and 2% is taken as the systematic error on
the efficiency associated with this requirement.

The simulation of the tracking efficiency agrees with
data to within 1%—2% for each charged track as measured
using channels like J/ — AA and ¢(2S) — 7" 7~ J /4,
J/— u* u~. The systematic error for the channel of
interest is taken conservatively as 4%.

The Monte Carlo simulated mass resolution and mo-
mentum resolution of the Kg agree with those determined
from data within the statistical uncertainties. The require-
ment that the K mass be within 2 standard deviations
introduces a very small systematic bias and is neglected.

Varying the lower and upper bounds of the fitting range
results in a 2.4% change in the number of the events; using
a second order polynomial for the background parame-
trization causes a 3% change in the number of events.
These are taken as systematic errors. The systematic error
in the total number of ¥(2S) events, Ny, which is
measured using inclusive hadrons in the same way as in
Ref. [13], is taken as 5%. The systematic error on the
branching fraction B(Ky — 7w*7~) is obtained from
Ref. [17] directly.

Figure 3 shows the cosine of the K9 polar angle for
KgKg events from #(25) decays; agreement between data
and Monte Carlo simulation is observed. This distribution

15} ]
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Entries/0.1

FIG. 3 (color online). Distribution of the cosine of the Kg
polar angle of KgKg events from (2S) decays. Dots with error
bars are data, and the histogram is the Monte Carlo simulation.
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is also checked with a larger sample from J/¢ — K%K?,
where the Monte Carlo simulation agrees with data very
well. This indicates that the angular distribution used in
the Monte Carlo generator is correct.

The branching fraction of #(2S) — K%K? is calcu-
lated with

n /(epc * Eqig * E2na)

28) — K9K)) = .
B(lﬂ( S) $ L) Nw(zs)B(Kg — 7T+7T_)

Using numbers from above (listed in Table II), one
obtains

B((2S) — KIKY) = (5.24 = 0.47 = 0.48) X 1073,

where the first error is statistical and the second
systematic.

Comparing with the corresponding branching fraction
for J/¢ — K9KY from BESII [(1.82 % 0.14) X 107]
[18], one gets

_ B((2S) — K§K}) _

28.8 = 3.7)%
B(J/lﬁ—’KgKg) (28.8 + 3.7)%,

O

where the common errors in the J/i¢ and (2S) analyses
are removed in the calculation. The result indicates that
(2S) decays are enhanced by more than 40 relative to
the 12% rule expected from pQCD, while for almost all
other channels where the deviations from the 12% rule are
observed, #(2S) decays are suppressed.

The branching fraction of K2K?, together with branch-
ing fractions of ¢(2S) — 7" 7~ and ¢(2S) — K*K~, can
be used to extract the relative phase between the three-
gluon and the one-photon annihilation amplitudes of the
(2S5) decays to pseudoscalar meson pairs. It is found that
a relative phase of (=82 *29)° or (+121 = 27)° can
explain the experimental results [11], where the errors
are from the uncertainties of B((2S) — K9K?) in this
analysis and 77+ 7~ form factor and B(4(25) — K" K™)
used in Ref. [11].

In summary, the flavor-SU(3)-breaking decay to KOK}
is observed in #(2S) decays with the BESII (2S) data
sample, and the branching fraction is determined to be
B(p(2S) — KIKY) = (5.24 = 0.47 = 0.48) X 107°.

TABLE II. Numbers used in the branching fraction calcula-
tion and the branching fraction result.
Quantity Value
nobs 156 = 14
emc (%) 41.59 £ 0.48
Eyig (%) 76.0 = 1.8
€ond (%) 98.1 = 4.0
N,/,(zs)(lOé) 14.0 = 0.7

BK)— 7t77)
B((2S) — KIK7)(107%)

0.6860 = 0.0027 [17]
5.24 = 0.47 = 0.48
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Compared with the branching fraction of J/¢ — K2K?,
#(2S) decays are enhanced relative to the “12%” pQCD
prediction. The phases of the three-gluon and the one-
photon annihilation amplitudes of (2S) decays to pseu-
doscalar meson pairs are found to be nearly orthogonal.
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Abstract

Evidence ofy (3770 decays to a nol D final state is observed. A total of Bl-+ 4.8+ 1.3y (3770 — J/yn 7~ events
are obtained from a data sample of 27.7 phlaken at center-of-mass energies around 3.773 GeV using the BES-II detector at
the BEPC. The branching fraction is determined to b&BB770 — J/yn 7 ~) = (0.34+ 0.14+ 0.09)%, corresponding
to the partial width of" (v (3770 — J /¢t ~) = (804 33+ 23) keV.
0 2004 Elsevier B.V. All rights reserved.

1. Introduction from 37 to 170 keV, corresponding to 25 to 113 keV
for ¥(3770 — J/yx T~ from isospin symmetry.

The ¥ (3770 resonance is believed to be a mix- In this Letter, we report evidence fay (3770 —

ture of the D, and 25, states of the system[1]. J/yrtn~ based on a data sample of 27.7 phaken

Since its mass is above the open charm-pair thresh-in the center-of-mass (c.m.) energy region from 3.738

old and its width is two orders of magnitude larger to 3.885 GeV using the upgraded Beijing spectrome-

than that of they (25), it is thought to decay almost  ter (BES-II) at the Beijig electron—positron collider

entirely to pureDD [2]. However, Lipkin pointed (BEPC).

out that they (3770 could decay to no?D final

states with a large branching fracti§d]. There are

theoretical calculation$4—7] that estimate the par- o TheBES-II detector

tial width for I (¥ (3770 — J/ynTmx~) based on

the multipole expansion in QCD. Recently Kugi

used the Chen—Kuang potential model to obtain a

partial width for (3770 — J/¥nw in the range

The BES-II is a conventional cylindrical magnetic
detector that is described in detail in RE]. A 12-
layer vertex chamber (VC) surrounding the beryllium
beam pipe provides input to the event trigger, as well
" E-mail addressrongg@mail.ihep.ac.c(G. Rong). as coordinate informatior). A forty—layer main Qrift

1 Visiting professor to University of Michigan, Ann Arbor, vi  chamber (MDC) located just outside the VC yields
48109, USA. precise measurements of chad particle trajectories
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with a solid angle coverage of 85% of 4it also pro- distribution of J /v 77~ events withJ /y — 71~
vides ionization energy loss/£/dx) measurements (I = e or ) as a function of the actual energy re-
which are used for particle identification. Momentum maining after initial state photon radiation, which
resolution of 17%,/1 + p2 (p in GeV/c) andd E /dx is determined by our Monte Carlo generator, where
resolution of 8.5% for Bhabha scattering electrons are the branching fraction fot (3770 — J/yn 7~ is
obtained for the data taken afs = 3.773 GeV. An ar- set to be 0.35%, while the branching fractions for
ray of 48 scintillation counters surrounding the MDC  ¥(2S) — J/yntx~ and J/y — [TI~ are taken
measures the time of flight (TOF) of charged particles from the Particle Data Group (PD&)O].
with a resolution of about 180 ps for electrons. Outside ~ There are two peaks which are around 3.686 and
the TOF, a 12 radiation length, lead-gas barrel shower 3.773 GeV inFig. 1, where theJ/y 7tz ~ events
counter (BSC), operating in limited streamer mode, from the ¥(2S) decay are given by the dotted his-
measures the energies of electrons and photons ovetogram, while the events from thg(3770 decay are
80% of the total solid angle with an energy resolution given by the solid histogram. There are two compo-
of o /E = 0.22/+E (E in GeV) and spatial resolu-  nents in the higher mass peak. One is frgn8770
tions ofoy, = 7.9 mrad andz = 2.3 cm for electrons. production, and the another is frogn(2S) production
A solenoidal magnet outside the BSC provides a 0.4 T which is due to the tail ofy (25) Breit-Wigner func-
magnetic field in the central tracking region of the de- tion. This type ofy/(25) production (called type B of
tector. Three double-layer muon counters instrument ¥ (2S) in this Letter) is indicated by the dotted his-
the magnet flux return and serve to identify muons togram around 3.773 GeV. The/yyrt7~ events in
with momentum greater than 500 Mgy They cover the lower mass peak are produced around the peak of
68% of the total solid angle. the vy (2S) Breit—-Wigner function (called type A of
¥(28) in this Letter), and are due to ISR energy re-

3. Dataanalysis o 2500 ¢ A ™3

o " R E

) ) S 2250 [ . 3

3.1. Monte Carlo simulation W i
Z 2000 -
To understand the main source of background § :
in the study of the decay (3770 — J/yxTn~, g 1750 ]
we developed a Monte Carlo generator. The Monte S 1500 -
Carlo simulation includes the initial state radiation E "
(ISR) at one-loop order, in which the actual center- & 1250
of-mass energies after ISR are generated accordingz 4qq0 |
to Ref. [9]. The ¥(2S) and (3770 are generated r
using energy dependent Breit—-Wigner functions ac- 750

cording to Eq. (38.53) of Ref10] in which the ratio

Of Iai(5)/ Tiot(s) = Ty as)»ete- /T and the branch- >

ing fraction of ¥ (2S) — J/y¥mtn~ in the formula 250 [

are assumed to be constant. The beam energy spread b
(0Epeam = 1.37 MeV) is taken into account in the sim- LY

ulation. Since there is no unique description and solu-
tion for the low energyrr production amplitudl 1],

the correction of the decay rate due to the produc- Fig. 1. The numbers o/ (3770 — J/yz+z~ (solid line) and
tion amplitude is neglected in the making of the event ¥ (25) — J/¥x "=~ (dotted line) as a function of the actual en-

.. . ergy remaining after ISR, wherg/y is set to decay té+/~; the
genera_tor. However, the effect of the_va”atlons in the events are generated with the Monte Carlo generator at the c.m. en-
correction to the decay rate on the estimated number of ggies at which the data were collected from 3.738 to 3.885 GeV.

Y(2S) — J /¢yt~ is considered in the final back-  The insert on the right-top shows the distribution of the energy at
ground subtraction in Sectiod.5. Fig. 1 shows the which y(25) — J/yn "~ events are produced.

Actual energy (GeV)
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turn to they (25) peak. The “type B” ofiy (2S5) is the 3.3. Analysis of the ™7~ recoil mass

main source of background events in the experimen-

tal study of the decay (3770 — J/ynTm~. This The mass recoiling against th€ 7~ system is cal-
background event has the same topology as that as theculated using
decay ofy (3770 — J/yntx~. To get the number

of ¥(3770 — J/yntm~ signal events, the number MREC(7T+7T7) - \/(Ecm —E ,-)2— |137T+n, 12,

of the background events @f(2S) — J/y 7 7~ has B

to be subtracted from the observed candidate eventswhereE¢n is the c.m. energyt ,+,- and P,+,- are

of J/yntmx~ based on analyzing the Monte Carlo the total energy and momentum of theé =~ system,
events. respectively.

In the energy region from 3.738 to 3.885 GeV in Fig. 2shows the distribution of the masses recoiling
Fig. 1, there are 1724/(3770 — J/yn+tm~ events against ther 7~ system for candidate events with to-
and 747y (2S) — J/ymntn~ events. The generated tal energy withint2.50¢_, _ . of the nominalc.m.
events as shown ifrig. 1 are put through the full  energy at which the events were obtained and with
detector simulation based on the GEANT simulation a dilepton invariant mass withie=150 MeV of the
package. The fully simulated events are used for study J//y mass, whereg_, _ ., _ isthe standard deviation

of the main background. of the distribution of the energy of thetz 1T,
Two peaks are observed. The higher one is from the
3.2. Events selection “type A’ of 1/ (2S) events produced by radiative return
to the peak of the)(2S), while the small enhance-
To search for the decay @f(3770 — J/yrnn—, ment around 3.1 GeV is mostly froth(3770 decays,

J/W — ete™ or utu™, ptpu-ntm and but also contains the contamination of the “type B”
ete~m T~ candidate events are selected. These areof y(2S) decays. This is confirmed by analyzing
required to have four charged tracks with zero total the Monte Carlo sample generated with the Monte
charge. Each track is required to have a good helix Carlo generator as mentioned befdf&y. 3shows the
fit, to be consistent with originating from the primary
event vertex, and to satisfgosd| < 0.85, whered is

the polar angle.

Pions and leptons must satisfy particle identifica-
tion requirements. For pions, the combined confidence
level (CL), calculated for ther hypothesis using the
dE/dx and TOF measurements, is required to be
greater than 0.1%. In order to redugeconversion
background, in which the™ ande~ from a converted
y are misidentified ag ™ and=~, an opening angle
cut,0,+,- > 20°, is imposed. For electron identifica-
tion, the combined confidence level, calculated for the 40
e hypothesis using thé E/dx, TOF and BSC mea-
surements, is required to be greater than 1%, and the

-

N

o
T

-

(=1

o
T

®
o
T

T T T
O = N W sHUONO®

Number of events/(5 MeV/cz)
o
<)
[

oo b b e e e b e ey |

ratioCL./(CL., +CL, + CL; + CLy) is required 20 - I~
to be greater than 0.7. If a charged track hits the muon i ]
counter, and the andr¢ positions of the hit match 0 i, L L !
2.9 3 3.1 3.2 3.3 3.4

with the extrapolated positions of the reconstructed
MDC track, the charged track is identified as a muon.

+Th_e n Ca_ndld;_ite . events ofete n"‘_rr _or . Fig. 2. The distribution of the masses recoiling from #ez ~ sys-
nTu T~ satisfying the above selection criteria  tem for/+/—7+x~ events; the insert on the left-top shows the mass
are further analyzed by using two different analysis distribution in a local region around 3.1 GeV: the curves give the
methods to be discussed in Secti@® and 3.4 best fit to the recoil mass spectrum, see text.

Mpp(m'T) (GeVie?)
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T T

Y 2000 _E Table 1
E 1 Summary of the fitted results of the data and the Monte Carlo sample
@ 1750 2 E in Figs. 2 and 3
Z r 1 Figures Peak Mass [MeV] oy [MeV]
51500 L 3 Fig. 2 Peakl 3098+ 3.0 99+24
] ¥ b Peak2 3182 +18 233428
S1250 ] Peak3 3185+0.6 76+0.7
St L ]
2 F ] Fig. 3 Peakl 3099+ 1.3 131429
£1000 [ . Peak2 3188+ 0.4 224407
Z : ] Peak3 3189+0.2 74402
750 [ =
] “type A’ of (2S) events can be described by two
500 - = . . . . .
F ] Gaussian functions. One Gaussian function is for the
250 [ - “type A’ of (2S) production from the events for
E o ] which the nominal c.m. energy is set at 3.773 GeV,
C | i | | | . .
% 3 3.1 3.2 3.3 3.4 and .the other one is from the events for which the
M (') (GeV/c?) nominal c.m. energies are set off 3.773 GeV. Us-
ing triple Gaussian functions, one of which describes
Fig. 3. The distribution of the masses recoiling fram"z~ the peak near thd /¢ mass and two of which rep-
for the Monte Carlo events ofy(2S) — J/yz*z~ and resent the second and the third peaks of the events

Y (3770 — J /¥ Tx~ with J /¢ — [T17; these events are gener- “ » : _
ated with the Monte Carlo generator; where the error bars represent from the type A of V(25), and a first order poly

the sum total of the two components, while the histogram is for nomial to represent the background to fit the mass
the ¥ (25) — J/yn+x— from both the “type A’ and “type B’ distributions as shown by the solid histograms for both
of ¥(25); the curves give the best fits to the recoil mass spectrum the data Fig. 2) and the Monte CarloFig. 3) sam-
from the Monte Carloy (25) — J /¥ 7~ events only; the insert ple, we obtain a total of 25+ 5.9 J/y — 1T

on the left-top shows the mass distribution in a local region around _. -
3.1 GeV; here two components from thig3770 — J/¥x "~ S|gnal events from both th$(377() = J/ynTw

and the “type B” ofy (25) — J/y 7~ are clearly seen. and the “type B” ofy/(25) — J/yn*n~ events and
2205+26.0 “type B” of v (2S) — J /¥ T~ events,

same distribution from analysis of the Monte Carlo respectively. The curves give the best fits to the data

events fory (2S) and (3770 production and de-  and the Monte Carlo sample. The fitted peak positions

caystoJ /Yt~ with J /¢ — 71~ final states. The  and standard deviations of the Gaussian functions used

Monte Carlo events are generated at the c.m. ener-for the fits inFigs. 2 and Jare listed inTable 1

gies at which the data were collected. The size of the

Monte Carlo sample is twenty times larger than the 3.4. Kinematic fit

data. There are also two peaks; the higher one is from

the “type A’ of ¥ (2S) events; the small enhancement In order to reduce background and improve mo-

around 3.1 GeV consist of two components. One is mentum resolution, candidate events are subjected to

from the “type B” of ¥+(2S) event production and de-  four-constraint kinematic fits to either the"e™ —

cays as shown by the solid line histogram; the other u™u"7n+t7x~ or theeTe™ — eTe n+ 7w~ hypothe-

one is fromy (3770 production and decays which sis. Events with a confidence level greater than 1%

come from the events as shown by the solid histogram are acceptedrig. 4 shows the dilepton masses deter-

in Fig. L The error bars ifrig. 3are based on the total mined from the fitted lepto momenta of the accepted

number of observed eventsw{3770 — J/ymTn~ events. There are clearly two peaks. The lower mass

and v (2S) — J/yntx~. The differences between peak is mostly due tqg (3770 — J/yntx~, while

the error bars and the histogram as shown aroundthe higher one is due to the “type A’ af(2S) —

3.1 GeV correspond tg/ (3770 production and de-  J/¥n 7 ~. Since the higher mass peak is produced

caytoJ/ymtn~. by the radiative return to ther(2S) peak, its en-
Monte Carlo studies show that the distributions of ergy will be approximately 3.686 GeV, while the

the masses recoiling from thetz~ system for the  c.m. energy is set to the nominal energy in the kine-
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Fig. 4. The distribution of the fitted dilepton masses for the
events of/ t/~z T~ from the data; the hatched histogram is for
wtu~mtx~, while the open one is fort e~ 77 ~; the curves
give the best fit to the data.

matic fitting. Therefore, the dilepton masses calculated
based on the fitted lepton momenta frahi2S) —
J/yatn~, J/y — I~ are shifted upward to about
3.18 GeV.

A maximum likelihood fit to the mass distribution
in Fig. 4, using three Gaussian functions to describe
the mass distribution of the"/~ 77+ combinations
and a first order polynomial to represent the broad
background as used to fit the" 7~ recoil mass dis-
tributions inFigs. 2 and 3yields aJ /v mass value of
3097.8+ 3.0 MeV and a signal of 1B+ 4.8 J /¢ —
I*1~ events. The curves give the best fit to the data.

As discussed in SectioB.3, there is a contribu-
tion from the “type B” of ¥ (25) — J/ym T~ that

Letters B 605 (2005) 63-71
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Fig. 5. The distribution of the fitted dilepton masses for
the events of/TI~zTx~ from the Monte Carlo sample of
V(3770 — J/y ™ andy (2S) — J/ynx~ which are gen-
erated with the Monte Carlo generator (see Sec8d); the his-
togram is fory (2S) — J/yxTx~, while the error bars are the
sum of (3770 — J/yntx~ andy (2S) — J/¥x 7, where
the J/v is set to decay tét1 ™.

and the lower one is from the “type B” af (2S) —
J/yntx~ events. The error bars show the sum to-
tal of the observed events af(2S) — J/yntmw~
andy (3770 — J /¥t~ . The differences between
the error bars and the histogram correspond to the
observed events of/ (3770 — J/yx T~ . Fitting

the mass distribution for the (2S) events only (his-
togram) with the same triple Gaussian functions as
mentioned before yields 11012.1 J /v events from

the “type B” of ' (25) — J/ymTn~ decays.

can pass the event selection criteria and can lead to3.5. Other background and background subtraction

an accumulation of the recoil masses of ther~
and/or the fitted dilepton masses around 3.097 GeV.
This is the main source of backgroundu@3770 —
J/ym . Fig. 5 shows the distribution of the fit-
ted dilepton masses of the Monte Carlo events of
Y (3770 — J/yntx~ and ¥ (2S) — J/ymTn~
with J/y — [TI~ as shown inFig. 1 Here the
histogram shows the dilepton mass distribution for
¥ (2S) — J/ym T~ only. The higher mass peak is
due to the “type A’ ofy(25) — J/ymTn~ events,

3.5.1. Other background

Some physics processes, such as two-photon events,
ete”™ — ete~utu~ (where the slow muons are
misidentified as pions) andte™ — ete " Tw T,
ete”™ — T~ andete™ — DD could be sources
of background.

To check if there are some background contami-
nations in the observed/y 7+~ events due to the
possible sources of background, we generated.0®

+
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[e2]
©

two-photon Monte Carlo events (which is about 4
times larger than the data),»610° ¢ete~ — hadrons
Monte Carlo events (which is about 1.6 times larger
than the data), and.2x 10° ¢ete~ — DD Monte
Carlo events (which is about 13 times larger than
the data), where th® and D mesons are set to de-
cay to all possible final states according to the decay
modes and branching fractions quoted from PRQ.
These Monte Carlo events are fully simulated with the
GEANT-based simulationgtkage. None of the sim-
ulated possible background events were misidentified
asJ/ymtm~ events. L
The candidatd /v 7 T~ events could also be pro- 5
duced in the continuum process, suchede™ — i
Il .y'r*n. a_nd ete™ — r*r. , and satisfy the se- [ an, LoV = [,
lection criteria. From analyzing a sample of 6.6°pb 0 3 3.1 3.2 33
taken at 3.65 GeV with the BES-II detector, a sam- Fitted mass (GeV/c
ple of 5.1 pb! taken in the energy region from
3.544 to 3.600 GeV and a sample of 22_3bmaken Fig. 6. The distribution of the dilepton masses of the events of
at 4.03 GeV with the BES-I detector, no significant Iti~7+ 7~ from the data taken at 4.03 GeV with the BES-I at the
J/yatrn~, J/y — Il events are observeBig. 6 BEPC.
shows the distribution of the fitted dilepton masses of spectrum and the fitted dilepton mass spectrum, re-
the events of */~7*x~ which satisfy the selection  spectively. The theoretical models are based on the
criteria; these events are from the data taken with the PCAC and current algebra or chiral perturbative the-
BES-I detector at 4.03 GeV. The distribution of the fit- ory predictions in which the various™ = ~ rescatering
ted dilepton masses is flat, which is consistent with the corrections are taken into account to get better unitar-
background distribution. Hence the continuum back- ity behavior at higher energy.
ground is negligible.
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3.6. Number of signal events(3770 — J/yntn~

3.5.2. Number of background

After normalizing to the total luminosity of the The probability that the 17.8 events observed are
data set, we estimate that there are0Ht 1.3+ 2.4 due to a fluctuation of the.6+ 0.5+ 1.3 events is
background events from the “type B” af(2S) — 1.1 x 10-3. After subtracting the numbers of the back-
J/yrntx~ in the 255 £ 5.9 J/y — [T~ signal ground events, 18+6.44+2.4and 118+ 4.8+ 1.3
events obtained by fitting to thetx~ recoil mass signal events of/ (3770 — J/ynTn~ are retained
distribution ofFig. 2and 60+ 0.5+ 1.3 background  from analyzing the recoil massesmof 7~ (seeFig. 2)
events from the “type B” ofy(2S) — J/yn 7~ in and the fitted dilepton masses ($ég. 4) of the events
the 1784+4.8 J/y — I~ signal events obtained by [T~z t 7 ~, respectively.
fitting to the fitted dilepton mass distribution Big. 4, In this analysis, the possible interference between
where the first errors are statistical and the second the v/(2S) background and thé¢ (3770 signal is ne-
are systematic. The later arise from the uncertainties glected since the decay wave functionsyaf3770
(£1.1) and €0.6) in they (2S) resonance parameters and (2S5) are orthogonal6]. The BES detector is
and the uncertaintiesH2.2) and ¢1.2) coming from symmetric enough in the spatial direction and there is
the ambiguities of the knowledge of the low energy no bias for the event selections about the momentum

w production amplitude iny (2S) — J/yrtn. direction of the particles. Therefore the interference
The two terms correspond to the uncertainty on the terms cancel after integrating over the pion momenta.
production amplitude predicted by different theoreti- To test whether there is any bias in the kinematic

cal modeld[11] for analyzing ther Tz~ recoil mass fit, we examine thert7~ recoil mass distribution
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o~ C T T T T B
9 o5 _ Table 2
% i M i Summary of the fitted results of the data and Monte Carlo sample in
> L i Figs. 4,5and 7
g 20 - ] Figures Peak Mass [MeV] oy [MeV]
~
«E [ ] Fig. 4 Peakl 3098+ 3.0 99+24
g . . Peak2 3173 +55 248+57
= 15 [ ] Peak3 318+ 2.4 9.3 (fixed)
[ ] Fig. 5 Peakl 3098+ 0.7 91+05
L . Peak2 3162+0.7 222405
10 B N Peak3 318B4+0.2 9.3 (fixed)
i 1 Fig. 7 Peakl 3100 + 3.8 132+35
[ i Peak2 3172+£39 196 (fixed)
5 . Peak3 3184 (fixed) 7.0 (fixed)
L i where they (3770 resonance parameters, andM,
0 ' 31 B 33 are taken from the PDEL0] and Iot(E) is chosen
Recoil mass of T (GeV/c?) to. be energy dependent and normalized to the total
width Tet at the peak of the resonan®0,12,13]
Fig. 7. The distribution of the masses recoiling againstiter ~ In order to obtain the observed cross section, it is

system calculated using the measured momenta for events that passmecessary to correct for ISR. The observe@770

the kinematic fit requirement, where the hatched histogram is for cross section obs ¢ is reduced bv a factor
events ofut .~ T~ and the open one is fer" e~z T . 7y 3770 (Snom), y

& (Snom) = 012?577@(Snom)/05(377g(snom), wheresnom

for the events passing the kinematic fit requirements. IS the ¢.m. energy squared ah@(an_(snom) is the
Fig. 7shows the recoil mass distribution, where the re- BON €ross section. The ISR correction (3770
coil masses are calculated as mentioned in Segtign ~ Production is calculated using a Breit-Wigner func-
but the events are not required to satisfy the total en- lon and the radiative photon energy spectri9ni3].
ergy cut and dilepton invariant mass cut. There are W'th. the calculated cross sections fo(3770 pro-
also two peaks, similar to those Fig. 4, observed duction at each. energy p0|_n_t around 3.773 GeV and
clearly. Fitting to the mass spectrum with the same the correspondmg luminosities, the_total number of
functions as described above yield$ 4/ mass value W(377r?d events in the data sample is determined to
0f31001+3.8MeV and a signal of 12+5.0events,  be Ny 377 = (1.85+ 0.37) x 10°, where the error
consistent with the 18+ 4.8 signal events obtained i mainly due to the uncertainty in the observed cross
by fitting to the dilepton mass distribution Fig. 4. section fory (3770 production.

Table 2summarizes the fitted peak positions and
standard deviations of the Gaussian functions used for

the fits inFigs. 4, 5and 7 4. Result
3.7. The number af (3770 produced 4.1. Monte Carlo efficiency

The total number ofy (3770 events is obtained The efficiencies for reconstruction of the events
from our measured luminosities at each c.m. energy of (3770 — J/yrxtx~ with J/y — eTe™ and
and from calculated cross sections (3770 pro- J/¥ — utu~ are estimated by Monte Carlo simu-
duction at these energies. The Born level cross sectionlation. Monte Carlo study shows that the efficiencies
at energyE is given by are €y3770—J/yr+n—,J/y—ete- = 0.146 = 0.003

and e - +,- = 0.174+ 0.003
Y @B7710—>J/Yyrtn=,J/y—utu )
127 Iee Tt E) 5 , where the errors are statistical. These give the av-
(E2 — M?)2 + M?IiG(E) eraged efficiency for detection of/yy — ete~ and

B
oy @770(E) =
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J/¥ — ntu~ eventsto be

€Y (3770~ J/yrnta—,J/y—I1TI— = 0.1604+ 0.002

4.2. Branching fraction and partial width

Using these numbers and the known branching
fractions for J/¢ — ete™ and u*u~ [10], the
branching fraction for the nomD decayy (3770 —
J/ym T~ is measured to be

BF((3770 — J/ymtn™)
= (0.3384 0.143+ 0.086)%,

where the first error is statistical and the second sys-
tematic arising from the uncertainties in the total num-
ber of (3770 produced (20%), tracking efficiency
(2.0% per track), particle identification (2.2%), back-
ground shape (6%, (2S) — J /7~ background
subtraction (12%) and the averaged branching frac-
tion for J /¥ — 171~ (1.2%). Adding these uncertain-
ties in quadrature yields the total systematic error of
25.5%.

Using It from the PDE10], this branching frac-
tion corresponds to a partial width of

r(y @770 — J/yn ™) = (80+ 33+ 23) keV,

where the first error is statistical and the second sys-
tematic. The systematic uncertainty in the measured
partial width arises from the systematic uncertainty in

the measured branching fraction (25.5%) and the un-
certainty in the total width ofy (3770 (11.5%)[10].

As a consistency check, we can use the number of
signal eventsy (3770 — J/ymxTn~ obtained from
analyzing the recoil masses of the"7~ from the
eventd T/~7Tx~ to calculate the branching fraction.
The detection efficiency is

€y (3770 Jjyratn—,Jjy—1+1- = 0.194

These numbersyield a branching fraction(B#€3770

— J/Yatn™) = (0.3424 0.142+ 0.097)%, which

is in good agreement with the value obtained above,
indicating that the kinematic fit result is reliable.

5. Summary

In summary, the branching fraction fgr3770 —
J/yrTn~ has been measured. From a total of

Letters B 605 (2005) 63-71 71

(1.85+0.37) x 10° /(3770 events, 118+ 4.8+ 1.3
non-DD decays ofy (3770 — J/yntn~ events
are observed, leading to a branching fraction of
BF(y (3770 — J/yn+t7~) = (0.34£0.14+0.09) %,
and a partial width"(y (3770 — J/ynTn™) =
(804 33+ 23) keV.
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Abstract

The decayy’ — =7~ 70 is analyzed using a sample of 14 milligii events taken with the BESII detector at the BEPC,
and the branching fraction is measured tog/’ — ntr 70 =(1814+18+19 x 10°°. A partial wave analysis is
carried out using the helicity amplitude methad. — o (7707 is observed, and the branching fraction is measured to be
B — p(7707) = (51+£07+1.1) x 1075, where the first error is statistical and the second one is systematic. A high
mass enhancement with mass around 2.15/3%\'5 also observed. Attributing this enhancement to 42150 resonance,
the branching fraction is measured toBe)’ — p (21507 — atn 7% =194+ 2.51’%145) x 1072, The results will help
in the understanding of the longstandingz‘ puzzle” betweerny /4 and+’ hadronic decays.

0 2005 Elsevier B.VOpen access under CC BY license.

From perturbative QCD (pQCD), it is expected that yields the pQCD “12% rule”
bothJ /v andys’ decaying into light hadrons are dom-
inated by the annihilation ofc into three gluons or 5, _ By—n _ By ete ~ 12% (1)
one virtual photon, with a width proportional to the Brjy—sh  Bipysete
square of the wave function at the origjh]. This

A large violation of this rule was first observed in de-

cays topr andK*t K~ + c.c. by Mark 11[2], known

as the pr puzze, where only upper limits on the

 — o branching fractions were reported+r decays. Since
E-mail address: wangz@mail.ihep.ac.dzheng Wang).

/r
1 Current address: Purdue University, West Lafayette, IN 47907, then, many two bOdy decay mOdeS.' of mehave been
USA. measured by the BES Collaboration and recently by

2 Current address: University of Michigan, Ann Arbor, Ml the_ CLEO Co!laborgtion; some decays obey the rule
48109, USA. while others violate if3,4].
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In the study of theowr puzzle’ — pr is akey de-
cay mode and is of great interest to both theorists and
experimentalists. Many theoretical attempts, using, for
instance, intermediate vector glueballs, hadronic form

249

(PWA). Monte Carlo samples of Bhabha, dimuon,
and inclusive hadronic events generated with Lund-
charm [11] are used for background studies. The
simulation of the detector uses a Geafit3] based

factors, final state interactions, etc., have been madeprogram, which simulates the detector response, in-

to solve the puzzlg5]. A recent calculation of the
¥’ — pm branching fraction, done in the framework
of SU(3) symmetry and taking into consideration in-
terference betweett’ resonance decay and the con-
tinuum amplitude, predicts a branching fraction of
¥’ — pm around 1x 104 in Ref.[6] where the rela-
tive phase betweett’ strong and electromagnetic de-
cay amplitudes is taken as90°. The measurement of
they’ — pm mode is a direct test of the many models
proposed to solve ther puzzle[5,6].

The data used for this analysis are taken with the
Beijing Spectrometer (BESII) detector at the Beijing
Electron Positron Collider (BEPC) storage ring op-
erating at they’ energy. The number ofy’ events
is 144 0.6 million [7], determined from the number
of inclusive hadrons, and the luminosity (£9.72 +
0.86) pb~1 [8] as measured using large angle Bhabha
events.

BESII is a conventional solenoidal magnet detec-
tor that is described in detail in Reff9,10]. A 12-
layer vertex chamber (VC) surrounding the beam pipe
provides coordinate and trigger information. A forty-
layer main drift chamber (MDC), located radially
outside the VC, provides trajectory and energy loss
(dE/dx) information for tracks over 85% of the to-
tal solid angle. The momentum resolutionoig/ p =

0.017/1+ p2 (p in GeV/c), and thedE /dx res-
olution for hadron tracks is~v 8%. An array of 48
scintillation counters surrounding the MDC measures
the time-of-flight (TOF) of tracks with a resolution of
~ 200 ps for hadrons. Radially outside the TOF sys-
tem is a 12 radiation length, lead-gas barrel shower
counter (BSC). This measures the energies of elec-
trons and photons over 80% of the total solid angle
with an energy resolution afz/E = 22%/+/E (E in
GeV). Outside of the solenoidal coil, which provides
a 0.4 Tesla magnetic field over the tracking volume,
is an iron flux return that is instrumented with three
double layers of counters that identify muons of mo-
mentum greater than 0.5 Ggy/

A phase space Monte Carlo sample of 2 mil-
lion v — n*t7~ 7" events is generated for the ef-
ficiency determination in the partial wave analysis

cluding the interactions of secondary particles with
the detector material. Reasonable agreement between
data and Monte Carlo simulation has been observed
in various channels testgd3], including ete™ —
(Yete ,ete” — (y)utu=,J/¥ — pp,andy’ —
Jynta =, Ty — et (E=e, ).

The final state of interest includes two charged pi-
ons and one neutral pion which is reconstructed from
two photons. The candidate events must satisfy the fol-
lowing selection criteria:

(1) A neutral cluster is considered to be a photon can-
didate when the deposited energy in the BSC is
greater than 80 MeV, the angle between the near-
est track and the cluster is greater than, t6e
first hit of the cluster is in the beginning six radi-
ation lengths of the BSC, and the angle between
the cluster development direction in the BSC and
the photon emission direction is less tharf,37
and the angle between two nearest photons is re-
quired to be larger than°7 The number of pho-
ton candidates after selection is required to be
two.

There are two tracks in the MDC with net charge
zero. A track must have a good helix fit and sat-
isfy | cosf| < 0.80, whered is the polar angle of
the track in the MDC.

(3) For each track, the TOF andlE /dx measure-
ments are used to calculaté values and the cor-
responding confidence levels for the hypotheses
that the particle is a pion, kaon, or protdergb,,,
Probg, Prob,). At least one track is required
to satisfy Prob, > Probg and Prob, > Prob,.
Radiative Bhabha background is removed by re-
quiring the tracks have smallE/dx or small
energy deposited in the BSC. Dimuon background
is removed using the hit information in the muon
counter.

A four-constraint kinematic fit is performed under
the hypothesisy’ — yyn+n~, and the confi-
dence level of the fit is required to be greater than
1%. A four-constraint kinematic fit is also per-
formed under the hypothesis ¢of — yy KTK ™,

()

(4)
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Fig. 1. Two photon invariant mass distribution after final selection for/(ajlata and (b) continuum data. The histograms are data, and the
curves show the best fits.
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Fig. 2. Dalitz plots otr 7~ 70 for (a) ¢’ data and (b) continuum data after the final selection.

and xfym < XnyK is required to remove ties times a factor to account for th¢s® dependence

KtK—70 events. of the cross section. This yields 22923 observed
(5) To remove background produced #y decays to ¥’ — 7 tx 70 events.

yyJ /¥ and 7%7%J /v with J/v — 77— or Dalitz plots of ther 7 ~7° system for they’ and

J/¥ — wtp~, where the muons are misiden- continuum data are shown ifig. 2 after requiring

tified as pions, the invariant mass oft 7~ is that the invariant mass of the two photons lie within

required to be less thands GeV/c2. +30 MeV/c? of the nominalr® mass. (The mass reso-

lution from Monte Carlo simulation is 17.5 Me\¢?.)

After applying the above selection criteria, the in- For they” sample, 250 events are obtained with 13%
variant mass distribution of the two photons is shown non=z® background, while for the continuum sample,
in Fig. 1(a). A clearz? signal can be seen. Afittothe 11 events are obtained with 42% nafi-background.
mass spectrum (shown Fig. 1(a)) using ar° signal Here the fractions of non background are obtained
shape determined from Monte Carlo simulation and a from the 7% mass sidebands as shownFig. 1 In
polynomial background yields 26019 7 ° events. ¥’ decays, besides clearbands at the edges of the

The contribution from the continuum is measured Dalitz plot, there is a prominent cluster of events in
using (6.42 + 0.24) pb~! [8] of data taken at/s = the center. This is very different than the Dalitz plot
3.65 GeV (“continuum data”)Fig. 1(b) shows the/y for J/y — =+ 7~ 70 decayq14], indicating different
invariant mass distribution and the fit. The number of decay dynamics betweehyy andy’ — =+~ x°.
70 events from the fit (1O + 4.2) is subtracted inco- The comparison of therw mass distribution be-
herently from the number of9 events in they’ data, tween they’ data and the scaled continuum data is
after normalizing by the ratio of the two luminosi- shown in Fig. 3(a). With the limited statistics, no
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Fig. 3. (a) The comparison of ther mass distribution between the data and the scaled continuum data (shaded histogram, including about
42% nons 0 background). (b) The comparison of ther mass distribution between the/ data and the nom- background estimated by the
M_ o sideband events (shaded histogram). Dots with error bang’adata. In these plots, the distributions for the three different dipion charge
configurations are combined.

clear structure can be seen for the continuum data in define the direction, and
Figs. 3(a) or 2(h) The xr mass distribution of the . o . ) Lig
non=r® background, estimated using thé,o side- A%y = B(m") SiN0x (COSpr i COSH SN )e™"?.

. . 0
band events, is shown Ifig. 3(b). The nonz "~ back- Herec =0, +1, or —1 is the net charge of the dipion

ground contribution for ther mass spectrum is ap-  gystem,9 and ¢ are the polar and azimuthal angles
proximately uniform. of the p in theete™ systemg, and¢, are the polar
We now proceed to study the resonant substruc- ang azimuthal angles of the designated pion inghe

ture. Here, no continuum. subtraction is.made, aqd rest frame, an® (m?) describes the dependence of the
the selected events are fitted in the helicity ampli- amplitude on the dipion mass:

tude formalism with an unbinned maximum likelihood
method using MINUIT[15]. For the process B(m?) BW,, 770 (m?) + > cjefiBW; (m?)
etem = y* o p(17) +7(07) L
< 7(07) +x(07), where, BW(m?) is the Breit-Wigner form of the
p(770) or its excited states. Here, the Gounaris—
the intensity distributiod / for the final state iswritten  Sakurai parameterizatidi6] is used;8; andc; are

as the relative phase and the relative strength, respec-
tively, between the excited state;j and theo (770).
dl =) (1Al +ICiPP) d(LIPS), Since the number of events is limited, the masses
i=%1 and the widths of all states in the fit are fixed to

their PDG value$17], and the number of background

that is assumed to be either a constant or to have theever_1ts IS f|>t<ed o t?f Zumbe_rthdet?;mmedlzg m the
same angular distribution at;. The differences be- ¥, Invariant mass fit. A fit withp(770), (1450,
tween these two fits, 7.3% and 1.4% fo¢770 and p(1700 andp(2159 re_sults n |nS|gn|f|can;‘o(1459
(2150 respectively, are taken as the systematic er- and p(1700 contrlbutloqs. The'ﬂt 'after removing
ror on the background description. LIPS denotes the these two components yields a likelihood decrease of

- ; ; 10.7 with four less free parameters. The fit results are
Lorentz-invariant phase space, and the amplitude - . .
P P P shown inFig. 4; the fit describes the data reasonably

A=A 2 t) + A (nt 70) + A (2% 7). well. Itis noted that the data do not determine the mass

! ! and width of the high masg; the p(2150 serves as
wherei = +1 or —1 is the helicity of they*, the first an effective description of the high mass enhancement
pion in each set of parentheses is the one designated tmear 2.15 GeYc? in 7w mass.

whereC; is an incoherent non- background term,
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plitudes allows a test of isospin symmetry in the three
o (7707 modes; the fit yields the relative numbers of
p(770°79, p(770t7~ and p(770 =t events are
1:2.284+0.63:0.96+0.27, in fair agreement with the
expectation of 11: 1. A fit with the p(770), p (2150
and an additionaP wave phase space shows that the
contribution of the direct 8 process is small.

The fit quality is checked using Pearson$ test
by dividing the Dalitz plots into small areas with at
least 20 events and comparing the number of events
between data and normalized Monte Carlo simulation.
A x?/ndf = 14.6/7 = 2.1 is obtained, which corre-
sponds to a confidence level of 4%. A fit with the
p(2150 width or mass free; or a fit withp(770),
(1450, p(1700, and p(2150; or even with an ex-
tra excitedp state does not improve the fit quality
significantly. Considering these cases, the number of
p (7707 events changes by less than 9.1%, which

Fig. 4. Comparison between data (dots with error bars) and the final i included in the systematic error. The number of

fit (solid histograms) for (a) two pion invariant mass, with a solid
line for thep (770, a dashed line for the(2150, and a hatched
histogram for background; (b) thepolar angle in the)’ rest frame;

(21507 events increases by 57% when other excited
p states are added in the fit due to the large destructive

and (c) and (d) for the polar and azimuthal angles of the designated interference between them; this is also included in the

7 in p helicity frame.

Table 1
¥ — x a0 fitting parameters and the assumed values or fitting

systematic error.

Using the parameters of the fit in the Monte Carlo
generator, the efficiency of’ — ntn 79 is esti-
mated to be $2%, and the corresponding efficiencies

results. For the assumed values (the numbers with no errors), the for p (7707 and p(21507 are 1054% and 870%,

values are taken from PD[&7] and fixed in the fit

Quantity Fit parameters

M p770 (GeV/c?) 0.7758

I 770 (GeV/c?) 0.1503

Bp(2150 (°) —102+10

M p (2150 (GeV/c?) 2.149

I p(2150 (GeV/c?) 0.363

B@r) : B(p(7T707) 1.0:(0.280.03)
:B(p(21507) :(L.07+0.09)

The fit parameters and results are givenTiar
ble 1, where for results without errors, the parame-
ter is fixed. The fit yieldg28 + 3)% o (7707 in all
ntx~ 70 events (corrected for detection efficiency).
By comparing the likelihood difference with and with-
out thep (770 in the fit, the significance afte~ —
o(T707 at /s = 3.686GeV is 740 and varies be-
tween 6lo to 7.70 for the fit variations described
below in the determination of systematic errors. The
significance ofp (21507 is larger than 18. Adding
free parameters in front of the" 7z~ andp~m+ am-

respectively. The efficiency is considered in the PWA.

Systematic errors in th¢’ — 7+~ 70 branching
fraction measurement come from the kinematic fit, the
MDC tracking, particle identification, photon identifi-
cation, background estimation, continuum subtraction,
etc. Most of the errors are measured using clean exclu-
sive J /v andv’ decay samplefl4,18], while some
were described above. The uncertainty in the contin-
uum subtraction listed iTable 2is the error of the
luminosity normalization factor between the contin-
uum andy’ data. The fluctuation of the continuum
counts relative to the’ yield is taken into considera-
tion in thexr 7~ 7 event subtraction, so this error is
included in the first error of the following branching
fraction calculation.

To determineB(y’ — p(7707 — ntn =) and
B’ — p(21507 — ntn~ 7%, we assume that the
ratios of branching fractions iflable l1are the same
for they’ data as for the continuum cross sections and
use these ratios and the continuum subtraied —
nt7~ 7% to obtain the desired branching fractions.
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Table 2
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Summary of relative systematic errors (%). (The sources marked with a * were treated in common for all three modes)

Source B — xtr— 70 B — p(7707) B — p(21507)
Trigger* 0.5 0.5 0.5

MDC tracking® 4.0 4.0 4.0
Kinematic fit* 6.0 6.0 6.0
Photon efficiency 4.0 4.0 4.0
Number of photoris 2.0 2.0 2.0
Background estimatidn 3.6 3.6 3.6
Particle ID* negligible negligible negligible
Total number ofy’ * 4.0 4.0 4.0
Continuum subtractich 3.0 3.0 3.0
Background shape in PWA no 7.3 1.4
Different PWA fits no 9.1 =0
Continuum resonant structure no 16.0 13.7
Total 1105 +22.4 372

This subtracts the continuum with the stated assump-

tion.

For p (7707 andp (21507, the uncertainties asso-
ciated with the possibility of different resonant struc-
ture between the continuum and tii¢ data, 16.0%
and 13.7% respectively, and the uncertainties of fit-
ting with different high mass states and with the
(2150 width or mass free, etc., are also included.
Here, 16.0% is obtained from the difference of the
¥ — p(7707 events between the(770x subtrac-
tion using the component ratio in the PWA and the
o (7707 subtraction estimated by CLEO-c’s contin-
uum measuremeid], and the 13.7% is the difference
of ¥ — p(2150 7 events between the(2150 7 sub-
traction using the component ratio in the PWA and
CLEO-c’s zero subtraction gb(21507 events.Ta-
ble 2 summarizes the systematic errors for all chan-
nels. The total systematic error for — n+7 7% is
10.5%, and those for’ — p (7707 and p(2150x
are 22.4% and 3> 9%, respectively.

where the second errors are systematic, while the first
error of B(xt7 70 is the statistical error which con-
tains the error from the continuumr3yield subtrac-
tion; and the first errors oB(p (7707 — ntn 79
and B(p (21507 — 7 t7~70) are the combinations
of the PWA fit errors (shown iffable J) and the first
error of B(z 7~ 79).

Our B(y' — ntn— 7% agrees with the Mark
Il [2] result within 180 and agrees well with the
CLEO-c measuremerd]. Our B(y' — p(770)7) is
below the Mark 11[2] upper limit and in agreement
with the model prediction of3(y/' — p(7707) =
(1.11+0.87) x 10~*[6]. This measurement is about
20 higher than the result of CLEO-{d]; this is due
to the different analysis procedure, namely the inter-
ference betweemw (770) and p(2150 considered in
this analysis but not in the CLEO-c analysis and the
difference in the continuum subtractions in the two
analyses. The continuum amplitude, which is con-
sidered incoherently in both analyses, could change

Using the numbers obtained above, the branching the p(770x branching fraction due to interference

fractions ofy’ — 7wt~ 79, p(7707 and p (21507
are
B(ztn 7% =(181£1.8+19) x 107>,
B(p(7707 — n 't~ 7°)

=(5.1+0.74+1.1) x 1072,
B(p(21507 — 7r+77_n0)

= (194+255°) x 1075,

with the resonancfg]. This should be considered in a
higher statistics experimefit9].

Comparing with the corresponding/ys decay
branching fractions, it is found that both® 7z~ 7°
and p (770 are highly suppressed compared with
the “12% rule”, while forp (2150, there is no mea-
surement inJ/y decays. It could be enhanced in
Y’ decays since the phase spacelihy decays is
limited due to the large mass of the excitedstate.
Using the J/v and v’ — pm branching fractions,
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the v’ — pm branching fraction is expected to be
on the order of 10* and theete™ — pr cross sec-
tion at,/s = 3.773 GeV extremely small in th& and
D-wave mixing model20], which is proposed as a
solution of thepr puzzle iny/’ decays.

In summary, v’ — 7#tn~7% is analyzed and
the branching fraction is measured to Béy’' —
atr 70 = (181 + 1.8 + 1.9) x 10° ¢/ —
o(770x is observed imj’ decays, and the branch-
ing fraction is measured to bB(y' — p(770x) =
(5.1+ 0.7+ 1.1) x 10°°. A high mass enhancement
at mass around 2.15 Gé¥ is also observed. Using
the p(2150 to describe this resonance, the branch-
ing fraction is measured to &(y' — p (21507 —
ntr=n0 = (194 + 2.573%5°) x 1075, The results
will help in the understanding of the longstanding:*
puzzle” betweery /¢ andy’ hadronic decays.
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The decay channel J/¢ — y7 7~ x' is analyzed using a sample of 5.8 X 107 J/4s events collected
with the BESII detector. A resonance, the X(1835), is observed in the 7% 7~ ' invariant-mass spectrum
with a statistical significance of 7.7¢. A fit with a Breit-Wigner function yields a mass M = 1833.7 =
6.1(stat) = 2.7(syst) MeV/c?, a width I’ = 67.7 * 20.3(stat) + 7.7(syst) MeV/c2, and a product branch-
ing fraction B(J/¢ — yX) - B(X — w7 n') = [2.2 = 0.4(stat) = 0.4(syst)] X 107*. The mass and
width of the X(1835) are not compatible with any known meson resonance. Its properties are consistent
with expectations for the state that produces the strong pp mass threshold enhancement observed in the
J/y — ypp process at BESIIL.

DOI: 10.1103/PhysRevLett.95.262001 PACS numbers: 12.39.Mk, 12.40.Yx, 13.20.Gd, 13.75.Cs

An anomalous enhancement near the mass threshold  cays was reported by the BES II experiment [1]. This en-
in the pp invariant-mass spectrum from J/¢ — ypp de- hancement was fitted with a subthreshold S-wave Breit-
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Wigner resonance function with a mass M =
1859345, MeV/c?, a width I' <30 MeV/c? (at the
90% C.L.), and a product branching fraction (BF)
B(J/¢— ¥X) - BXX — pp) =[7.0 = 0.4(stat) [ 3 (syst)] X
1073, This surprising experimental observation has stimu-
lated a number of theoretical speculations [2—7] and mo-
tivated further investigations on baryon-antibaryon mass
threshold structures, which led to the subsequent experi-
mental observation of a strong pA mass threshold en-
hancement in J/¢ — pK~ A decay [8]. Among various
theoretical interpretations of the pp mass threshold en-
hancement, the most intriguing one is that of a pp bound
state, sometimes called baryonium [2,5,9], which has been
the subject of many experimental searches [10]. However,
it should be noted that many theoretical predictions on the
mass and width of a baryonium state depend on the details
of models.

The baryonium interpretation of the pp mass enhance-
ment requires a new resonance with a mass around
1.85 GeV/c?, and it would be supported by the observa-
tion of the resonance in other decay channels. Possible
decay modes for a p p bound state, suggested in Refs. [4,5],
include w* 7~ n’. In this Letter, we report an analysis on
the J/¢ — ym* 7w~ n' decay channel and the observation
of a resonance in the 7+ 7~ ' mass spectrum with a mass
around 1835 MeV/c?, where the ' meson is detected in
two decay modes, ' — 7wt 7 n(n — yy) and p' — yp.
In the following, this resonance is designated as the
X(1835). The results reported here are based on a sample
of 5.8 X 107 J/i decays detected with the upgraded
Beijing Spectrometer (BESII) at the Beijing Electron-
Positron Collider (BEPC).

BESII is a large solid-angle magnetic spectrometer that
is described in detail in Ref. [11]. Charged particle mo-

menta are determined with a resolution of o,/p =

1.78%+/1 + p? (GeV/c?) in a 40-layer cylindrical main
drift chamber (MDC). Particle identification is accom-
plished by specific ionization (dE/dx) measurements in
the MDC and time-of-flight (TOF) measurements in a
barrel-like array of 48 scintillation counters. The dE/dx
resolution is o 4g/4c = 8.0%; the TOF resolution is mea-
sured to be orgr = 180 ps for Bhabha events. Outside of
the time-of-flight counters is a 12-radiation-length barrel
shower counter (BSC) comprised of gas tubes inter-
leaved with lead sheets. The BSC measures the energies

and directions of photons with resolutions of o/F =
21%/JE (GeV), 04 = 7.9 mrad, and o, = 2.3 cm. The
iron flux return of the magnet is instrumented with three
double layers of counters that are used to identify muons.
In this analysis, a GEANT3-based Monte Carlo (MC) pack-
age with detailed consideration of the detector perform-
ance is used. The consistency between data and MC has
been carefully checked in many high-purity physics chan-
nels, and the agreement is reasonable [12].

For the J/¢— ym m n/(n' > a7 1 vy)
channel, candidate events are required to have four
charged tracks, each of which is well fitted to a helix that
is within the polar angle region | cosf| < 0.8 and with a
transverse momentum larger than 70 MeV/c. The total
charge of the four tracks is required to be zero. For each
track, the TOF and dE/dx information are combined to
form particle identification confidence levels for the 7, K,
and p hypotheses; the particle type with the highest con-
fidence level is assigned to each track. At least three of the
charged tracks are required to be identified as pions.
Candidate photons are required to have an energy deposit
in the BSC greater than 60 MeV and to be isolated from
charged tracks by more than 5°; the number of photons is
required to be three. A four-constraint (4C) energy-
momentum conservation kinematic fit is performed to the
w7~ " 7w yyy hypothesis, and the x5 is required to be
less than 8 and also less than the y? for the kinematically
similar K* K~ 7" 7~ yyy hypothesis. An 7 signal is evi-
dent in the yvy invariant-mass distribution of all y7y pair-
ings [Fig. 1(a)]. In order to reduce combinatorial
backgrounds from 7% — yvy decays, we require that the
invariant masses of all vy pairings are greater than
0.22 GeV/c?. Candidate i mesons are selected by requir-
ing [M,,,, — m,| <0.05 GeV/c?. The events are then sub-
jected to a five-constraint (5C) fit where the invariant mass
of the yy pair associated with the 7 is constrained to m,,
and x%. < 15 is required. The 5C fit improves the M+ - .
mass resolution from 20 MeV/c? (for the 4C fit) to
7 MeV/c?. Figure 1(b) shows the 7t#7 % invariant-
mass distribution after the 5C fit, where a clear 7’ signal
is visible. For 1’ candidates, we select 7" 77~ 1 combina-
tions with M+, — m,| <0.015 GeV/c*. In a small
fraction of events, more than one combination passes the
above selection. In these cases, the combination with
M .+, closest to n' mass is used [13]. The 7" 7~ 7’
invariant-mass spectrum for the selected events is shown
in Fig. 1(c), where a peak at a mass around 1835 MeV/c?
is observed.

For the J/i — ym* 7~ n'(n' — yp) channel, events
with four charged tracks (with zero net charge) and two
photons are selected. At least three of the charged tracks
are required to be identified as pions. These events are
subjected to a 4C kinematic fit to the 7wt 7 7w 7 yy
hypothesis, and the xjc is required to be less than 8 and
less than the y? for the K™ K~ 7" 71~ y7y hypothesis. At this
stage of the analysis, the primary remaining background
contributions are due to J/¢ — 7wt m wtw w70, J /iy —
mta oty and J/— o(w = yr)ata ot o
these produce peaks at m,o, m,, and m, in the yy
invariant-mass distribution shown in Fig. 2(a). We sup-
press these backgrounds by rejecting events with
M,, <022 GeV/c?, [M,, —m,| <0.05GeV/c?, or
0.72 GeV/c* <M, <0.82 GeV/c?. To select p and 7’
signals, all 7" 7~ and y# "7~ combinations are consid-
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FIG. 1 (color online). Invariant-mass distributions for selected
J/— yrta n'(n' > 7t 7 m, p— yy) candidate events.
(a) The invariant-mass distribution of yy pairs. (b) The
7mt7~m invariant-mass distribution. (c) The & 7 7%’
invariant-mass distributions; the open histogram is data and
the shaded histogram is J/¢ — y@r* 7~ n' phase-space MC
events (with arbitrary normalization).

ered. The y7r* 7~ invariant-mass distribution shows an 7’
signal [Fig. 2(b)]. We require that |M .- —m,| <
0.2 GeV/c?* and M, .+, — my| <0.025 GeV/c? If
more than one combination passes these criteria, the com-
bination with M+ .- closest to m,, is selected [13]. For
this channel, there is also a distinct peak near
1835 MeV/c? in the 7t 7~ %' invariant-mass spectrum
[Fig. 2(c)].

To ensure that the peak near 1835 MeV/c? is not due to
background, we have made extensive studies of potential
background processes using both data and MC. Non-7’
processes are studied with 1’ mass-sideband events. The
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FIG. 2 (color online). Invariant-mass distributions for the se-
lected J/p — ym" 7~ n'(n' — yp) candidate events. (a) The
invariant-mass distribution for y7y pairs. (b) The yw 7~
invariant-mass distribution. (¢) The 77~ 75’ invariant-mass
distributions; the open histogram is data and the shaded histo-
gram is from J/ — y7* 7~ 7’ phase-space MC events (with
arbitrary normalization).

main background channel J/ — 77" 7~ n' and other

background processes with multiphotons and/or with
kaons are reconstructed with the data. In addition, we
also checked for possible backgrounds with a MC sample
of 60 X 10% J/y decays generated by the LUND model
[14]. None of these background sources produce a peak
around 1835 MeV/c? in the 7" 7 7/ invariant-mass
spectrum.

Figure 3 shows the 7" 7~ %' invariant-mass spectrum
for the combined J/¢y — ym 7 n'(n' —» 7t 7~ 7) and
J/— ymta~ n'(n' — yp) samples [i.e., the sum of the
histograms in Figs. 1(c) and 2(c)]. This spectrum is fitted

!
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panel shows the fit (solid curve) to the data (points with error
bars); the dashed curve indicates the background function.

with a Breit-Wigner (BW) function convolved with a
Gaussian mass resolution function (with o =13MeV/
c?) to represent the X(1835) signal plus a smooth poly-
nomial background function. The mass and width obtained
from the fit (shown in the bottom panel in Fig. 3) are M =
1833.7 = 6.1 MeV/c?and " = 67.7 = 20.3 MeV/c2. The
signal yield from the fit is 264 * 54 events with a con-
fidence level 45.5% (x*/d.o.f. = 57.6/57) and —2InL =
58.4. A fit to the mass spectrum without a BW signal
function returns —21InL = 126.5. The change in —2InL
with A(d.o.f.) = 3 corresponds to a statistical significance
of 7.70 for the signal.

Using MC-determined selection efficiencies of 3.72%
and 4.85% for the ' — 7w*7~ 7y and ' — yp modes,
respectively, we determine a product BF of

B/ — yX(1835)) - B(X(1835) — 7 7 1)
=(22=*04) X 107*.

The consistency between the two 1’ decay modes is
checked by fitting the distributions in Figs. 1(c) and 2(c)
separately with the method described above. The fit to
Fig. 1(c) gives M = 1827.4 +8.1 MeV/c?> and T =
54.2 = 34.5 MeV/c* with a statistical significance of
5.1c. From the 68 * 26 signal events obtained from the
fit, the product BF is B(J/¢ — yX(1835)) - B(X(1835) —
mtm n') = (1.8 £0.7) X 107*. Similar results are ob-

tained if we apply only a 4C kinematic fit in this analysis.
For the fit to Fig. 2(c), the mass and width are determined
to be M =18363+79MeV/c? and I =703 =
23.1 MeV/c?> with a statistical significance of 6.0 o.
For this mode alone, the signal yield of 193 * 43 sig-
nal events corresponds to B(J/¢ — yX(1835)) -
B(X(1835) — 7wt 7n') = (23 = 0.5) X 107%. The
X(1835) mass, width, and product BF values determined
from the two 7’ decay modes separately are in good
agreement with each other.

The systematic uncertainties on the mass and width are
determined by varying the functional form used to repre-
sent the background, the fitting range of the mass spectrum,
the mass calibration, and possible biases due to the fitting
procedure. The latter are estimated from differences be-
tween the input and output mass and width values from MC
studies. The total systematic errors on the mass and width
are 2.7 and 7.7 MeV/c?, respectively. The systematic error
on the branching fraction measurement comes mainly from
the uncertainties of MDC simulation (including systematic
uncertainties of the tracking efficiency and the kinematic
fits), the photon detection efficiency, the particle identifi-
cation efficiency, the 7’ decay branching fractions to
7t 7~ n and yp, the background function parametrization,
the fitting range of the mass spectrum, the requirements on
numbers of photons, the invariant-mass distributions of yy
pairs in the two analyses, the 77+ 77~ invariant-mass distri-
bution in ' — y7w 7~ decays, MC statistics, the total
number of J /i events [15], and the unknown spin-parity of
the X(1835). For the latter, we use the difference between
phase space and a J?© = 0~ hypothesis for the X(1835).
The total relative systematic error on the product branching
fraction is 20.2%.

In summary, the decay channel J/ — ym" a7~ 7' is
analyzed using two 1’ decay modes, n’ — 7" 7~ 1 and
n' — yp. A resonance, the X(1835), is observed with a
high statistical significance of 7.7c in the #*7 7’
invariant-mass spectrum. From a fit with a Breit-Wigner
function, the mass is determined to be M = 1833.7 £
6.1(stat) = 2.7(syst) MeV/c?, the width is T' = 67.7=
20.3(stat) = 7.7(syst) MeV/c?, and the product branch-
ing fraction is B(J/¥— yX) -BX —> 7 7 7)) =
[2.2 * 0.4(stat) = 0.4(syst)] X 1074, The mass and width
of the X(1835) are not compatible with any known meson
resonance [16]. In Ref. [16], the candidate closest in mass
to the X(1835) is the (unconfirmed) 2~ 7,(1870) with
M = 1842 + 8 MeV/c?. The width of this state, I' =
225 + 14 MeV/c?, is considerably larger than that of the
X(1835) (see also [17], where the 2+ component in the
narm mode of J/i radiative decay has a mass 1840 =
15 MeV/c? and a width 170 * 40 MeV/c?).

We examined the possibility that the X(1835) is respon-
sible for the pp mass threshold enhancement observed in
radiative J/¢y — ypp decays [1]. It has been pointed out
that the S-wave BW function used for the fit in Ref. [1]
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should be modified to include the effect of final-state
interactions (FSI) on the shape of the pp mass spectrum
[6,7]. Redoing the S-wave BW fit to the p p invariant-mass
spectrum of Ref. [1], including the zero isospin, S-wave
FSI factor of Ref. [7], yields a mass M = 1831 =
7 MeV/c? and a width T' <153 MeV/c? (at the 90%
C.L.) [systematic uncertainties are not included in the error
of the mass and the upper limit of the width. In contrast to
Ref. [7], the isospin = 1 FSI factor is not used to redo the
fit since the isospin = 1 states are strongly suppressed in
J /i radiative decays]; these values are in good agreement
with the mass and width of X(1835) reported here.
Moreover, according to Ref. [5], the w7’ decay mode
is expected to be strong for a pp bound state. Thus, the
X(1835) resonance is a prime candidate for the source of
the pp mass threshold enhancement in the J/¢ — ypp
process. In this case, the JP¢ and I of the X(1835) could
only be 0~ * and 0", which can be tested in future experi-
ments. Also in this context, the relative pp decay strength
is quite strong: B(X — pp)/B(X — w7~ n') ~ 1/3 [the
product BF determined from the fit that includes FSI
effects on the pp mass spectrum is within the systematic
errors of the result reported in Ref. [1]]. Since decays to pp
are kinematically allowed only for a small portion of the
high-mass tail of the resonance and have very limited phase
space, the large pp branching fraction implies an unusu-
ally strong coupling to pp, as expected for a pp bound
state [9,18]. However, other possible interpretations of the
X(1835) that have no relation to the pp mass threshold
enhancement are not excluded.
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We study the process e"e™ — 7" 77~ J /i at a center-of-mass energy of 4.260 GeV using a 525 pb~!
data sample collected with the BESIII detector operating at the Beijing Electron Positron Collider. The
Born cross section is measured to be (62.9 * 1.9 * 3.7) pb, consistent with the production of the ¥(4260).
We observe a structure at around 3.9 GeV/c? in the 77°J /¢ mass spectrum, which we refer to as the
Z.(3900). If interpreted as a new particle, it is unusual in that it carries an electric charge and couples to
charmonium. A fit to the #*J/¢ invariant mass spectrum, neglecting interference, results in a mass of
(3899.0 + 3.6 *+ 4.9) MeV/c? and a width of (46 + 10 + 20) MeV. Its production ratio is measured to be
R=(o(ete” = 7Z.(3900)* = wrm~J/ )/ o(eTe” — wr o J/)) = (21.5 £ 3.3 = 7.5)%. In all
measurements the first errors are statistical and the second are systematic.

DOI: 10.1103/PhysRevLett.110.252001 PACS numbers: 14.40.Rt, 13.66.Bc, 14.40.Pq

Since its discovery in the initial-state-radiation (ISR)  has remained a mystery. Unlike other charmonium states
process ete” — yigrm 7w J/ 4 [1], and despite its sub-  with the same quantum numbers and in the same mass
sequent observations [2-5], the nature of the Y(4260) state  region, such as the (4040), (4160), and s(4415), the
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Y(4260) state does not have a natural place within the
quark model of charmonium [6]. Furthermore, while being
well above the DD threshold, the Y(4260) shows strong
coupling to the w7~ J/ final state [7], but relatively
small coupling to open charm decay modes [8—12]. These
properties perhaps indicate that the Y(4260) state is not a
conventional state of charmonium [13].

A similar situation has recently become apparent in
the bottomonium system above the BB threshold, where
there are indications of anomalously large couplings
between the Y(5S) state [or perhaps an unconventional
bottomonium state with similar mass, the Y,(10890)]
and the w7~ Y(1S,2S,3S) and 7" 7 h,(1P,2P) final
states [14,15]. More surprisingly, substructure in these
at 7= Y(1S,2S,3S) and 777 h,(1P,2P) decays indi-
cates the possible existence of charged bottomoniumlike
states [16], which must have at least four constituent
quarks to have a nonzero electric charge, rather than the
two in a conventional meson. By analogy, this suggests
there may exist interesting substructure in the Y(4260) —
ar" 7~ J /4 process in the charmonium region.

In this Letter, we present a study of the process e”e™ —
mtm~J/¢ at a center-of-mass (c.m.) energy of /s =
(4.260 = 0.001) GeV, which corresponds to the peak of
the Y(4260) cross section. We observe a charged structure
in the 7=J /4 invariant mass spectrum, which we refer to
as the Z,(3900). The analysis is performed with a 525 pb~!
data sample collected with the BESIII detector, which is
described in detail in Ref. [17]. In the studies presented
here, we rely only on charged particle tracking in the main
drift chamber and energy deposition in the electromagnetic
calorimeter (EMC).

The GEANT4-based Monte Carlo (MC) simulation soft-
ware, which includes the geometric description of the
BESIII detector and the detector response, is used to
optimize the event selection criteria, determine the detec-
tion efficiency, and estimate backgrounds. For the signal
process, we use a sample of ete” — 7w 7w J/i MC
events generated assuming the w7~ J/¢ is produced
via Y(4260) decays, and using the eTe™ — 7w a7 J/ ¢
cross sections measured by Belle [3] and BABAR [5].
The 7" 7~ J/ substructure is modelled according to the
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FIG. 1 (color online).

experimentally observed Dalitz plot distribution presented
in this analysis. ISR is simulated with KKMC [18] with a
maximum energy of 435 MeV for the ISR photon, corre-
sponding to a 77" 77~ J /4 mass of 3.8 GeV/c?.

For ee™ — w7~ J /i events, the J/¢ candidate is
reconstructed with lepton pairs (e*e™ or w™ u ™). Since
this decay results in a final state with four charged parti-
cles, we first select events with four good charged tracks
with net charge zero. For each charged track, the polar
angle in the main drift chamber must satisfy | cosé| < 0.93,
and the point of closest approach to the e e™ interaction
point must be within 10 c¢m in the beam direction and
within 1 cm in the plane perpendicular to the beam direc-
tion. Since pions and leptons are kinematically well sepa-
rated in this decay, charged tracks with momenta larger
than 1.0 GeV/c in the lab frame are assumed to be leptons,
and the others are assumed to be pions. We use the energy
deposited in the EMC to separate electrons from muons.
For muon candidates, the deposited energy in the EMC
should be less than 0.35 GeV, while for electrons, it should
be larger than 1.1 GeV. The efficiencies of these require-
ments are determined from MC simulation to be above
99% in the EMC sensitive region.

In order to reject radiative Bhabha and radiative dimuon
(yete™ /yu™ u™) backgrounds associated with a photon-
conversion, the cosine of the opening angle of the pion
candidates, which are true e*e™ pairs in the case of
background, is required to be less than 0.98. In the e*e™
mode, the same requirement is imposed on the 75 e™
opening angles. This restriction removes less than 1% of
the signal events.

The lepton pair and the two pions are subjected to a four-
constraint (4C) kinematic fit to the total initial four-
momentum of the colliding beams in order to improve
the momentum resolution and reduce the background.
The x? of the kinematic fit is required to be less than 60.

After imposing these selection criteria, the invariant
mass distributions of the lepton pairs are shown in Fig. 1.
A clear J/i signal is observed in both the e"e™ and
utu~ modes. There are still remaining ete  —
7t~ 7wt 7™, and other QED backgrounds, but these can
be estimated using the events in the J/¢ mass sideband.

o 120 -+ Data

— Fit

100 --- Background

80
60
40

Events / 0.002 GeV/c

20

% 305 81
M(e'e) (GeV/c?)

The distributions of M(u™ u ™) (left panel) and M(e ™ e™) (right panel) after performing a 4C kinematic fit and

imposing all selection criteria. Dots with error bars are data and the curves are the best fit described in the text.
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The final selection efficiency is (53.8 = 0.3)% for w™ ™
events and (38.4 = 0.3)% for ete™ events, where the
errors are from the statistics of the MC sample. The main
factors affecting the detection efficiencies include the de-
tector acceptances for four charged tracks and the require-
ment on the quality of the kinematic fit adopted. The lower
efficiency for e* e~ events is due to final-state-radiation,
bremsstrahlung energy loss of e e™ pairs, and the EMC
deposit energy requirement.

To extract the number of 77~ J/¢ signal events,
invariant mass distributions of the lepton pairs are
fit using the sum of two Gaussian functions with a
linear background term. The fits yield M(J/¢) =
(3098.4 = 0.2) MeV/c? with 882 * 33 signal events in
the w* ™ mode, and M(J/ )= (3097.9 +0.3) MeV/c?
with 595 = 28 signal events in the e™ e~ mode. Here the
errors are statistical only. The mass resolution is
3.7 MeV/c? in the u* u~ mode and 4.0 MeV/c? in the
e*e” mode.

The Born cross section is determined from the relation
o8 = (N"/ L;,,(1 + 8)eB), where Nt is the number of
signal events from the fit; £;,, is the integrated luminosity, €
is the selection efficiency obtained from a MC simulation,
B is the branching fraction of J/¢ — €*€~, and
(1 + d) is the radiative correction factor, which is 0.818
according to a QED calculation [19]. The measured Born
cross section for e"e™ — 7w 7~ J /i is (64.4 = 2.4) pbin
the u* ™ mode and (60.7 + 2.9) pb in the e*e™ mode.
The combined measurementis o?(e"e™ — 7wt~ J /) =
(62.9 = 1.9) pb.

Systematic errors in the cross section measurement come
from the luminosity measurement, tracking efficiency,
kinematic fit, background estimation, dilepton branching
fractions of the J/ i, and Y(4260) decay dynamics.

The integrated luminosity of this data sample was mea-
sured using large angle Bhabha events, and has an esti-
mated uncertainty of 1.0%. The tracking efficiency
uncertainty is estimated to be 1% for each track from a
study of the control samples J/¢ — 7" 7~ #° and
¥ (3686) — 7" 7~ J /. Since the luminosity is measured
using Bhabha events, the tracking efficiency uncertainty of
high momentum lepton pairs partly cancels in the calcu-
lation of the w+ 7~ J/ cross section. To be conservative,
we take 4% for both the ete™ and ' u~ modes.

The uncertainty from the kinematic fit comes from the
inconsistency between the data and MC simulation of the
track helix parameters. Following the procedure described
in Ref. [20], we take the difference between the efficiencies
with and without the helix parameter correction as the
systematic error, which is 2.2% in the u* u~ mode and
2.3% in the e* e~ mode.

Uncertainties due to the choice of background shape and
fit range are estimated by varying the background function
from linear to a second-order polynomial and by extending
the fit range.

Uncertainties in the Y(4260) resonance parameters and
possible distortions of the Y(4260) line shape introduce
small systematic uncertainties in the radiative correction
factor and the efficiency. This is estimated using the differ-
ent line shapes measured by Belle [3] and BABAR [5]. The
difference in (1 + )€ is 0.6% in both the e* ¢~ and ™ ™
modes, and this is taken as a systematic error.

We use the observed Dalitz plot to generate Y (4260) —
't 7~ J/ events. To cover possible modelling inaccura-
cies, we conservatively take the difference between the
efficiency using this model and the efficiency using a phase
space model as a systematic error. The error is 3.1% in both
the u* ™ and the e™ e~ modes.

The uncertainty in B(J/ — €7 €~) is 1% [21]. The
trigger simulation, the event start time determination, and
the final-state-radiation simulation are well understood; the
total systematic error due to these sources is estimated to
be less than 1%.

Assuming all of the sources are independent, the total
systematic error in the 77+ 7~ J/ cross section measure-
ment is determined to be 5.9% for the u* u~ mode and
6.8% for the e* e~ mode. Taking the correlations in errors
between the two modes into account, the combined sys-
tematic error is slightly less than 5.9%.

Intermediate states are studied by examining the Dalitz
plot of the selected 7 7~ J/ s candidate events. The J/
signal is selected using 3.08 < M(€7€7) <3.12 GeV/c?
and the sideband using 3.00 < M(€*€~) < 3.06 GeV/c?
or 3.14 < M(€*€~) < 3.20 GeV/c?, which is three times
the size of the signal region. In total, a sample of 1595
7t 7 J/ events with a purity of 90% is obtained.

Figure 2 shows the Dalitz plot of events in the J/i
signal region, where there are structures in the 7% 7~
system and evidence for an exotic charmoniumlike struc-
ture in the 77=J/¢ system. The inset shows background
events from J/ ¢ mass sidebands (not normalized), where
no obvious structures are observed.
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FIG. 2. Dalitz distributions of M?(z" ) vs M*(mw*J/ ) for
selected ete™ — w77~ J/ events in the J/i signal region.
The inset shows background events from the J/¢ mass side-

bands (not normalized).
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Figure 3 shows the projections of the M(7"J/),
M(m~J/¢), and M(art7~) distributions for the signal
events, as well as the background events estimated from
normalized J/¢ mass sidebands. In the 7*J/i{ mass
spectrum, there is a significant peak at around
3.9 GeV/c? [referred to as the Z.(3900) hereafter]. The
wider peak at low mass is a reflection of the Z.(3900) as
indicated from MC simulation, and shown in Fig. 3.
Similar structures are observed in the e*e™ and utu~
separated samples.

The 77" 77~ mass spectrum shows nontrivial structure.
To test the possible effects of dynamics in the 7" 7~ mass
spectrum on the 77=J/ ¢ projection, we develop a parame-
trization for the ¥ 7~ mass spectrum that includes a
f0(980), o(500), and a nonresonant amplitude. An MC
sample generated with this parametrization adequately
describes the 7+ 7~ spectrum, as shown in Fig. 3, but
does not generate any peaking structure in the 7+J/
projection consistent with the Z.(3900). We have also
tested D-wave 77" 7~ amplitudes, which are not apparent
in the data, and they, also, do not generate peaks in the
7=J/ spectrum.

An unbinned maximum likelihood fit is applied to the
distribution of M, (77=J/ ), the larger one of the two
mass combinations M(wtJ/¢) and M(7r~J/ ) in each
event. The signal shape is parametrized as an S-wave Breit-
Wigner function convolved with a Gaussian with a mass
resolution fixed at the MC simulated value (4.2 MeV/c?).
The phase space factor p - g is considered in the partial
width, where p is the Z.(3900) momentum in the Y(4260)
c.m. frame and ¢ is the J/¢ momentum in the Z.(3900)
c.m. frame. The background shape is parametrized as
a/(x —3.6)” + ¢ + dx, where a, b, ¢, and d are free
parameters and x = M, (7=J /). The efficiency curve
is considered in the fit and the possible interference
between the signal and background is neglected. Figure 4
shows the fit results; the fit yields a mass of (3899.0 =
3.6) MeV/c?, and a width of (46 + 10) MeV. The good-
ness of the fit is found to be y?/ndf = 32.6/37 = 0.9.

The number of Z.(3900) events is determined to be
N[Z.(3900)*] = 307 = 48. The production ratio is

calculated to be R = o(ete” — #w*Z.(3900)" —
ata J/) olete — ata J/¢) = (21.5 + 3.3)%,
where the efficiency correction has been applied. The
statistical significance is calculated by comparing the fit
likelihoods with and without the signal. Besides the nomi-
nal fit, the fit is also performed by changing the fit range,
the signal shape, or the background shape. In all cases, the
significance is found to be greater than 8o

Fitting the M(7w"J/) and M(7~J/) distributions
separately, one obtains masses, widths, and production
rates of the Z.(3900)" and Z.(3900)" that agree with
each other within statistical errors. Dividing the sample
into two different M(7*7~) regions [below and above
M*(wt 7)) = 0.7 GeV?/c*] allows us to check the
robustness of the Z.(3900) signal in the presence of two
different sets of interfering 77" 7~ J/ ¢ amplitudes. In both
samples, the Z.(3900) is significant and the observed mass
can shift by as much as 14 + 5 MeV/c? from the nominal
fit, and the width can shift by (20 * 11) MeV. We attribute
the systematic shifts in mass and width to interference
between the Z.(3900)7 and (7r*77)J/¢ amplitudes. In
fitting the 77=J /¢ projection of the Dalitz plot, our analy-
sis averages over the entire 77~ spectrum, and our
measurement of the Z.(3900) mass, width, and produc-
tion fraction neglects interference with other 7+ 7~ J/¢
amplitudes.

The systematic errors for the resonance parameters of
the Z.(3900) come from the mass calibration, parametri-
zation of the signal and background shapes, and the mass
resolution. The uncertainty from the mass calibration can
be estimated using the difference between the measured
and known J/# masses (reconstructed from e e”
and w ™) and D° masses (reconstructed from K~ 7).
The differences are (1.4 +0.2) MeV/c* and —(0.7 +
0.2) MeV/c?, respectively. Since our signal topology has
one low momentum pion, as in D° decay, and a pair of high
momentum tracks from the J/ ¢ decay, we assume these
differences added in quadrature is the systematic error of
the Z,.(3900) mass measurement due to tracking. Doing a
fit by assuming a P wave between the Z,.(3900) and the 77,
and between the J/ s and 7 in the Z.(3900) system, yields
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FIG. 3 (color online).

M Jly) (GeV/c?)
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One dimensional projections of the M(w*J/ ), M(7w~J/ ), and M(7* 7~ ) invariant mass distributions in

ete” — w7~ J/ for data in the J/ ¢ signal region (dots with error bars), data in the J/ s sideband region (shaded histograms), and
MC simulation results from ¢ (500), f,(980), and nonresonant 77" 77~ amplitudes (red dotted-dashed histograms). The pink blank
histograms show a MC simulation of the Z.(3900) signal with arbitrary normalization.
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FIG. 4 (color online). Fit to the My, (77=J /) distribution as
described in the text. Dots with error bars are data; the red solid
curve shows the total fit, and the blue dotted curve the back-
ground from the fit; the red dotted-dashed histogram shows the
result of a phase space (PHSP) MC simulation; and the green
shaded histogram shows the normalized J/ sideband events.

a mass difference of 2.1 MeV/c2, a width difference of
3.7 MeV, and production ratio difference of 2.6% absolute.
Assuming the Z,(3900) couples strongly with DD* results
in an energy dependence of the total width [22], and the fit
yields a difference of 2.1 MeV/ ¢ for mass, 15.4 MeV for
width, and no change for the production ratio. We estimate
the uncertainty due to the background shape by changing to
a third-order polynomial or a phase space shape, varying
the fit range, and varying the requirements on the y? of the
kinematic fit. We find differences of 3.5 MeV/c? for mass,
12.1 MeV for width, and 7.1% absolute for the production
ratio. Uncertainties due to the mass resolution are esti-
mated by increasing the resolution determined by MC
simulations by 16%, which is the difference between the
MC simulated and measured mass resolutions of the J/
and DY signals. We find the difference is 1.0 MeV in the
width, and 0.2% absolute in the production ratio, which are
taken as the systematic errors. Assuming all the sources of
systematic uncertainty are independent, the total system-
atic error is 4.9 MeV/c? for mass, 20 MeV for width and
7.5% for the production ratio.

In Summary, we have studied e*e™ — 7wt 7~ J/ i at a
c.m. energy of 4.26 GeV. The cross section is measured to
be (62.9 = 1.9 = 3.7) pb, which agrees with the existing
results from the BABAR [5], Belle [3], and CLEO [4]
experiments. In addition, a structure with a mass of
(3899.0 = 3.6 = 4.9) MeV/c? and a width of (46 + 10 +
20) MeV is observed in the 77*J/ ¢ mass spectrum. This
structure couples to charmonium and has an electric
charge, which is suggestive of a state containing more
quarks than just a charm and anticharm quark. Similar
studies were performed in B decays, with unconfirmed
structures reported in the 7~ ¥ (3686) and 7~ ., systems
[23-26]. It is also noted that model-dependent calculations
exist that attempt to explain the charged bottomonium-
like structures which may also apply to the charmonium-
like structures, and there were model predictions of

charmoniumlike structures near the DD* and D*D*
thresholds [27].
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We study e*e™ — 7t 7~ h, at center-of-mass energies from 3.90 to 4.42 GeV by using data samples
collected with the BESIII detector operating at the Beijing Electron Positron Collider. The Born cross
sections are measured at 13 energies and are found to be of the same order of magnitude as those of
ete” — w7 J/¢ but with a different line shape. In the 7= h, mass spectrum, a distinct structure,
referred to as Z.(4020), is observed at 4.02 GeV/c2. The Z.(4020) carries an electric charge and
couples to charmonium. A fit to the 77~ A, invariant mass spectrum, neglecting possible interferences,
results in a mass of (4022.9 + 0.8 =2.7) MeV/c? and a width of (7.9 = 2.7 +2.6) MeV for the
Z.(4020), where the first errors are statistical and the second systematic. The difference between the
parameters of this structure and the Z.(4025) observed in the D*D* final state is within 1.5¢, but
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whether they are the same state needs further investigation. No significant Z.(3900) signal is observed,
and upper limits on the Z.(3900) production cross sections in 7= h, at center-of-mass energies of 4.23

and 4.26 GeV are set.

DOI: 10.1103/PhysRevLett.111.242001

In the study of the ete” — 7w 7w J/¢ at center-
of-mass (c.m.) energies around 4.26 GeV, the BESIII [1]
and Belle [2] experiments observed a charged charmo-
niumlike state, the Z,.(3900), which was confirmed shortly
after with CLEO data at a c.m. energy of 4.17 GeV [3]. As
there are at least four quarks within the Z,.(3900), it is
interpreted as either a tetraquark state, a DD* molecule,
hadroquarkonium, or other configurations [4]. More
recently, BESIII has observed another charged Z,.(4025)
state in ete”™ — 7°(D*D*)¥ [5]. These states together
with similar states observed in the bottomonium system
[6] would seem to indicate that a new class of hadrons has
been observed.

Such a particle may couple to 7= h,. [4] and thus can be
searched forin e* e~ — 7"~ h,. This final state has been
studied by CLEO [7], and a hint of a rising cross section at
4.26 GeV has been observed. An improved measurement
may shed light on understanding the nature of the ¥(4260)
as well [8,9].

In this Letter, we present a study of e e~ — 7t 7~ h,, at
13 c.m. energies from 3.900 to 4.420 GeV. The data
samples were collected with the BESIII detector [10] and
are listed in Table 1. The c.m. energies (,/s) are measured
with a beam energy measurement system [12] with an
uncertainty of =1.0 MeV. A charged structure is observed
in the 7=h, invariant mass spectrum at 4.02 GeV/c?
[referred to as the Z_.(4020) hereafter]. We also report on
the search for Z,(3900) decays into the same final state. No
significant signal is observed, and an upper limit on the
production rate is determined. In the studies presented

TABLE L. e*e™ — @" @~ h, cross sections (or upper limits at
the 90% confidence level). The third errors are from the uncer-
tainty in B(h. — yn,) [11].

5 (GeV) Lpb™h)

o(ete” — w7 h,) (pb)

3.900 52.8 <23 <8.3

4.009 482.0 <13 <5.0

4.090 51.0 <6.0 <13

4.190 43.0 8.8 £49 177 9.8 = 1.6 = 2.8
4210 547 21.7%£59 348*x95%x32=*55
4.220 546 26668 41.9=*10.7*3.8*6.6
4.230 1090.0 646 * 33 502 *£27*46=*79
4.245 560 226=*x7.1 327*103*x3.0=x5.1
4.260 826.8 416 £ 28 41.0 28 *+37*64
4310 449 346*x72 61.9*129+x56=*9.7
4.360 544.5 357 =25 523 £3.7*£48*8.2
4.390 551 300=x78 41.8*108=*3.8=*66
4.420 447 29173 494+%124x45*7.6

PACS numbers: 14.40.Rt, 13.66.Bc, 14.40.Pq

here, the h. is reconstructed via its electric-dipole (E1)
transition h, — y7, with n, — X;, where X, signifies 16
exclusive hadronic final states: pp, 2(7m 7 ™), 2(KTK "),
KYK nwta™, ppmtw, 3@ nw™), KYK 2(w" 7)),
KOK=7*, KiK*m" 7= m*, K*K~7° ppn°, wra ),
KK 9, 2zt m )y, wtm 7%7°, and 2(m 7 ) 7070,

We select charged tracks, photons, and Kg — ata”
candidates as described in Ref. [13]. A candidate 7° (%)
is reconstructed from pairs of photons with an invariant
mass in the range |M,, — mo| <15 MeV/c* (IM,, —
m,| <15 MeV/c?), where m_o (m,) is the nominal 7°
(m) mass [14].

In selecting e*e™ — 7w 7" h,, h, — yn, candidates,
all charged tracks are assumed to be pions, and events
with at least one combination satisfying M™! &
[3.45,3.65] GeV/c* and Mff;‘fir, € [2.8,3.2] GeV/c?
are kept for further analysis. Here M™%l (M;e;‘ii;,) is
the mass recoiling from the 7+ 7~ (y#* 7 ~) pair, which
should be in the mass range of the A, (1,).

To determine the species of final state particles and to
select the best photon when additional photons (and 7° or
7 candidates) are found in an event, the combination with
the minimum value of x*> = xic + X, x3p(i) + xic is
selected for further analysis, where x3 is the x* from the
initial-final four-momentum conservation (4C) kinematic
fit and y3,(i) is the y* from particle identification (PID)
using the energy loss in the main draft chamber and the
time measured with the time-of-flight system. N is the
number of the charged tracks in the final states, and xic
is the sum of the 1C (mass constraint of the two daughter
photons) x? of the 7° and 7 in each final state. There is
also a y3. requirement, which is optimized by using the
figure of merit S/+/S + B, where S and B are the numbers
of Monte Carlo (MC) simulated signal and background
events, respectively, and x3- < 35 (efficiency is about 80%
from MC simulation) is required for final states with only
charged or K9 particles, while yj- <20 (efficiency is
about 70% from MC simulation) is required for those
with 70 or 7 [15]. A similar optimization procedure deter-
mines the 7. candidate mass window around the nominal
1. [14] mass to be +50 MeV/c? with efficiency about
85% from MC simulation ( = 45 MeV/c? with efficiency
about 80% from MC simulation) for final states with only
charged or K particles (those with 7° or 7).

Figure 1 shows as an example the scatter plot of the mass
of the 7, candidate versus that of the 4, candidate at the
c.m. energy of 426 GeV, as well as the projection of the
invariant mass distribution of 7, in the 7, signal region,
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FIG. 1 (color online). The M., distribution after the 7, signal
selection of 4.26 GeV data: dots with error bars are data, and the
curves are the best fit described in the text. The inset is the scatter
plot of the mass of the 7, candidate versus that of the A,
candidate.

where a clear h, — 7, signal is observed. To extract the
number of 777 7~ h, signal events, the yn, mass spectrum
is fitted by using the MC simulated signal shape convolved
with a Gaussian function to reflect the mass resolution
difference (around 10%) between the data and MC simu-
lation, together with a linear background. The fit to the
4.26 GeV data is shown in Fig. 1. The tail in the high mass
side is due to the events with initial state radiation (ISR),
which is simulated well in MC, and its fraction is fixed in
the fit. At the energy points with large statistics (4.23, 4.26,
and 4.36 GeV), the fit is applied to the 16 7). decay modes
simultaneously, while, at the other energy points, we fit the
mass spectrum summed over all the 7, decay modes. The
number of signal events (nZE’S) and the measured Born cross

section at each energy are listed in Table I. The 7" 7~ h,
cross section appears to be constant above 4.2 GeV with a
possible local maximum at around 4.23 GeV. This is in
contrast to the observed energy dependence in the e"e™ —
7t 7~ J/ channel which revealed a decrease of cross
sections at higher energies [2,17].

Systematic errors in the cross section measurement
mainly come from the luminosity measurement, the
branching fraction of h, — ymn,, the branching fraction
of n.— X;, the detection efficiency, the ISR correction
factor, and the fit. The integrated luminosity at each energy
point is measured by using large angle Bhabha events, and
it has an estimated uncertainty of 1.2%. The branching
fractions of h.— ym,. and n.— X; are taken from
Refs. [11,13]. The uncertainties in the detection efficiency
are estimated in the same way as described in
Refs. [13,16], and the error in the ISR correction is esti-
mated as described in Ref. [1]. Uncertainties due to the
choice of the signal shape, the background shape, the mass
resolution, and the fit range are estimated by varying the A,

18 10
L 19
17 8
: n
& f EE [ Y -’
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FIG. 2 (color online). Dalitz plot (M2,, vs M2, ) for se-
lected e* e~ — 7" 7~ h, events, summed over all energy points.

and 7). resonant parameters and line shapes in the MC
simulation, varying the background function from linear to
a second-order polynomial, varying the mass resolution
difference between data and MC simulation by one stan-
dard deviation, and by extending the fit range. Assuming
all of the sources are independent, the total systematic error
in the 7 77~ h, cross section measurement is determined to
be between 7% and 9% depending on the energy, and to be
conservative we take 9% for all the energy points. The
uncertainty in B(h, — y7,) is 15.7% [14], common to all
energy points, and quoted separately in the cross section
measurement. Altogether, about 95% of the total system-
atic errors are common to all the energy points.

Intermediate states are studied by examining the
Dalitz plot of the selected 7+ 7~ h, candidate events.
The h. signal is selected by using 3.518 <M,, <
3.538 GeV/c? and the sideband by using 3.490 < M,, <
3.510 GeV/c? or 3.560 < M., < 3.580 GeV/c?, which
is twice as wide as the signal region. Figure 2 shows the
Dalitz plot of the 77 77~ h, candidate events summed over
all energies. While there are no clear structures in the
ata system, there is clear evidence for an exotic char-
moniumlike structure in the 77 h, system. Figure 3 shows
the projection of the M=, (two entries per event) distri-
bution for the signal events, as well as the background
events estimated from normalized /s, mass sidebands.
There is a significant peak at around 4.02 GeV/c? [the
Z.(4020)], and the wider peak at low masses is the reflec-
tion of the Z.(4020). There are also some events at around
3.9 GeV/c?, which could be the Z.(3900). The individual
data sets at 4.23, 426, and 4.36 GeV show similar
structures.

An unbinned maximum likelihood fit is applied to the
M =), distribution summed over the 16 7. decay modes.
The data at 4.23, 4.26, and 4.36 GeV are fitted simulta-
neously with the same signal function with common mass
and width. The signal shape is parametrized as a constant
width relativistic Breit-Wigner function convolved with a
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FIG. 3 (color online). M+ distribution of e*e™ — 7 7~ h,
candidate events in the 4, signal region (dots with error bars) and
the normalized A, sideband region (shaded histogram), summed
over data at all energy points.

Gaussian with a mass resolution determined from the data
directly. Assuming the spin parity of the Z.(4020) J* =
1*, a phase space factor pg® is considered in the partial
width, where p is the Z.(4020) momentum in the e*e™
c.m. frame and g is the 4. momentum in the Z.(4020) c.m.
frame. The background shape is parametrized as an
ARGUS function [18]. The efficiency curve is considered
in the fit, but possible interferences between the signal and
background are neglected. Figure 4 shows the fit results;
the fit yields a mass of (4022.9 *+ 0.8) MeV/c? and a width
of (7.9 = 2.7) MeV. The goodness of fit is found to be
x?/n.d.f. = 27.3/32 = 0.85 by projecting the events into
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FIG. 4 (color online). Sum of the simultaneous fits to the
M), distributions at 4.23, 4.26, and 4.36 GeV as described in
the text; the inset shows the sum of the simultaneous fit to the
M+, distributions at 4.23 and 4.26 GeV with Z.(3900) and
Z.(4020). Dots with error bars are data; shaded histograms are
the normalized sideband background; the solid curves show the
total fit, and the dotted curves the backgrounds from the fit.

a histogram with 46 bins. The statistical significance of the
Z.(4020) signal is calculated by comparing the fit like-
lihoods with and without the signal. Besides the nominal
fit, the fit is also performed by changing the fit range, the
signal shape, or the background shape. In all cases, the
significance is found to be greater than 8.90.

The numbers of Z,(4020) events are determined to be
N[Z.(4020)"] = 114 = 25,72 = 17, and 67 = 15 at 4.23,
4.26, and 4.36 GeV, respectively. The cross sections are
calculated tobe o{ete™ — 75 Z.(4020)* —» w7 h,] =
(87*x1.9+28*1.4) pbat4.23GeV, (7.4+1.7+2.1+
1.2)pb at 426 GeV, and (10.3 2.3 =3.1 = 1.6) pb at
4.36 GeV, where the first errors are statistical, the second
ones systematic (described in detail below), and the third
ones from the uncertainty in B(h, — yn.) [14]. The
Z.(4020) production rate is uniform at these three energy
points.

Adding a Z.(3900) with the mass and width fixed to the
BESIII measurement [1] in the fit results in a statistical
significance of 2.10 (see the inset in Fig. 4). We set upper
limits on the production cross sections as oleTe” —
7Z.(3900)" — 7wt7 h,]<13pb at 423 GeV and
<11 pb at 4.26 GeV, at the 90% confidence level (C.L.).
The probability density function from the fit is smeared by
a Gaussian function with a standard deviation of o to
include the systematic error effect, where o is the rela-
tive systematic error in the cross section measurement
described below. We do not fit the 4.36 GeV data, as the
Z.(3900) signal overlaps with the reflection of the
Z.(4020) signal.

The systematic errors for the resonance parameters of
the Z.(4020) come from the mass calibration, parametri-
zation of the signal and background shapes, possible exis-
tence of the Z,(3900) and interference with it, fitting range,
efficiency curve, and mass resolution. The uncertainty
from the mass calibration is estimated by using the differ-
ence between the measured and known 4, masses and D°
masses (reconstructed from K~ 7r"). The differences are
(2.1 £0.4) and —(0.7 = 0.2) MeV/c?, respectively. Since
our signal topology has one low momentum pion and many
tracks from the h, decay, we assume these differences
added in quadrature, 2.6 MeV/ c2, is the systematic error
due to the mass calibration. Spin parity conservation for-
bids a zero spin for the Z.(4020), and, assuming that
contributions from D wave or higher are negligible, the
only alternative is J¥ = 1~ for the Z,(4020). A fit under
this scenario yields a mass difference of 0.2 MeV/c? and a
width difference of 0.8 MeV. The uncertainty due to the
background shape is determined by changing to a second-
order polynomial and by varying the fit range. A difference
of 0.1 MeV/c? for the mass is found from the former, and
differences of 0.2 MeV/c? for mass and 1.1 MeV for width
are found from the latter. Uncertainties due to the mass
resolution are estimated by varying the resolution differ-
ence between the data and MC simulation by one standard
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TABLE II.

The percentage systematic errors in ole*e” — 77Z.(4020)" — 7t 7 h.], in

addition to those in the o(ete™ — @7~ h,) measurement.

Z.(3900) Fitting Signal Background #A. signal Mass  Efficiency
V5 (GeV)  signal Interference range shape shape window resolution  curve
4.230 183 20.0 13.2 4.5 35 1.7 1.8 0.9
4.260 16.2 20.0 83 4.2 2.8 1.7 1.8 0.0
4.360 183 20.0 4.5 6.0 6.0 1.4 1.5 0.0

deviation of the measured uncertainty in the mass resolu-
tion of the 4, signal; the difference is 0.5 MeV in the width,
which is taken as the systematic error. The uncertainty in
the efficiency curve results in 0.1 MeV/c? for mass and
0.1 MeV for width. Uncertainties due to the possible
existence of the Z.(3900) and the interference with it are
estimated by adding a Z.(3900) amplitude incoherently or
coherently in the fit. The uncertainties due to Z.(3900)
are 0.2 MeV/ ¢? for mass and 2.1 MeV for width, while the
uncertainties due to interference are 0.5 MeV/c? for the
mass and 0.4 MeV for the width. Assuming all the sources
of systematic uncertainty are independent, the total sys-
tematic error is 2.7 MeV/c? for the mass and 2.6 MeV for
the width.

The systematic errors in olete™ — 7Z.(4020)" —
a7~ h,] are estimated in the same way as for (et e™ —
7t 7 h,). The systematic errors due to the inclusion of
the Z.(3900) signal, the possible interference between
Z.(4020) and Z.(3900), the fitting range, the signal and
background parametrizations, the &, signal window selec-
tion, the mass resolution, and the efficiency curve, in
addition to those in the o(ete”™ — @t 7~ h,.) measure-
ment, are considered and summarized in Table II.
The systematic errors in olete” — 7 Z.(3900)" —
7"~ h,] are determined similarly.

In summary, we measure e" e~ — 7" 7 h, cross sec-
tions at c.m. energies between 3.90 and 4.42 GeV for the
first time. These cross sections are of the same order of
magnitude as those of the e*e™ — 7" 7~ J /i measured
by BESIII [1] and other experiments [2,17] but with a
different line shape. There is a broad structure at high
energy with a possible local maximum at around
4.23 GeV. A narrow structure very close to the (D*D*)*
threshold with a mass of (4022.9 = 0.8 + 2.7) MeV/c?
and a width of (7.9 = 2.7 = 2.6) MeV is observed in the
7= h, mass spectrum. This structure couples to charmo-
nium and has an electric charge, which is suggestive of a
state containing more quarks than just a charm and an
anticharm quark, as the Z.(3900) observed in the 75J/
system [1-3]. We do not find a significant signal for
Z.(3900) — 7= h,, and the production cross section is
found to be smaller than 11 pb at the 90% C.L. at
426 GeV, which is lower than that of Z.(3900) —
a=J/¢ [1]. The Z.(4020) parameters agree within 1.50
of those of the Z,.(4025), observedine™e™ — 7~ (D*D*)*
at a c.m. energy 4.26 GeV [5]. Results for the latter at 4.23

and 4.36 GeV may help us to understand whether they are
the same state.
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45b

With data samples collected with the BESIII detector operating at the BEPCII storage ring at center-of-
mass energies from 4.009 to 4.420 GeV, the process e™e™ — yX(3872) is observed for the first time with a
statistical significance of 6.3¢. The measured mass of the X(3872) is (3871.9 + 0.7, + 0.2,,) MeV/c?,
in agreement with previous measurements. Measurements of the product of the cross section olete™ —
yX(3872)] and the branching fraction B[X(3872) — n"z~J/y] at center-of-mass energies 4.009, 4.229,
4.260, and 4.360 GeV are reported. Our measurements are consistent with expectations for the radiative
transition process Y (4260) — yX(3872).
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The X(3872) was first observed 10 years ago by Belle
[1] in B* — K*ztn~J/y decays; it was subsequently
confirmed by several other experiments [2—-4]. Since its
discovery, the X(3872) has stimulated considerable inter-
est. Both BABAR and Belle observed the X(3872) — yJ/y
decay process, which ensures that the X(3872) is a C-even
state [5,6]. The CDF and LHCb experiments determined
the spin parity of the X(3872) to be J¥ = 1% [7,8], and
CDF also found that the z*z~ system was dominated by
the p°(770) resonance [9]. Because of the proximity of its
mass to the DD* mass threshold, the X(3872) has been
interpreted as a candidate for a hadronic molecule or a
tetraquark state [10]. Until now, the X(3872) was only
observed in B meson decays and hadron collisions. Since
the X(3872) is a 1™+ state, it should be able to be produced
through the radiative transition of an excited vector
charmonium or charmoniumlike states such as a y ora Y.

The puzzling Y(4260) [11] and Y(4360) [12] vector
charmoniumlike states have only been observed in final
states containing a charmonium meson and a z* 7~ pair, in
contrast to the y(4040) and w(4160) which dominantly
couple to open charm final states [13]. The observation
of the charged charmoniumlike state Z.(3900) [11,14],
which is clearly not a conventional charmonium state and
is produced recoiling against a z at the c.m. energy of
4.26 GeV, indicates that these two “exotic” states seem to
couple with each other. To better understand their nature, an
investigation of other decay processes, such as the radiative
transition of the Y(4260) and Y(4360) to lower lying
charmonium or charmoniumlike states is important [15].
The process Y (4260)/Y(4360) — yX(3872) is unique due
to the exotic feature of both the X(3872) and the Y (4260)
or Y(4360) resonances.

In this Letter, we report the first observation of the
process ete” — yX(3872) - ynta J/w, J/y - £1E
("¢~ =eTe or puT) in an analysis of data collected
with the BESIII detector operating at the BEPCII storage
ring [16] at ete™ center-of-mass (c.m.) energies from
/s =4.009 GeV to 4.420 GeV [17]. The c.m. energy is
measured with a precision of 1.0 MeV [18]. A GEANT4-
based Monte Carlo (MC) simulation software package
that includes the geometric description of the BESIII
detector and the detector response is used to optimize
the event selection criteria, determine the detection
efficiency, and estimate backgrounds. For the signal
process, we generate e e~ — yX(3872), with X(3872) —
#tn~J [y ateach c.m. energy. Initial state radiation (ISR) is
simulated with Kkmc [19], where the Born cross section
of efe” — yX(3872) between 3.90 and 4.42 GeV is
assumed to follow the eTe™ — xtn~J/y line shape
[11]. The maximum ISR photon energy corresponds to
the 3.9 GeV/c? production threshold of the yX(3872)
system. We generate X(3872) — p°J/y MC events with
p? — xt 7~ to model the 77z~ system and determine the
detection efficiency [9]. Here the p° and J/y are assumed

to be in a relative S wave. Final state radiation (FSR) is
handled with pHOTOS [20].

Events with four good charged tracks with net charge
zero are selected as described in Ref. [14]. Showers
identified as photon candidates must satisfy fiducial and
shower quality as well as timing requirement as described
in Ref. [21]. When there is more than one photon candidate,
the one with the largest energy is regarded as the radiative
photon. In order to improve the momentum and energy
resolution and reduce the background, the event is sub-
jected to a four-constraint (4C) kinematic fit to the
hypothesis eTe™ — yztn~ [T, that constrains total four
momentum of the measured particles to be equal to the
initial four-momentum of the colliding beams. The ¥ of the
kinematic fit is required to be less than 60. To reject
radiative Bhabha and radiative dimuon (ye®e™ /yutu™)
backgrounds associated with photon conversion, the
cosine of the opening angle of the pion candidates, is
required to be less than 0.98. This restriction removes
almost all the background events with an efficiency loss for
signal that is less than 1%. Background from e*e™ —
nJ/y with n = yata~/atn7° is rejected by requiring
M(yz*n~) > 0.6 GeV/c?, and its remaining contribution
is negligible [21,22].

After imposing the above requirements, there are clear
J/w peaks in the #T#~ invariant mass distribution at each
c.m. energy data set. The J/y mass window to select signal
events is 3.08 < M(£+£7) < 3.12 GeV/c? (mass resolu-
tion is 6 MeV/ c?), while the sidebands are 3.0 <
M(£+¢7) <3.06 and 3.14 < M(£7¢7) < 3.20 GeV/c?,
which is three times as wide as the signal region.

The remaining backgrounds mainly come from eTe™ —
(rise) 7 Iy, ')y, and ntn T a2 /ntnatny.
MC simulation based on available measurements for
(yisg)7 7~ J/w [11], and cross sections measured from
the same data samples for n'J/w (f = yatn /atn 1)
shows a smooth, nonpeaking M (z"z~J/y) mass distribu-
tion in the X(3872) signal region, and indicates that
background from e*e~ — ata xt 7 (2°/y) is small and
can be estimated from the J/w mass sideband data.
Figure 1 shows the z"z~J/y invariant mass distributions
at /s =4.009, 4.229, 4.260, and 4.360 GeV. Here
M(zTnJ/w) = Mzt ¢T¢7) — M) + m(J/y)
is used to reduce the resolution effect of the lepton
pairs, and m(J/y) is the nominal mass of J/y [13].
There is a huge e"e™ — yry(3686) signal at each c.m.
energy data set. In addition, there is a narrow peak around
3872 MeV/c? in the 4.229 and 4.260 GeV data samples,
while there is no significant signal at the other energies.

The M(z"z~J/y) distribution (summed over all c.m.
energy data sets) is fitted to determine the mass and
X(3872) yield. We use a MC simulated signal histogram
convolved with a Gaussian function which represents the
resolution difference between data and MC simulation as
the signal shape, and a linear function for the background.
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FIG. 1 (color online). The "z~ J/y invariant mass distribu-
tions at /s = 4.009 (top left), 4.229 (top right), 4.260 (bottom
left), and 4.360 GeV (bottom right). Dots with error bars are
data, the green shaded histograms are normalized J/y sideband
events.

The ISR w(3686) signal is used to calibrate the absolute
mass scale and to extract the resolution difference between
data and MC simulation. The fit to the y(3686) results
in a mass shift of y,,3636) = —(0.34 & 0.04) MeV/c?, and
a standard deviation of the Gaussian resolution function of
o = (1.14 £ 0.07) MeV/c?. The resolution parameter of
the resolution Gaussian applied to the MC simulated signal
shape is fixed at 1.14 MeV/c? in the fit to the X(3872).
Figure 2 shows the fit result (with M[X(3872)];,,, =
3871.7 MeV/c? as input in MC simulation), which gives
,le(3872> = —(010 + 069) MCV/C2 and N[X(3872)] =
20.1+45. So, the measured mass of X(3872)
is M[X(3872)] = M[X(3872)}inpu + Hx(3872) — Hy(3686) =
(3871.9 & 0.7) MeV/c?, where the uncertainty includes
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FIG. 2 (color online).  Fit of the M (7" z~J /y) distribution with
a MC simulated histogram convolved with a Gaussian function
for signal and a linear background function. Dots with error bars
are data, the red curve shows the total fit result, while the blue
dashed curve shows the background contribution.

the statistical uncertainties from the fit and the mass
calibration. The limited statistics prevent us from measur-
ing the intrinsic width of the X(3872). From a fit with a
floating width we obtain I'[X(3872)] = (0.07)}) MeV, or
less than 2.4 MeV at the 90% confidence level (C.L.).
The statistical significance of X(3872) is 6.30, estimated
by comparing the difference of log-likelihood value
[A(—21In L) = 44.5] with and without the X (3872) signal
in the fit, and taking the change of the number of degrees of
freedom (Andf = 2) into consideration.

Figure 3 shows the angular distribution of the
radiative photon in the eTe™ c.m. frame and the 7'z~
invariant mass distribution, for the X(3872) signal events
(3.86 < M(ntn~J/y) < 3.88 GeV/c?) and normalized
sideband events (3.83 < M(z*z~J/y) < 3.86 0r3.88 <
M(ztnJ/y) < 391 GeV/c?). The data agree with MC
simulation assuming a pure FEl-transition between the
Y (4260) and the X(3872) for the polar angle distribution,
and the M(z*z~) distribution is consistent with the
CDF observation [9] of a dominant p°(770) resonance
contribution.

The product of the Born-order cross section times
the branching fraction of X(3872) - zfa J/y is
calculated using o®[eTe™ — yX(3872)] x B[X(3872) —
rtaJ/w] = N/ L (1 + 8)eB, where N° is the num-
ber of observed events obtained from the fit to the
M(ztz~J/w) distribution, L, is integrated luminosity,
€ is the detection efficiency, B is the branching fraction of
J/w — £7¢7 and (1 4 §) is the radiative correction factor,
which depends on the line shape of ete™ — yX(3872).
Since we observe large cross sections at /s = 4.229 and
4.260 GeV, we assume the eTe™ — yX(3872) cross section
follows that of ete™ — z7zn~J/y over the full energy
range of interest and use the ete™ — n"x~J/y line-shape
from published results [11] as input in the calculation of the
efficiency and radiative correction factor. The results of
these studies at different energies (/s = 4.009, 4.229,
4.260, and 4.360 GeV) are listed in Table I. For the
4.009 and 4.360 GeV data, where the X(3872) signal is
not statistically significant, upper limits for production
yield at 90% C.L. are also given. As a validation, the
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FIG. 3 (color online). The cosé distribution of the radiative
photon in e*e™ c.m. frame (left) and the M (z*x~) distribution
(right). Dots with error bars are data in the X(3872) signal region,
the green shaded histograms are normalized X(3872) sideband
events, and the red open histogram in the left panel is the result
from a MC simulation that assumes a pure E1 transition.
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TABLE . The number of X(3872) events (N°b%), radiative correction factor (1 + &), detection efficiency (¢), measured Born cross
section o®[ete™ — yX(3872)] times B[X(3872) — nta~J/w] (6 - B, where the first uncertainties are statistical and the second

systematic), measured ISR y(3686) cross section (™R

, where the first uncertainties are statistical and the second systematic), and

predicted ISR (3686) cross section (¢FP with uncertainties from resonant parameters) from QED [23] using resonant parameters in
PDG [13] as input at different energies. For 4.009 and 4.360 GeV, the upper limits of observed events (N"P) and cross section times

branching fraction (6" - 5) are given at the 90% C.L.

Vs (GeV) Nobs NP e (%) 146 o8 - B (pb) " - B (pb) o™R (pb) %P (pb)
4.009 0.0£0.5 <14 28.7 0.861 0.00 £ 0.04 £ 0.01 <0.11 719 £30 £ 47 735+ 13
4.229 9.6 £3.1 e 344 0.799 0.27 £0.09 £0.02 e 404 £ 14 £ 27 408 £7
4.260 87+£3.0 33.1 0.814 0.33+£0.12£0.02 378 £ 16 £25 382+7
4.360 1.7£14 <5.1 232 1.023 0.11 +£0.09 £ 0.01 < 0.36 308 £ 17 £20 316 £5

measured ISR y/(3686) cross section at each energy,
together with the corresponding QED prediction [23] are
also listed in Table I, where there is good agreement.

We fit the energy-dependent cross section with
a Y(4260) resonance (parameters fixed to PDG [13]
values), a linear continuum, or a El-transition phase space
(x E;) term. Figure 4 shows all the fit results, which give
y*/ndf =0.49/3 (C.L. = 92%), 5.5/2 (C.L. = 6%), and
8.7/3 (C.L. = 3%) for a Y(4260) resonance, linear con-
tinuum, and phase space distribution, respectively. The
Y (4260) resonance describes the data better than the other
two options.

The systematic uncertainty in the X(3872) mass meas-
urement include those from the absolute mass scale and the
parametrization of the X(3872) signal and background
shapes. Since we use ISR y(3686) events to calibrate the
fit, the systematic uncertainty from the mass scale is
estimated to be 0.1 MeV/c? (including statistical uncer-
tainties of the MC samples used in the calibration pro-
cedure). In the X (3872) mass fit, a MC simulated histogram
with a zero width is used to parameterize the signal shape.
We replace this histogram with a simulated X(3872)

0.6
—4— data
0.5 — Y(4260)
----- Phase Space

0.4 --- Linear
0.3

0.2

-
-
-

0.1

6B(yX(3872) —»yr'n /) (pb)

Pt

4 4.1 4.2 4.3 4.4 4.5

FIG. 4 (color online). The fit to o®[eTe™ — yX(3872)] x
B[X(3872) - zn"z~J/y] with a ¥Y(4260) resonance (red solid
curve), a linear continuum (blue dashed curve), or a E'1-transition
phase space term (red dotted-dashed curve). Dots with error bars
are data.

resonance with a width of 1.2 MeV [13] (the upper limit
of the X(3872) width at 90% C.L.) and repeat the fit; the
change in mass for this new fit is taken as the systematic
uncertainty due to the signal parametrization, which is
0.1 MeV/c?. Likewise, changes measured with a back-
ground shape from MC-simulated (yisr)z"72J/y and
n'J/w events indicate a systematic uncertainty associated
with the background shape of 0.1 MeV/c? in mass. By
summing the contributions from all sources assuming that
they are independent, we obtain a total systematic uncer-
tainty of 0.2 MeV/c? for the X(3872) mass measurement.

The systematic uncertainty in the cross section measure-
ment mainly comes from efficiencies, signal parametriza-
tion, background shape, radiative correction, and luminosity
measurement. The luminosity is measured using Bhabha
events, with an uncertainty of 1.0%. The uncertainty of
tracking efficiency for high momenta leptons is 1.0% per
track. Pions have momentum ranges from 0.1 to 0.6 GeV/c
at /s = 4.260 GeV, and with a small change with different
c.m. energies. The momentum-weighted uncertainty is also
estimated to be 1.0% per track. In this analysis, the radiative
photons have energies that several hundreds of MeV.
Studies with a sample of J/w — pr events show that the
uncertainty in the reconstruction efficiency for photons in
this energy range is less than 1.0%.

The number of X(3872) signal events is obtained
through a fit to the M(ztz~J/y) distribution. In the
nominal fit, a simulated histogram with zero width
convolved with a Gaussian function is used to parameterize
the X(3872) signal. When a MC-simulated signal shape
with I'[X(3872)] = 1.2 MeV [13] is used, the difference in
the X(3872) signal yield, is 4.0%; this is taken as the
systematic uncertainty due to signal parametrization.
Changing the background shape from a linear term to
the expected shape from the dominant background source
7' J /w results in a 0.2% difference in the X(3872) yields.
The ete™ — ntx~J/y line shape affects the radiative
correction factor and detection efficiency. Using the mea-
surements from BESIII, Belle, and BABAR [11] as inputs,
the maximum difference in (1 + 6)e is 0.6%, which is taken
as the systematic uncertainty. The uncertainty from the
kinematic fit is estimated with the very pure ISR y(3686)
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sample, and the efficiency difference between data and MC
simulation is found to be 1.5%. The systematic uncertainty
for the J/y mass window is also estimated using the ISR
w(3686) events, and the efficiency difference between data
and MC simulation is found to be (0.8 +0.8)%. We
conservatively take 1.6% as the systematic uncertainty
due to J/y mass window. The uncertainty in the branching
fraction of J/w — £7¢~ is taken from Ref. [13]. The
efficiencies for other selection criteria, the trigger simu-
lation, the event start time determination, and the final-
state-radiation simulation are quite high (> 99%), and their
systematic uncertainties are estimated to be less than 1%.
Assuming all the systematic uncertainty sources are inde-
pendent, we add all of them in quadrature, and the total
systematic uncertainty is estimated to be 6.5%.

In summary, we report the first observation of the
process ete” — yX(3872). The measured mass of the
X(3872), M[X(3872)] = (3871.9 +0.7 £ 0.2) MeV/c?,
agrees well with previous measurements [13]. The pro-
duction rate 6®[eTe™ — yX(3872)]|B[X(3872) = ntn~J /y]
is measured to be (0.27 £0.09 £0.02) pb at /s =
4.229 GeV, (0.33 +0.12 £+ 0.02) pb at \/s=4.260GeV,
less than 0.11 pb at /s = 4.009 GeV, and less than 0.36 pb
at /s =4.360 GeV at the 90% C.L. Here the first
uncertainties are statistical and the second systematic.
(For the upper limits, the efficiency has been lowered by
a factor of (1 — o).

These observations strongly support the existence of the
radiative transition process Y(4260) — yX(3872). While
the measured cross sections at around 4.260 GeV are an
order of magnitude higher than the NRQCD calculation of
continuum production [24], the resonant contribution with
Y (4260) line shape provides a better description of the data
than either a linear continuum or a El-transition phase
space distribution. The Y(4260) — yX(3872) could be
another previously unseen decay mode of the Y(4260)
resonance. This, together with the previously reported
transitions to the charged charmoniumlike state
Z.(3900) (which is manifestly exotic) [11,14], suggest
that there might be some commonality in the nature of these
three different states. This may be a clue that can facilitate a
better theoretical interpretation of them. As an example, the
measured relative large yX(3872) production rate near
4.260 GeV is similar to the model dependent calculations
in Ref. [15] where the Y (4260) is taken as a DD molecule.

Combining with the ete™ — z7n~J/y cross section
measurement at /s = 4.260 GeV from BESII [14], we
obtain o8[ete” — yX(3872)|B[X(3872) = xtaJ/y]/
ol(ete - ntnJ/y) = (52+£19)x 1073, under the
assumption that the X(3872) is produced only from
the Y(4260) radiative decays and the z*z~J/y is only
from the Y(4260) hadronic decays. If we take
B[X(3872)—ntnJ/y]|=5% [25], then R=(cP[eTe™ —
¥X(3872)]/68(ete”—atn"J/w))=0.1, or equivalently,
(B[Y(4260) —>yX(3872)]/B(Y(4260) >zt z~J/w))=0.1.
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We extract the ete™ — 7+~ cross section in the energy range between 600 and 900 MeV, exploiting
the method of initial state radiation. A data set with an integrated luminosity of 2.93 fb~! taken at a
center-of-mass energy of 3.773 GeV with the BESIII detector at the BEPCII collider is used. The cross
section is measured with a systematic uncertainty of 0.9%. We extract the pion form factor |F;|? as
well as the contribution of the measured cross section to the leading-order hadronic vacuum polarization
contribution to (g —2),,. We find this value to be aZ”’LO(GOO—QOO MeV) = (368.242.555¢ £3.3y5) - 10710,
which is between the corresponding values using the BaBar or KLOE data.

© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.

1. Introduction

The cross section o;; = c(ete”™ — wtw~) has been mea-
sured in the past with ever increasing precision at accelerators
in Novosibirsk [1-3], Orsay [4], Frascati [5-8], and SLAC [9,10].
More recently, the two most precise measurements have been per-
formed by the KLOE Collaboration in Frascati [8] and the BaBar
Collaboration at SLAC [9,10]. Both experiments claim a precision
of better than 1% in the energy range below 1 GeV, in which the
p(770) resonance with its decay into pions dominates the total
hadronic cross section. A discrepancy of approximately 3% on the
peak of the p(770) resonance is observed between the KLOE and
BaBar spectra. The discrepancy is even increasing towards higher
energies above the peak of the p resonance. Unfortunately, this
discrepancy is limiting the current knowledge of the anomalous
magnetic moment of the muon a, = (g — 2),/2 [11], a preci-
sion observable of the Standard Model (SM). The accuracy of the
SM prediction of (g — 2), is entirely limited by the knowledge
of the hadronic vacuum polarization contribution, which is ob-
tained in a dispersive framework by using experimental data on
o (ete™ — hadrons) [11-13]. The cross section o (ete™ — w7 ™)
contributes to more than 70% to this dispersion relation and,
hence, is the most important exclusive hadronic channel of the
total hadronic cross section. Currently, a discrepancy of 3.6 stan-
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dard deviations [12] is found between the direct measurement of
a, and its SM prediction. However, the discrepancy reduces to
2.40 [14], when only BaBar data is used as input to the disper-
sion relation. In this letter we present a new measurement of the
cross section oy, obtained by the BESIII experiment at the BEPCII
collider in Beijing.

The measurement exploits the method of initial state radiation
(ISR), the same method as used by BaBar and KLOE. In the ISR
method events are used in which one of the beam particles ra-
diates a high-energy photon. In such a way, the available energy
to produce a hadronic (or leptonic) final state is reduced, and the
hadronic (or leptonic) mass range below the center-of-mass (cms)
energy of the ete™ collider becomes available. In this paper, we re-
strict the studies to the mass range between 600 and 900 MeV/c?,
which corresponds to the p peak region.

The remainder of this letter is organized as follows: In sec-
tion 2, the BESIII experiment is introduced. In section 3 we de-
scribe the data set used, the Monte Carlo (MC) simulation, the
event selection of ete™ — m T~y events, and the data-MC effi-
ciency corrections. The determination of the integrated luminosity
of the data set is described in Section 4. A cross check of the used
efficiency corrections using the well-known ete™ — u*u~y QED
process is performed in Section 5, before extracting the w+m~
cross section in Section 6.

2. The BESIII experiment

The BESIII detector is located at the double-ring Beijing elec-
tron-positron collider (BEPCII) [15].

The cylindrical BESIII detector covers 93% of the full solid an-
gle. It consists of the following detector systems. (1) A Multilayer
Drift Chamber (MDC), filled with helium gas, composed of 43 lay-
ers, which provides a spatial resolution of 135 pum, an ionization
energy loss dE/dx resolution better than 6%, and a momentum
resolution of 0.5% for charged tracks at 1 GeV/c. (2) A Time-of-
Flight system (TOF), built with 176 plastic scintillator counters in
the barrel part, and 96 counters in the endcaps. The time resolu-
tion is 80 ps in the barrel and 110 ps in the endcaps. For momenta
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up to 1 GeV/c, this provides a 20 K/m separation. (3) A CsI(TI)
Electro-Magnetic Calorimeter (EMC), with an energy resolution of
2.5% in the barrel and 5% in the endcaps at an energy of 1 GeV.
(4) A superconducting magnet producing a magnetic field of 1T.
(5) A Muon Chamber (MUC) consisting of nine barrel and eight
endcap resistive plate chamber layers with a 2 cm position resolu-
tion.

3. Data sample, event selection, and efficiency corrections
3.1. Data sample and MC simulations

We analyze 2.93 fb~! (see Sect. 4) of data taken at a cms en-
ergy /s =3.773 GeV, which were collected in two separate runs
in 2010 and 2011. The Phokhara event generator [16,17] is used
to simulate the signal process eTe™ — w77~y and the dominant
background channel putu~y. The generator includes ISR and fi-
nal state radiation (FSR) corrections up to next-to-leading order
(NLO). Effects of ISR-FSR interference are included as well. The
continuum qq (q = u,d, s) MC sample is produced with the kKmc
event generator [18]. Bhabha scattering events are simulated with
BABAYAGA 3.5 [19]. The Bhabha process is also used for the lumi-
nosity measurement. All MC generators have been interfaced with
the GEANT4-based detector simulation [20,21].

3.2. Event selection

Events of the type ete™ — mwTm~y are selected. Only a
tagged ISR analysis is possible in the mass range 600 < my;, <
900 MeV/c?, where my is the 7+7~ invariant mass, i.e., the ra-
diated photon has to be explicitly detected in the detector. For
untagged events, the photon escapes detection along the beam
pipe; the hadronic system recoiling against the ISR photon is there-
fore also strongly boosted towards small polar angles, resulting in
no geometrical acceptance in the investigated m;, range.

We require the presence of two charged tracks in the MDC with
net charge zero. The points of closest approach to the interaction
point (IP) of both tracks have to be within a cylinder with 1 cm
radius in the transverse direction and +10 cm of length along the
beam axis. For three-track events, we choose the combination with
net charge zero for which the tracks are closest to the IP. The po-
lar angle 6 of the tracks is required to be found in the fiducial
volume of the MDC, 0.4 rad < 6 < — 0.4 rad, where 6 is the po-
lar angle of the track with respect to the beam axis. We require the
transverse momentum p; to be above 300 MeV/c for each track.
In addition, we require the presence of at least one neutral cluster
in the EMC without associated hits in the MDC. We require a de-
posited energy above 400 MeV. This cluster is then treated as the
ISR photon candidate.

The radiative Bhabha process ete™ — eTe~y(y) has a cross
section which is up to three orders of magnitude larger than the
signal cross section. Electron tracks, therefore, need to be sup-
pressed. An electron particle identification (PID) algorithm is used
for this purpose, exploiting information from the MDC, TOF and
EMC [22]. The probabilities for being a pion P(r) and being an
electron P(e) are calculated, and P(;r) > P(e) is required for both
charged tracks.

Using as input the momenta of the two selected track candi-
dates, the energy of the photon candidate, as well as the four-
momentum of the initial eTe~ system, a four-constraint (4C) kine-
matic fit enforcing energy and momentum conservation is per-
formed which tests the hypothesis ete™ — w7 ~y. Events are
considered to match the hypothesis if they fulfill the requirement
Xfc < 60. It turns out that the u* ™y final state cannot be sup-
pressed by means of kinematic fitting due to the limited momen-

tum resolution of the MDC. An independent separation of pion and
muon tracks is required.

We utilize a track-based muon-pion separation, which is based
on the Artificial Neural Network (ANN) method, as provided by the
TMVA package [23]. The following observables are exploited for
the separation: the Zernicke moments of the EMC clusters [22], in-
duced by pion or muon tracks, the ratio of the energy E of a track
deposited in the EMC and its momentum p measured in the MDC,
the ionization energy loss dE/dx in the MDC, and the depth of a
track in the MUC. The ANN is trained using 777~y and u*u~y
MC samples. We choose the implementation of a Clermont-Ferrand
Multilayer Perceptron (CFMIp) ANN as the method resulting in the
best background rejection for a given signal efficiency. The output
likelihood yann is calculated after training the ANN for the signal
pion tracks and background muon tracks. The response value yann
is required to be greater than 0.6 for each pion candidate in the
event selection, yielding a background rejection of more than 90%
and a signal loss of less than 30%.

3.3. Efficiency corrections

Given the accuracy of O(1%) targeted for the cross section mea-
surement, possible discrepancies between data and MC due to im-
perfections of the detector simulation need to be considered. We
have investigated data and MC distributions concerning the track-
ing performance, the energy measurement, and the PID probabili-
ties, both for the electron PID as well as the pion-muon separation.
In order to produce test samples of muon and pion tracks over a
wide range in momentum/energy and polar angle, we select sam-
ples of u*u~y and 7w ~mw T~y events that have impurities
at the per mille level. By comparing the efficiencies found in data
with the corresponding results found in the MC samples, we deter-
mine possible discrepancies. Corresponding correction factors are
computed in bins of the track momentum or energy and the track
polar angle 6, and are applied to MC tracks to adjust the recon-
structed number of events. While for the reconstruction of charged
tracks and neutral clusters and for electron PID, the differences be-
tween data and MC are smaller than 1% on average, differences up
to 10% occur in the ANN case. The corrections are applied sepa-
rately for neutral clusters and for muon and pion tracks. Hence, we
do not only obtain the corrections for the 7+ ~y signal events,
but also for the dominating u* ™y background. The statistical
errors of the correction factors are included in the statistical un-
certainty of the measurement. Systematic uncertainties associated
to the correction factors are presented in Sect. 6.5. The efficiency
correction for the photon efficiency is obtained after the applica-
tion of the kinematic fit procedure. The corresponding correction
is therefore a combined correction of photon efficiency and differ-
ences between data and MC of the xfc distribution. The systematic
uncertainty for the contribution of the photon efficiency and XZC
distribution is, hence, incorporated in the systematic effects asso-
ciated with the efficiency corrections. The systematic uncertainty
connected with the p; requirement is also associated with the cor-
responding efficiency correction.

3.4. Background subtraction

The pt ™y background remaining after the application of the
ANN is still of the order of a few percent, compared to 5 x 10°
signal events. It is, however, known with high accuracy, as will be
shown in the next section, and is subtracted based on MC simu-
lation. Additional background beyond w*p~y remains below the
one per mille level. Table 1 lists the remaining MC events after ap-
plying all requirements and scaling to the luminosity of the used
data set.
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Table 1
Total number of remaining non-muon background events between
600 < My <900 MeV/c? obtained with MC samples.

Final state Background events
e*e’(ny) 120 £ 35
atn—nly 33+ 18
atn 7070y negl.
K*ﬁ y 20+ 15
KOKOy 0.4 +06
ppY negl.
continuum 39+19
¥ (3770) — D*E’ negl.

¥ (3770) — D°DO negl.
¥(3770) — non DD 31+18
Y ¥ (2S) negl.
v/ 0.6 £ 038

4. Luminosity measurement using Bhabha events

The integrated luminosity of the data set used in this work was
previously measured in Ref. [24] with a precision of 1.0% using
Bhabha scattering events. In the course of this analysis, we re-
measure the luminosity and decrease its systematic uncertainty by
the following means: (1) Usage of the BABAYAGA@NLO [25] event
generator with a theoretical uncertainty of 0.1%, instead of the pre-
viously used BABAYAGA 3.5 event generator with an uncertainty of
0.5% [19]. (2) Precise estimation of the signal selection efficiencies.
In particular, the uncertainty estimate of the polar angle accep-
tance is evaluated by data-MC studies within the fiducial EMC de-
tection volume, which is relevant for the luminosity study (0.13%).
The very conservative estimate in [24] was based on acceptance
comparisons with and without using the transition region between
the EMC barrel and endcaps, leading to additional data-MC differ-
ences (0.75%). The other uncertainties of [24] remain unchanged
and additional systematic uncertainties due to the uncertainty of
/s (0.2%) and the vacuum polarization correction (< 0.01%) are
taken into account. Finally, the total integrated luminosity amounts
to £ =(2931.8 & 0.25¢a¢ £ 13.85y5) pb’1 with a relative uncertainty
of 0.5%, which is consistent with the previous measurement [24].

5. QED test using e*e~ — pt u~y events

The yield of events of the channel ete™ — utu~y as a func-
tion of the two-muon invariant mass my, can be compared to
a precise prediction by QED, which is provided by the Phokhara
generator. We select muon events according to the ANN method
described previously and require yann < 0.4 for both tracks, re-
sulting in a background rejection of more than 90% and a signal
loss of less than 20%. All other requirements in the selection are
exactly the same as for the 777~y analysis. The remaining pion
background after the w* ™y selection is much reduced, reaching
10% in the p peak region. A comparison between data and MC is
shown in Fig. 1. The same data sample as used in the main analysis
is also used here, but we present a larger mass range than for the
w+m~y case. The efficiency corrections described in the previous
section have been applied to MC on a track and photon candidate
basis. The lower panel of Fig. 1 shows the relative discrepancy be-
tween data and MC. A good agreement over the full m,, mass
range at the level of (1.0 &+ 0.3 £ 0.9)% and x?2/ndf = 134/139
is found, where the uncertainties are statistical and systematic,
respectively. A difference in the mass resolution due to detector
effects between data and MC is visible around the narrow ]/ res-
onance. A fit in the mass range 600 < m,,, < 900 MeV/c?, which
is the mass range studied in the main analysis, gives a relative dis-
crepancy of (2.0 & 1.7 £ 0.9)%; this is illustrated in the inset of
the upper panel of Fig. 1. The theoretical uncertainty of the MC
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Fig. 1. Invariant ™+~ mass spectrum of data and u* =y MC after using the ANN
as muon selector and applying the efficiency corrections. The upper panel presents
the absolute comparison of the number of events found in data and MC. The inset
shows the zoom for invariant masses between 0.6 and 0.9 GeV/c?. The MC sample
is scaled to the luminosity of the data set. The lower plot shows the ratio of these
two histograms. A linear fit is performed to quantify the data-MC difference, which
gives a difference of (1.0 £0.3 +0.9)%. A difference in the mass resolution between
data and MC is visible around the narrow J/v resonance.

generator Phokhara is below 0.5% [16], while the systematic un-
certainty of our measurement is 0.9%. The latter is dominated by
the luminosity measurement, which is needed for the normaliza-
tion of the data set. We consider the good agreement between the
uTu~y QED prediction and data as a validation of the accuracy
of our efficiency corrections. As a further cross check, we have ap-
plied the efficiency corrections also to a statistically independent
u~y sample, resulting in a difference between data and MC of
(0.7 £0.2)% over the full mass range, where the error is statistical
only.

6. Extraction of o (e*e~ — w+x~) and |F2|
6.1. Methods

We finally extract o, = o(ete™ — w7 ~) according to two
independent normalization schemes. In the first method, we obtain

the bare cross section, i.e., the cross section corrected for vacuum
polarization effects, according to the following formula:

ghare _ Namy - (14 55g) (1)
TR (YrsR) T o E;gb);l - H(S) - dyac

where Ny, is the number of signal events found in data after
applying all selection requirements described above and an unfold-
ing procedure to correct for the mass resolution, £ the luminosity
of the data set, and H the radiator function. The global efficiency
e;rlgb);l is determined based on the signal MC by dividing the mea-
sured number of events after all selection requirements N;ggsured
by that of all generated events Nge‘;ferated. The true MC sample is
used, with the full 6, range, applying the efficiency corrections
mentioned in Section 3.3 but without taking into account the de-
tector resolution in the invariant mass m:

Ntrue
(m)
measured (2 )

Ntrue

€global (M) =
globa
enerated(m)

The efficiency is found to depend slightly on m;, and ranges from
2.8% to 3.0% from lowest to highest m; . An unfolding procedure,
which eliminates the effect of the detector resolution, is described
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Fig. 2. Comparison between the methods to extract o7, explained in the text — us-
ing the luminosity (black) and normalizing by o, (blue). The lower panel shows
the ratio of these results together with a linear fit (blue line) to quantify their differ-
ence. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)

in Sect. 6.2 and is applied before dividing by the global efficiency.
The radiator function H is described in Sect. 6.4. As input for a,
the bare cross section is needed. It can be obtained by dividing the
cross section by the vacuum polarization correction &yac, which is
also described in Sect. 6.4. As pointed out in Ref. [11], in order to
consider radiative effects in the dispersion integral for a,, an FSR
correction has to be performed. The determination of the correc-
tion factor (14 87G%) is described in Sect. 6.3.

In the second method, we use a different normalization than
in the first method and normalize Ny, to the measured num-
ber of ut ™y events, Ny Since £, H, and 8y, cancel in this
normalization, one finds the following formula:

nRy L
bare _ Nrny ) €global ) 1+ O . ghare (3)
T (YrsR) T N Y 4677 n
npy global FSR

where es(’szl is the global efficiency of the dimuon selection, al-

ready described in Sect. 5, (Sé‘s’ﬁ is the FSR correction factor to the

uFu final state, which can be obtained using the Phokhara event
generator, Ul‘jj‘{e is the exact QED prediction of the dimuon cross
section, given by [26, Eq. (5.13)]

2 __R2
e _ 4ma® BuG—f) @
27 3s’ 2 ’
with the fine structure constant «, the cms energy s’ < s available
for the creation of the final state, the muon velocity

Bu =,/1—4m2 /s, and the muon mass my. The contributions

of radiator function, luminosity, and vacuum polarization to the
systematic uncertainties of the bare cross section, cancel in the
second method. The upper panel of Fig. 2 shows the comparison
of the bare cross sections including FSR obtained with the first
(black) and second method before unfolding (blue). The error bars
are statistical only. They are much larger for the second method
due to the limited u ™~y statistics in the mass range of interest.
The lower panel shows the ratio of these cross sections. Again, a
linear fit is performed to quantify the difference, which is found to
be (0.85 +1.68)% and x2/ndf = 50/60, where the error is statisti-
cal. Both methods agree within uncertainties. The first one is used
in the analysis. Finally, the pion form factor as a function of s’ can
be calculated via

3s’ dressed
|F |2($/) —_ °  ydresse (S/) , (5)
" na2pi(s) "
with the pion velocity B (s') = /1 —4mZ/s’, the charged pion
mass my, and the dressed cross section 0.9%%¢d(s") = o (ete™ —

7wt 7)(s') containing vacuum polarization, but corrected for FSR
effects. The result is presented in Sect. 7.

6.2. Unfolding

In order to obtain the final result for 055, one has to rectify
the detector resolution effects, ie., the mass spectrum needs to
be unfolded. To this end, the Singular Value Decomposition (SVD)
method [27] is used. It requires two input variables — the response
matrix and the regularization parameter t. The SVD algorithm
calculates an operator which cancels the detector smearing by in-
verting the response matrix. We obtain the response matrix in the
full mass range between threshold and 3.0 GeV, using a signal MC
sample. The matrix corresponds to the correlation of the recon-
structed my, spectrum, and the originally generated my, values.
With the choice of a bin width of 5 MeV/c?, about 43% of events
are found to be on the diagonal axis.

To find the value of the regularization parameter 7, we compare
two independent methods, as suggested in Ref. [27]. On the one
hand, we perform a MC simulation where t is optimized such that
unfolded and true distributions have the best agreement. On the
other hand, we process an algorithm, described in [27], exploiting
the singular values of the response matrix. Both methods favor a
similar regularization parameter of T = 72.

To estimate the systematic uncertainties and to test the stability
of the SVD method, we perform two cross checks. In both cases we
use a 77w~y MC sample which is independent of the one used
to determine the response matrix. We modify and then unfold the
spectra in both checks. In the first cross check, the reconstructed
spectrum is smeared with an additional Gaussian error, which re-
sults in an about 20% larger detector smearing than expected from
MC simulation. The resulting unfolded spectrum reproduces the
true one on the sub- per mille level. In the second cross check,
the mass of the p-resonance is varied systematically in the simu-
lation in steps of 10 MeV/c? between 750 and 790 MeV/c2. The
response matrix is kept fixed and was determined with a p mass
of 770 MeV/c?. In all cases, the masses of the o peak after unfold-
ing are found to be close to the initially simulated masses. From
the comparisons of these checks, we take the maximum deviation
of 0.2% as systematic uncertainty.

6.3. FSR correction

The correction factor 8gsgr is determined with the Phokhara gen-
erator in bins of m;,. Two different correction methods are used
on the data to cross check whether it is applied correctly.

(1) The whole FSR contribution of the 7w+ ~y events is calcu-
lated with Phokhara, by dividing a true MC spectrum including FSR
in NLO by the spectrum without any FSR contribution. The result-
ing distribution is used to correct data. As pointed out in Ref. [11],
for the dispersion integral for a,, the FSR correction for the pro-
cess ete” — w7~ needs then to be added again. We use the
calculation by Schwinger assuming point-like pions:

o
otzst = ot [ 14002 . ©

where 7(s) is the theoretical correction factor taken from [28]. In
the p-peak region it is between 0.4% and 0.9%.

(2) A special version of the Phokhara generator is used [29],
which, in contrast to the standard version of the generator, dis-
tinguishes whether a photon is emitted in the initial or the final
state. In events in which photons have been radiated solely due
to ISR, the momentum transfer of the virtual photon sy« is equal
to the invariant mass of the two pions m2 . However, if an FSR
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photon is emitted, the invariant mass is lowered due to this ef-
fect and hence m%n < sy+. The effect can be removed by applying
an unfolding procedure, using again the SVD algorithm. Here, the
response matrix is m2_; vs. sy, obtained from a MC sample that
includes FSR in NLO. The regularization parameter 7 is determined
as described in Sect. 6.2. After applying the corrections for the ra-
diative 7 ¥~y process, which are of the order of 2%, one obtains
the 7t +7 = (ygsr) cross section directly.

The difference between both methods is found to be
(0.18 = 0.13)%. Both methods are complementary and agree with
each other within errors. The difference is taken as systematic un-
certainty. Finally, the correction obtained with method (1) is used

in the analysis.
6.4. Radiator function and vacuum polarization correction

The radiator function is implemented within the Phokhara
event generator with NLO precision. Hence, a very precise descrip-
tion is available with a claimed uncertainty of 0.5% [16].

To obtain the bare cross section, vacuum polarization effects
Syvac must be taken into account. To this aim, the dressed cross sec-
tion, including the vacuum polarization effects, is adjusted for the
running of the coupling constant « [30]. Bare and dressed cross
sections are related as follows:

d d 2
e 27 _ s (40" -

dvac a(s)

The correction factors are taken from Ref. [31].
6.5. Summary of systematic uncertainties

Systematic uncertainties are studied within the investigated
My range between 600 and 900 MeV/c?. Sources are:

(1) Efficiency corrections: Each individual uncertainty is stud-
ied in bins of m;; with respect to three different sources. Firstly,
the remaining background contaminations in the data samples are
estimated with the corresponding MC simulation mentioned in Ta-
ble 1. Their contribution is taken into account by multiplying the
claimed uncertainties of the event generators and their fraction
of the investigated signal events. Secondly, we vary the selection
requirements (E/p, X120 depth of a charged track in the MUC),
which are used to select clean muon and pion samples for the ef-
ficiency studies, in a range of three times the resolution of the
corresponding variable. The differences of the correction factors are
calculated. Thirdly, the resolution of the correction factors, i.e., the
bin sizes of momentum and 6 distributions, is varied by a factor
two and the effects on the final correction factors are tested.

(2) Pion-muon separation: Additional uncertainties of using the
ANN method for pion-muon separation are estimated by com-
paring the result from a different multivariate method, namely
the Boosted Decision Tree (BDT) approach [23]. As a further cross
check, the whole analysis is repeated without the use of a dedi-
cated PID method.

(3) Residual background is subtracted using simulated events.
The uncertainty is determined to be 0.1%.

(4) Angular acceptance: The knowledge of the angular accep-
tance of the tracks is studied by varying this requirement by more
than three standard deviations of the angular resolution and study-
ing the corresponding difference in the selected number of events.
A difference of 0.1% in the result can be observed. The procedure
is repeated for all other selection criteria. Their contribution to the
total systematic uncertainty is found to be negligible.

(5) Unfolding: Uncertainties introduced by unfolding are smaller
than 0.2%, as estimated by the two cross checks mentioned in
Sect. 6.2.

Table 2
Summary of systematic uncertainties.

Source Uncertainty
(%)
Photon efficiency correction 0.2
Pion tracking efficiency correction 0.3
Pion ANN efficiency correction 0.2
Pion e-PID efficiency correction 0.2
ANN negl.
Angular acceptance 0.1
Background subtraction 0.1
Unfolding 0.2
FSR correction Sgsg 0.2
Vacuum polarization correction §yac 0.2
Radiator function 0.5
Luminosity £ 0.5
Sum 0.9
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Fig. 3. The measured bare ete~ — w7~ (yrsr) cross section. Only the statistical
errors are shown.

(6) FSR correction: The uncertainty due to the FSR correction
is obtained by comparing two different approaches as described in
Sect. 6.3. The uncertainty is found to be 0.2%.

(7) Vacuum Polarization: The uncertainty due to the vacuum
polarization correction is conservatively estimated to be 0.2%.

(8) Radiator Function: The Radiator Function extracted from the
Phokhara generator is implemented with a precision of 0.5%.

(9) Luminosity: The luminosity of the analyzed data set has
been determined to a precision of 0.5%.

All systematic uncertainties are summarized in Table 2. They
are added in quadrature, and a total systematic uncertainty for
oPre(ete™ — wHm = (ypsp)) of 0.9% is achieved, which is fully cor-
related amongst all data points.

7. Results

The result for o€ (ete~ — w7 (ypsg)) as a function of
/S =myy is illustrated in Fig. 3 and given numerically in Table 4.
The cross section is corrected for vacuum polarization effects and
includes final state radiation. Besides the dominant p(770) peak,
the well-known structure of the p-w interference is observed.
The result for the pion form factor |F;|? is shown in Fig. 4 and
given numerically in Table 4. It includes vacuum polarization cor-
rections, but, differently from the cross section shown in Fig. 3,
final state radiation effects are excluded here. The red line in Fig. 4
illustrates a fit to data according to a parametrization proposed
by Gounaris and Sakurai [32]. Here, exactly the same fit formula
and fit procedure are applied as described in detail in Ref. [10].
Free parameters of the fit are the mass and width ' of the p
meson, the mass of the w meson, and the phase of the Breit-
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Fig. 4. The measured squared pion form factor |F|2. Only statistical errors are
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tion.

Table 3
Fit parameters and statistical errors of the Gounaris-Sakurai fit of the pion form
factor. Also shown are the PDG 2014 values [33].

Parameter BESIII value PDG 2014
mp [MeV/62] 776.0 £ 04 775.26 + 0.25
I'p [MeV] 151.7 £ 0.7 147.8+ 0.9
me [MeV/c?] 7822 + 0.6 782.65 + 0.12
'y [MeV] fixed to PDG 8.49 £+ 0.08
Icel [1073] 174 0.2 -
|$po| [rad] 0.04 + 0.13 -
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Fig. 5. Relative difference of the form factor squared from BaBar [10] and the BESIII
fit. Statistical and systematic uncertainties are included in the data points. The
width of the BESIII band shows the systematic uncertainty only.

Wigner function ¢y, = |ce|e~. The width of the w meson is fixed
to the PDG value [33]. The resulting values are shown in Table 3.
As can be seen, the resonance parameters are in agreement with
the PDG values [33] within uncertainties, except for I'p, which
shows a 3.40 deviation. Corresponding amplitudes for the higher
p states, p(1450), p(1700), and p(2150), as well as the masses
and widths of those states were taken from Ref. [10], and the sys-
tematic uncertainty in I'y, due to these assumptions has not been
quantitatively evaluated.

The Gounaris-Sakurai fit provides an excellent description of
the BESIII data in the full mass range from 600 to 900 MeV/c2, re-
sulting in x2/ndf = 49.1/56. Fig. 5 shows the difference between
fit and data. Here the data points show the statistical uncertainties
only, while the shaded error band of the fit shows the systematic
uncertainty only.
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Fig. 6. Relative difference of the form factor squared from KLOE [6-8] and the
BESIII fit. Statistical and systematic uncertainties are included in the data points.
The width of the BESIII band shows the systematic uncertainty only.

In order to compare the result with previous measurements,
the relative difference of the BESIII fit and data from BaBar [10],
KLOE [6-8], CMD2 [1,2], and SND [3] is investigated. Such a com-
parison is complicated by the fact, that previous measurements
used different vacuum polarization corrections. Therefore, we con-
sistently used the vacuum polarization correction from Ref. [31]
for all the comparisons discussed in this section. The KLOE 08, 10,
12, and BaBar spectra have, hence, been modified accordingly. The
individual comparisons are illustrated in Figs. 5 and 6. Here, the
shaded error band of the fit includes the systematic error only,
while the uncertainties of the data points include the sum of the
statistical and systematic errors. We observe a very good agree-
ment with the KLOE 08 and KLOE 12 data sets up to the mass
range of the p-w interference. In the same mass range the BaBar
and KLOE 10 data sets show a systematic shift, however, the devia-
tion is, not exceeding 1 to 2 standard deviations. At higher masses,
the statistical error bars in the case of BESIII are relatively large,
such that a comparison is not conclusive. There seem to be a good
agreement with the BaBar data, while a large deviation with all
three KLOE data sets is visible. There are indications that the BE-
SIII data and BESIII fit show some disagreement in the low mass
and very high mass tails as well. We have also compared our re-
sults in the p peak region with data from Novosibirsk. At lower
and higher masses, the statistical uncertainties of the Novosibirsk
results are too large to draw definite conclusions. The spectra from
SND and from the 2006 publication of CMD-2 are found to be in
very good agreement with BESIII in the p peak region, while the
2004 result of CMD-2 shows a systematic deviation of a few per-
cent.

We also compute the contribution of our BESIII cross section
measurement o2 (ete~ — w7~ (ypsr)) to the hadronic contri-
bution of (g —2),,

(0.9GeV)?

ds/K(S’)O‘bare (8)

1
Lo —
ay (0.6-0.9GeV) = 2 Tr(y)

3
(0.6GeV)?2

where K(s') is the kernel function [11, Eq. (5)]. As summarized in
Fig. 7, the BESIII result, aj,™""*(600-900 MeV) = (368.2 % 2.55at &
3.3sys) - 10719, is found to be in good agreement with all three
KLOE values. A difference of about 1.70 with respect to the BaBar
result is observed.
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Table 4

Results of the BESIII measurement of the cross section 023" _ =
7T (VesR)

bare =0 (ete~ — 77 (¥sr)) and the squared pion form factor |F

|2. The errors are statistical only. The

value of /s’ represents the bin center. The 0.9% systematic uncertainty is fully correlated between any two bins.

V5" [MeV] ode e D] |Fr|? V5" [MeV] O e D] |Fr|?
602.5 288.3 £ 15.2 6.9 + 04 752.5 1276.1 4+ 29.8 418 £ 1.0
607.5 306.6 & 15.5 74 + 04 757.5 13159 £ 313 436 + 1.0
612.5 332.8 £ 16.3 82+ 04 762.5 1339.3 £ 309 448 + 1.0
617.5 352.5 £ 16.3 8.7+ 04 767.5 1331.9 £+ 30.8 45.0 + 1.0
622.5 367.7 £ 16.6 92 + 04 772.5 1327.0 £+ 30.6 452 + 1.0
627.5 390.1 + 17.7 98 + 04 777.5 1272.7 £ 29.2 437 + 1.0
632.5 408.0 £+ 18.0 104 £+ 0.5 782.5 1031.5 £+ 26.7 371 £ 0.9
637.5 426.6 £ 18.1 11.0 £ 05 787.5 810.7 £ 24.2 303 + 0.8
642.5 453.5 &+ 19.0 11.8 =+ 0.5 792.5 819.7 £+ 23.8 30.6 = 0.8
647.5 4777 + 185 125 £ 0.5 797.5 803.1 +23.3 30.1 £ 0.8
652.5 4974 + 19.5 13.2 £ 0.5 802.5 7324 + 221 277 £ 0.8
657.5 509.2 + 194 13.6 + 0.5 807.5 679.9 + 20.6 259 £ 0.7
662.5 5434 + 19.9 14.7 £ 0.5 812.5 663.6 £+ 21.0 25,5 £ 0.8
667.5 585.0 + 20.5 16.0 + 0.6 817.5 622.2 £ 19.9 241 + 0.7
672.5 642.7 £ 22.2 17.7 = 0.6 822.5 585.0 £ 19.5 229 £+ 0.7
677.5 640.5 + 21.0 178 £ 0.6 827.5 540.8 + 18.1 214 +£ 0.7
682.5 668.0 + 219 18.8 + 0.6 832.5 496.4 + 17.7 19.8 £ 0.7
687.5 7244 + 22.9 20.6 £ 0.6 837.5 4504 + 16.8 181 £ 0.6
692.5 783.5 £+ 23.2 225 + 0.7 842.5 404.7 + 15.2 16.4 + 0.6
697.5 858.6 + 25.3 249 £+ 0.7 847.5 3913 £ 154 16.0 £+ 0.6
702.5 893.8 £+ 254 26.2 + 0.7 852.5 364.0 + 15.0 15.0 £ 0.6
707.5 897.8 £+ 25.0 26.6 + 0.7 857.5 339.6 &+ 14.0 14.2 +£ 0.6
712.5 978.6 £+ 26.6 293 £ 0.8 862.5 3100 £ 13.7 13.0 £ 0.6
717.5 1059.1 £+ 279 32.0 + 0.8 867.5 283.8 £ 13.0 121 £ 05
722.5 1086.0 £+ 28.3 332 4+ 0.9 872.5 2565 + 124 11.0 £ 0.5
727.5 1088.4 £ 27.7 33.6 = 0.9 877.5 2373 £ 114 103 £ 0.5
732.5 1158.8 + 29.2 36.2 + 0.9 882.5 229.7 £ 116 10.0 £ 0.5
737.5 1206.5 £ 29.6 38.2 + 0.9 887.5 2240 £ 116 99 + 0.5
742.5 1229.9 £+ 29.0 393 + 0.9 892.5 196.1 + 10.5 87 +04
747.5 1263.3 £+ 30.3 409 + 1.0 897.5 1759 + 9.7 79 £ 04
T T T Il T ' [ ' —r1 r T T
—_—— KLOE 08 368.1+0.4 = 2.3+ 2.2
——e—— BaBar09 376.7+2.0x1.9
—_——— KLOE 10 365.3+0.9+2.3=22
—_——— KLOE 12 366.7 +1.2+2.4 + 0.8
BESIII 368.2+ 2.5+ 3.3
PR T ST SR N TR TR SN S N T TR W TR PR [T RN T SR (N T M TR S A T N SR
360 365 370 375 380 385 390 395

a™-2(600 - 900 MeV) [107]

Fig. 7. Our calculation of the leading-order (LO) hadronic vacuum polarization 27t contributions to (g —2), in the energy range 600-900 MeV from BESIII and based on the
data from KLOE 08 [6], 10 [7], 12 [8], and BaBar [10], with the statistical and systematic errors. The statistical and systematic errors are added quadratically. The band shows

the 1o range of the BESIII result.

8. Conclusion

A new measurement of the cross section oP(ete~ —
7~ (Yesr)) has been performed with an accuracy of 0.9% in the
dominant p(770) mass region between 600 and 900 MeV/c?, using
the ISR method at BESIIL The energy dependence of the cross sec-
tion appears compatible with corresponding measurements from
KLOE and BaBar within approximately one standard deviation. The
two-pion contribution to the hadronic vacuum polarization contri-
bution to (g —2),, has been determined from the BESIII data to be

aﬁ”~L°(600—900 MeV) = (368.2 = 2.555¢ & 3.34ys) - 10710, By aver-
aging the KLOE, BaBar, and BESIII values of aZ”’LO and assuming

that the five data sets are independent, a deviation of more than
30 between the SM prediction of (g —2),, and its direct measure-

ment is confirmed. For the low mass region < 600 MeV/c? and
the high mass region > 900 MeV/c?, the BaBar data was used in
this calculation.
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Using 1.09 x 10° J/y events collected by the BESIII experiment in 2012, we study the J /y — yy'z*n~
process and observe a significant abrupt change in the slope of the 'z "z~ invariant mass distribution at the
proton-antiproton (pp) mass threshold. We use two models to characterize the 'z z~ line shape around
1.85 GeV/c?: one that explicitly incorporates the opening of a decay threshold in the mass spectrum (Flatté
formula), and another that is the coherent sum of two resonant amplitudes. Both fits show almost equally
good agreement with data, and suggest the existence of either a broad state around 1.85 GeV/c? with
strong couplings to the pp final states or a narrow state just below the pp mass threshold. Although we
cannot distinguish between the fits, either one supports the existence of a p p moleculelike state or bound

state with greater than 7¢ significance.

DOI: 10.1103/PhysRevLett.117.042002

The state X(1835) was first observed by the BESII
experiment as a peak in the n'z*z~ invariant mass
distribution in J/w — y#'z" 7z~ decays [1]. This observa-
tion was later confirmed by BESIII studies of the same
process [2] with the mass and width measured to be M =
1836.5+ 373 MeV/c?> and T =190+ 9738 MeV/c?;
the X(1835) was also observed in the nK$K% channel
in J/w — ynKSK$ decays, where its spin parity was
determined to be J¥ = 0~ by a partial wave analysis [3].
An anomalously strong enhancement at the proton-
antiproton (pp) mass threshold, dubbed X(pp), was first
observed by BESII in J/yw — ypp decays [4]; this obser-
vation was confirmed by BESIII [5] and CLEO [6]. This
enhancement structure was subsequently determined to
have spin parity J© = 0~ by BESIII [7]. Among the various
theoretical interpretations on the nature of the X(1835) and
X(pp) [8-12], a particularly intriguing one suggests that
the two structures originate from a p p bound state [13—17].
If the X(1835) is really a pp bound state, it should have a
strong coupling to 0~ pp systems, in which case the line
shape of X(1835) at the pp mass threshold would be
affected by the opening of the X(1835) — pp decay mode.
A study of the n’z"z~ line shape of X(1835) with high
statistical precision therefore provides valuable information
that helps clarify the nature of the X(1835) and X(pp).

In this Letter, we report the observation of a significant
abrupt change in slope of the X(1835) — #/z*z~ line
shape at the pp mass threshold in a sample of J/y —
yn'wTrx~ events collected in the BESIII detector at the
BEPCII e¢" e storage ring. The ' is reconstructed in its two
major decay modes: ' — yzTz~ andyy — nataT,n — yy.
The data sample used in this analysis contains a total of
1.09 x 10° J/yw decay events [18] accumulated by the
BESIII experiment in 2012.

The BESIII detector [19] is a magnetic spectrometer
operating at BEPCII [20], a double-ring e*e™ collider
with center of mass energies between 2.0 and 4.6 GeV.
The cylindrical core of the BESIII detector consists of
a helium-based main drift chamber, a plastic scintillator

time-of-flight system, and a CsI(Tl) electromagnetic calo-
rimeter that are all enclosed in a superconducting solenoi-
dal magnet providing a 0.9 T magnetic field. The solenoid
is supported by an octagonal flux-return yoke with resistive
plate counter muon identifier modules interleaved with
steel. The acceptance of charged particles and photons is
93% of the 4 solid angle. The charged-particle momentum
resolution at 1 GeV/c is 0.5%; the electromagnetic calo-
rimeter measures 1 GeV photons with an energy resolution
of 2.5% (5%) in the barrel (end cap) regions. A GEANT4-
based [21] Monte Carlo (MC) simulation software package
is used to optimize the event selection criteria, estimate
backgrounds, and determine the detection efficiency. The
KKMC [22] generator is used to simulate J/y production.

The event selection criteria are identical to the previous
publication on J/y — yi'z*z~ at BESIII [2] except for one
cut in the J/yw — yn/(— ya"n)x*x~ channel: in the
previous study, events with |M, i, —m,| <7 MeV/c?
are rejected to suppress background from J/y —
yn(— yzta7 )zt z7; in this analysis, a tighter cut that
rejects events with 400MeV/c? <M+ ,- <563 MeV/c?
is required to suppress Dbackground from J/y —
(= 2%zt 77 )at 7~ as well as background from J/y —
m(=yrtn ) ntn.

The #'z*z~ invariant mass spectra of the surviving
events are shown in Fig. 1, where peaks corresponding
to the X(1835), X(2120), X(2370), and #. [2], and a
structure near 2.6 GeV/c? that has not been seen before are
evident for both 5 decays. Thanks to the high statistical
precision, an abrupt change in slope of the X(1835) line
shape at the pp mass threshold is evident in both event
samples.

An inclusive sample of 10° J/y decay events that are
generated according to the Lund-Charm model [23] and
Particle Data Group [24] decay tables is used to study
potential background processes. These include events with
no real #’s in the final state (non #’) and those from
J/w = 2% 'ntn~. We use 1/ mass sideband events to
estimate the non-;’ background contribution to the
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FIG. 1. The#n'z" 7~ invariant mass spectra after the application of all selection criteria. The plot on the left side shows the spectrum for

events with the /' — yz "z~ channel, and that on the right shows the spectrum for the ' — 5(— yy)z*z~ channel. In both plots, the dots
with error bars are data, the shaded histograms are the background, the solid histograms are phase space (PHSP) MC events of
J/y — yn'zTx~ (arbitrary normalization), and the dotted vertical line shows the position of the pp mass threshold.

W xtr~ invariant mass distribution. For the J/y —
7r011’ xtn~ background, we use a one-dimensional data-
driven method that first selects J/y — 7%’z 7~ events
from the data to determine the shape of their contribution to
the selected /777~ mass spectrum and reweight this shape
by the ratio of MC-determined efficiencies for J/y —
yfata~ and J/y — 2’7t 7~ events; the total weight
after reweighting is the estimated number of J/y —
7%zt z~ background events. Our studies of background
processes show that neither the four peaks mentioned above
nor the abrupt change in the line shape at 2m,, is caused by
background processes.

We perform simultaneous fits to the 7'z 7z~ invariant
mass distributions between 1.3 and 2.25 GeV/c? for both
selected event samples with the f1(1510), X(1835), and
X(2120) peaks represented by three efficiency-corrected
Breit-Wigner functions convolved with a Gaussian function
to account for the mass resolution, where the Breit-Wigner
masses and widths are free parameters. The nonresonant
#'zt 7~ contribution is obtained from Monte Carlo simu-
lation; the non-x’ and J/w — 2%/z* 7~ background con-
tributions are obtained as discussed above. For resonances
and the nonresonant #'z*z~ contribution, the phase space
for J/w — yn'ztn~ is considered: according to the J¥ of
f1(1510) and X(1835), J/w — yf1(1510) and J/y —
yX(1835) are S-wave and P-wave processes, respectively;
all other processes are assumed to be S-wave processes.
Without explicit mention, all components are treated as
incoherent contributions. In the simultaneous fits, the
masses and widths of resonances, as well as the branching
fraction for J/y radiative decays to #'z*z~ final states
(including resonances and nonresonant #'z"z~) are con-
strained to be the same for both 7’ decay channels. The fit
results are shown in Fig. 2, where it is evident that using a
simple Breit-Wigner function to describe the X(1835) line

shape fails near the p p mass threshold. The log £ (L is the
combined likelihood of simultaneous fits) of this fit is
630 503.3. Typically, there are two circumstances where an
abrupt distortion of a resonance’s line shape shows up: a
threshold effect caused by the opening of an additional
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FIG. 2. Fit results with simple Breit-Wigner formulas. The
dashed dotted vertical line shows the position of the pp
mass threshold, the dots with error bars are data, the solid
curves are total fit results, the dashed curves are the X(1835),
the short-dashed curves are the f(1510), the dash-dot curves
are the X(2120), and the long-dashed curves are the
nonresonant 7'zt z~ fit results; the shaded histograms are
background events. The inset shows the data and the
global fit between 1.8 and 1.95 GeV/c>.
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decay mode, or interference between two resonances. We
tried to fit the data for both of these possibilities.

In the first model, we assume the state around
1.85 GeV/c? couples to the pp. The line shape of
W' xtrn~ above the pp threshold is therefore affected by
the opening of the X(1835) — pp decay channel, similar to
the distortion of the £;(980) — z "z~ line shape at the KK
threshold. To study this, the Flatté¢ formula [25] is used for
the X(1835) line shape:

T _ \/pout
M? -5 — iZkQ%Pk

Here, T is the decay amplitude, p,,, is the phase space for
J/w — yn'nTrn~, M is a parameter with the dimension of
mass, s is the square of the /277~ system’s mass, p is the
phase space for decay mode k, and g7 is the corresponding
coupling strength. The term Zkgipk describes how the
decay width varies with s. Approximately,

2
g —
Zg%pk R g5 <Po + %ppﬁ) ; (2)
k

90

(1)

where g3 is the sum of g* of all decay modes other than the
X(1835) = pp, pg is the maximum two-body decay phase
space volume [24], and g7/g5 is the ratio between the
coupling strength to the p p channel and the sum of all other
channels.

The fit results for this model are shown in Fig. 3. The
Flatté model fit has a log £ = 630549.5 that is improved
over the simple Breit-Wigner one by 46, so the significance
of g35/g5 being nonzero is 9.6¢. In the fit, an additional
Breit-Wigner resonance [denoted as “X(1920)” in Fig. 3] is
needed with a mass of 1918.6 + 3.0 MeV/c? and a width
of 50.6 & 20.9 MeV/c?; the statistical significance of this
peak is 5.76. In the simple Breit-Wigner fit, the significance
of X(1920) is negligible. The fit yields M = 1638.0+
121.9 MeV/c?, g5 =93.7+354(GeV/c?)%, g55/q5 =
2.31+0.37, and a product branching fraction of
B(J/y = yX)B(X = y/ztz™) = (3.93 £ 0.38) x 10™.
The value of gf, 5/ g3 implies that the couplings between the
state around 1.85 GeV/c? and the pp final states is very
large. Following the definitions given in Ref. [26], the pole
position is determined by requiring the denominator in
Eq. (1) to be zero. The pole nearest to the pp mass
threshold is found to be My, = 1909.5 £ 15.9 MeV/c?
and I'pge = 273.5 £21.4 MeV/ 2. Taking the systematic
uncertainties (see below) into account, the significance of
%5/ 95 being nonzero is larger than 7o.

In the second model, we assume the existence of a
narrow resonance near the pp threshold and that the
interference between this resonance and the X(1835)
produces the line shape distortion. Here, we denote this
narrow resonance as “X(1870).” For this case we represent
the line shape in the vicinity of 1835 MeV/c? by the square
of T, where
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FIG. 3. Fit results of using the Flatté formula. The dashed
dotted vertical line shows the position of the pp mass threshold,
the dots with error bars are data, the solid curves are total fit
results, the dashed curves are the state around 1.85 GeV/ c?, the
short-dashed curves are the f(1510), the dash-dotted curves are
the X(2120), the dash-dot-dot-dotted curves are the X(1920), and
the long-dashed curves are nonresonant 7'z z~ fit results; the
shaded histograms are background events. The inset shows the
data and the global fit between 1.8 and 1.95 GeV/c?.

T = \/pout ﬁeie pout 3)
M?—s—iM\T'y,  M3—s—iM,I,)"

Here, p,, and s have the same meaning as they had in
Eq. (1); M;,I'y, M,, and I, represent the masses and widths
of the X(1835) and X (1870) resonances, respectively; and /3
and O are the relative #/z "z~ coupling strengths and the
phase between the two resonances.

The fit results for the second model are shown in Fig. 4. The
log L of this fit is 630 540.3, which is improved by 37 with
four additional parameters over that for the fit using one
simple Breit-Wigner function. The X (1835) mass is 1825.3+
2.4 MeV/c? and the width is 245.2 + 13.1 MeV/c?; the
X(1870) mass is 1870.2 +2.2 MeV/c? and the width is
13.0 £ 6.1 MeV/c?, with a statistical significance that is
7.90. It is known that there are two nontrivial solutions in a
fit using a coherent sum of two Breit-Wigner functions [27].
In the parametrization of Eq. (3), the two solutions share the
same M,I"|, M,,andI",, but have different values of 5 and 6,
which means that the only observable difference between the
solutions are branching fractions of the two Breit-Wigner
functions. The product branching fractions with construc-
tive interference are B[J/y — yX(1835)]B[X(1835) —
Wrtr] = (3.01 £0.17) x 10~* and BlJ/y —
yX(1870)]B[X(1870) — n'ztz~] = (2.03 £ 0.12) x 1077,
while the solution with destructive interference
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FIG. 4. Fitresults of using a coherent sum of two Breit-Wigner
amplitudes. The dashed dotted vertical line shows the position of
the pp mass threshold, the dots with error bars are data, the solid
curves are total fit results, the dashed curves are the sum of
X(1835) and X(1870), the short-dashed curves are the f(1510),
the dash-dotted curves are the X(2120), the long-dashed curves
are nonresonant 7'z 7~ fit results, and the shaded histograms are
background events. The inset shows the data and the global fit
between 1.8 and 1.95 GeV/c>.

gives B[J/w—yX(1835)|B[X(1835) »n'ztn~|=(3.72+
0.21)x10™, and  B[J/w — yX(1870)]B[X(1870) —
Wrntr] = (1.5740.09) x 107, In this model, the
X(1920) is not included in the fit because its significance
is just 3.9¢. Considering systematic uncertainties (see below),
the significance of X(1870) is larger than 7o.

The systematic uncertainties come from data-MC
differences in the tracking, photon detection and particle
identification efficiencies, the kinematic fit, requirements
on the invariant mass distribution of yy, signal selection of
p°, n, and 7/, total number of J/y events, branching
fractions for intermediate states decays, fit ranges, back-
ground descriptions, mass resolutions, and the intermediate
structure of 77z~ In the first model, the dominant terms are
the fit range, the background description, and the inter-
mediate structure of ztz~. Considering all systematic
uncertainties, the final result is shown in Table I. For the
second model, the dominant two systematic sources are the
background description and the intermediate structure of
#tn~. Considering all systematic uncertainties, the final
result is shown in Table II.

In summary, the J/y — yn'm" 2~ process is studied with
1.09 x 10 J/y events collected at the BESIII experiment
in 2012. We observed a significant distortion of the 'z 7~
line shape near the pp mass threshold that cannot be
accommodated by an ordinary Breit-Wigner resonance

TABLE 1. Fitresults of using the Flatté formula. The first errors
are statistical errors, and the second errors are systematic errors;
the branching ratio is the product of B(J/w — yX) and
B(X - n'ztx7).

The state around 1.85 GeV/c?

M (MeV/c?) 1638.0 + 121.9)278
g [(GeV/c*)’] 93.7 43541475
Pr/ T 2.31+£0.3750%

1909.5 + 15.919:%

273.5 +£21.478)
(3.93 £0.387051) x 107

Mpole (MeV/cz)
1—‘po]e (MCV/CZ)
Branching ratio

function. Two typical models for such a line shape are
used to fit the data. The first model assumes the state
around 1.85 GeV/c? couples with the pp and the dis-
tortion reflects the opening of the pp decay channel.
The fit result for this model yields a strong coupling
between the broad structure and the pp of gi,—)/ % =
2.31+£0.37708, with a statistical significance larger
than 7¢ for being nonzero. The pole nearest to the pp
mass threshold of this state is located at M. =
1909.5 + 15.9(stat) 5% (syst) MeV/c>  and  [poe =
273.5 + 21.4(stat) t8 (syst) MeV/c?. The second model
assumes the distortion reflects interference between the
X (1835) and another resonance with mass close to the pp
mass threshold. A fit with this model uses a coherent sum
of two interfering Breit-Wigner amplitudes to describe the
7' n n~ mass spectrum around 1.85 GeV/c?. This fit yields
a narrow resonance below the pp mass threshold with
M =1870.2£2.2(stat) 33 (syst) MeV/c? and T = 13.0+
6.1(stat) 734 (syst) MeV/c?, with a statistical significance
larger than 70. With current data, both models fit the data
well with fit qualities, and both suggest the existence of a
state, either a broad state with strong couplings to the p p, or
a narrow state just below the pp mass threshold. For the
broad state above the pp mass threshold, its strong

TABLEIIL Fitresults using a coherent sum of two Breit-Wigner
amplitudes. The first errors are statistical errors, and the second
errors are systematic errors; the branching ratio (B.R.) is the
product of B(J/y — yX) and B(X — n'z"z7).

X(1835)

Mass (MeV/c?)

Width (MeV/c?)

B.R. (constructive interference)
B.R. (destructive interference)

1825.3 £2.41)73
2452 £13.155¢
(3.01 £0.175038) x 1074
(3.72£0.215038) x 107

X(1870)

Mass (MeV/c?)

Width (MeV/c?)

B.R. (constructive interference)
B.R. (destructive interference)

1870.2 £2.2733
13.0+£6.1734
(2.03 £0.127043) x 1077
(1.57 £0.09%4¢) x 1073
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couplings to the pp suggest the existence of a pp
moleculelike state. For the narrow state just below the
pp mass threshold, its very narrow width suggests that it is
an unconventional meson, most likely a p p bound state. So
both fits support the existence of a pp moleculelike or
bound state. With current statistics, more sophisticated
models such as a mixture of above two models cannot be
ruled out. In order to elucidate further the nature of the
states around 1.85 GeV/c?, more data are needed to further
study the J/w — yy'ztn~ process. Also, line shapes for
other decay modes should be studied near the pp mass
threshold, including further studies of J/w — ypp
and J/y — y;qK(S)Kg.
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The cross section for the process e*e™ — n'z~J/y is measured precisely at center-of-mass energies
from 3.77 to 4.60 GeV using 9 fb~! of data collected with the BESIII detector operating at the BEPCII
storage ring. Two resonant structures are observed in a fit to the cross section. The first resonance has a
mass of (4222.0 3.1 & 1.4) MeV/c? and a width of (44.1 4- 4.3 4-2.0) MeV, while the second one has a
mass of (4320.0 & 10.4 £ 7.0) MeV/c? and a width of (101.41%3 4 10.2) MeV, where the first errors are
statistical and second ones are systematic. The first resonance agrees with the Y (4260) resonance reported
by previous experiments. The precision of its resonant parameters is improved significantly. The second
resonance is observed in ete™ — xtz~J /y for the first time. The statistical significance of this resonance
is estimated to be larger than 7.66. The mass and width of the second resonance agree with the ¥ (4360)
resonance reported by the BABAR and Belle experiments within errors. Finally, the ¥(4008) resonance
previously observed by the Belle experiment is not confirmed in the description of the BESIII data.

DOI: 10.1103/PhysRevLett.118.092001

The process eTe™ — ntx~J/y at center-of-mass (c.m.)
energies between 3.8 and 5.0 GeV was first studied by the
BABAR experiment using an initial-state-radiation (ISR)
technique [1], and a new structure, the ¥ (4260), was reported
with a mass around 4.26 GeV/c?. This observation was
immediately confirmed by the CLEO [2] and Belle experi-
ments [3] in the same process. In addition, the Belle experi-
ment reported an accumulation of events at around 4 GeV,
which was called Y (4008) later. Although the Y (4008) state
is still controversial—a new measurement by the BABAR
experiment does not confirm it [4], while an updated
measurement by the Belle experiment still supports its
existence [5]—the observation of the Y states has stimulated
substantial theoretical discussions on their nature [6,7].

Being produced in e™ e~ annihilation, the Y states have
quantum numbers J©¢ = 17~. However, unlike the known
17~ charmonium states in the same mass range, such as
w(4040), w(4160), and w(4415) [8], which decay pre-
dominantly into open charm final states [D®*)D*)], the ¥
states show strong coupling to hidden-charm final states
[9]. Furthermore, the observation of the states Y (4360) and
Y(4660) in ete™ — nta~y(2S) [10], together with the
newly observed resonant structures in ete™ — wy.o [11]
and eTe” — xta~h, [12], overpopulates the vector char-
monium spectrum predicted by potential models [13]. All
of this indicates that the Y states may not be conventional
charmonium states, and they are good candidates for new
types of exotic particles, such as hybrids, tetraquarks, or
meson molecules [6,7].

The Y(4260) state was once considered a good hybrid
candidate [14], since its mass is close to the value predicted
by the flux tube model for the lightest hybrid charmonium

[15]. Recent lattice calculations also show a 17~ hybrid
charmonium could have a mass of 42854 14 MeV/c?
[16] or 4.33(2) GeV/c* [17]. Meanwhile, the diquark-
antidiquark tetraquark model predicts a wide spectrum of
states which can also accommodate the Y(4260) [18].
Moreover, the mass of ¥ (4260) is near the mass threshold
of Di*D}~, DD,, DyD*, and f,(980)J/y, and Y (4260)
was supposed to be a meson molecule candidate of these
meson pairs [19,20]. A recent observation of a charged
charmoniumlike state Z,.(3900) by BESIII [21], Belle [5],
and with CLEO data [22] seems to favor the DD, meson
pair option [19]. Another possible interpretation describes
the Y(4260) as a heavy charmonium (J/y) being bound
inside light hadronic matter—hadrocharmonium [23]. To
better identify the nature of the Y states and distinguish
various models, more precise experimental measurements,
including the production cross section and the mass and
width of the Y states, are essential.

In this Letter, we report a precise measurement of the
ete™ - ntnJ/y cross section at ete” c.m. energies
from 3.77 to 4.60 GeV, using a data sample with an
integrated luminosity of 9.05 fb~! [24] collected with the
BESIII detector operating at the BEPCII storage ring
[25]. The J/w candidate is reconstructed with its leptonic
decay modes (u*u~ and ete™). The data sample used in
this measurement includes two independent data sets. A
high luminosity data set (dubbed “XYZ data”) contains
more than 40 pb~! at each c.m. energy with a total
integrated luminosity of 8.2 fb~!, which dominates the
precision of this measurement, and a low luminosity data
set (dubbed “scan data”) contains about 7-9 pb~! at each
c.m. energy with a total integrated luminosity of 0.8 fb~!.
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The integrated luminosities are measured with Bhabha
events with an uncertainty of 1% [24]. The c.m. energy of
each data set is measured using dimuon events, with an
uncertainty of £0.8 MeV [26].

The BESIII detector is described in detail elsewhere [25].
The GEANT4-based [27] Monte Carlo (MC) simulation
software package BOOST [28], which includes the geometric
description of the BESIII detector and the detector response,
is used to optimize event selection criteria, determine the
detection efficiency, and estimate the backgrounds. For the
signal process, we generate 60 000 e e~ — 7"z~ J /y events
at each c.m. energy of the XY Z data, and an extrapolation is
performed to the scan data with nearby c.m. energies. At
ete” c.m. energies between 4.189 and 4.358 GeV, the signal
events are generated according to the Dalitz plot distributions
obtained from the data set at corresponding c.m. energy, since
there is significant Z.(3900) production [5,21,22]. At other
c.m. energies, signal events are generated using an EVTGEN
[29] phase space model. The J /y decaysintou™u~ and e™e™
with the same branching fractions [8]. The ISR is simulated
with KKMC [30], and the maximum ISR photon energy is set
to correspond to a 3.72 GeV/c? production threshold of the
#tn~J/y system. Final-state radiation (FSR) is simulated
with PHOTOS [31]. Possible background contributions are
estimated with KKMC-generated inclusive MC samples
[ete™ — efe™, uhu™, 777, vy, riseJ /¥ nisw (2S), and
qq with g = u, d, s, c] with comparable integrated lumi-
nosities to the XY Z data.

Events with four charged tracks with zero net charge are
selected. For each charged track, the polar angle in the drift
chamber must satisfy |cosf| < 0.93, and the point of
closest approach to the ete™ interaction point must be
within 10 cm in the beam direction and within 1 cm in the
plane perpendicular to the beam direction. Taking advan-
tage of the fact that pions and leptons are kinematically well
separated in the signal decay, charged tracks with momenta
larger than 1.06 GeV/c in the laboratory frame are
assumed to be leptons, and the others are assumed to be
pions. We use the energy deposited in the electromagnetic
calorimeter (EMC) to separate electrons from muons. For
both muon candidates, the deposited energy in the EMC is
required to be less than 0.35 GeV, while for both electrons,
it is required to be larger than 1.1 GeV. To avoid systematic
errors due to unstable operation, the muon system is not
used here. Each event is required to have one n* 7~ ¢ ¢~
(¢ = e or u) combination.

To improve the momentum and energy resolution and to
reduce the background, a four-constraint kinematic fit
is applied to the event with the hypothesis ete™ —
atx~¢*¢~, which constrains the total four-momentum
of the final state particles to that of the initial colliding
beams. The y?/n.d.f. of the kinematic fit is required to be
less than 60/4.

To suppress radiative Bhabha and radiative dimuon
(eTe” — yeTe™/yuTu~) backgrounds associated with

photon conversion to an eTe~ pair which subsequently
is misidentified as a z "z~ pair, the cosine of the opening
angle of the pion-pair (cos 6+ ,-) candidates is required to
be less than 0.98 for both J/y — up~ and e*e™ events.
For J/y — ete™ events, since there are more abundant
photon sources from radiative Bhabha events, we further
require the cosine of the opening angles of both pion-
electron pairs (cos@,:,+) to be less than 0.98. These
requirements remove almost all of the Bhabha and dimuon
background events, with an efficiency loss of less than 1%
for signal events.

After imposing the above selection criteria, a clear J/y
signal is observed in the invariant mass distribution of the
lepton pairs [M (£ £~ )]. The mass resolution of the M (£+£~)
distribution is estimated to be (3.740.2) MeV /c? for J /yr —
uu~ and (3.9 £0.3) MeV/c? for J/w — ete™ in data
for the range of c.m. energies investigated in this study. The
J/w mass window is defined as 3.08 < M(¢£1¢7) <
3.12 GeV/c?. In order to estimate the non-J /y background
contribution, we also define the J/w mass sideband as
3.00<M(£+¢7)<3.06GeV/c? and 3.14 < M(£1¢7) <
3.20 GeV/c?, which is 3 times as wide as the signal region.
The dominant background comes from et e~ = ¢g (¢ = u,
d, s) processes, such as eTe” —» "z x 7. Since qg
events form a smooth distribution in the J/y signal region,
their contribution is estimated by the J/w mass sideband.
Contributions from backgrounds related with charm quark

production, such as e™e™ — nJ /y [32], D® D™ and other
open-charm mesons, are estimated to be negligible accord-
ing to MC simulation studies.

In order to determine the signal yields, we make use of
both fitting and counting methods on the M(£*¢7) dis-
tribution. In the XYZ data, each data set contains many
signal events, and an unbinned maximum likelihood fit
to the M (£ ¢™) distribution is performed. We use a MC
simulated signal shape convolved with a Gaussian function
(with standard deviation 1.9 MeV, which represents the
resolution difference between the data and the MC simu-
lation) as the signal probability density function (PDF) and
a linear term for the background. For the scan data, due to
the low statistics, we directly count the number of events in
the J/y signal region and that of the normalized back-
ground events in the J/w mass sideband and take the
difference as the signal yields.

The cross section of eTe™ — ztx~J/y at a certain
ete” c.m. energy /s is calculated using

Nsig

W) = o

(1)

where N2 is the number of signal events, L, is the
integrated luminosity of data, 1 4 & is the ISR correction
factor, € is the detection efficiency, and B is the branching
fraction of J/y — £7¢~ [8]. The ISR correction factor is
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Measured cross section o(ete™ — z7z~J/y) and simultaneous fit to the XYZ data (left) and scan data (right) with the

coherent sum of three Breit-Wigner functions (red solid curves) and the coherent sum of an exponential continuum and two Breit-
Wigner functions (blue dashed curves). Dots with error bars are data.

calculated using the KkMC [30] program. To get the correct
ISR photon energy distribution, we use the /s-dependent
cross section line shape of the e™e™ — 7z~ J/y process,
ie., o(y/s), to replace the default one of KkMC. Since
o(+/s) is what we measure in this study, the ISR correction
procedure needs to be iterated, and the final results are
obtained when the iteration converges. Figure 1 shows the
measured cross section ¢(4/s) from both the XYZ data and
scan data (numerical results are listed in Supplemental
Material [33]).

To study the possible resonant structures in the e*e™ —
atn~J/y process, a binned maximum likelihood fit is
performed simultaneously to the measured cross section
o(+/s) of the XY Z data with Gaussian uncertainties and the
scan data with Poisson uncertainties. The PDF is para-
meterized as the coherent sum of three Breit-Wigner
functions, together with an incoherent y(3770) component
which accounts for the decay of y(3770) —» 7z~ J/y,
with y(3770) mass and width fixed to PDG [8] values.
Because of the lack of data near the y(3770) resonance, it
is impossible to determine the relative phase between the
w(3770) amplitude and the other amplitudes. The ampli-
tude to describe a resonance R is written as

A5) = M V12T Taby q;((ﬁ)e"’ﬁ’ o)

Vs s —M? + iMT,

where M, I'y,, and I',+,- are the mass, full width, and
electronic width of the resonance R, respectively; By is the
branching fraction of the decay R — n" 7~ J /y; ®(/s) is
the phase space factor of the three-body decay R —
xtn~J/w [8]; and ¢ is the phase of the amplitude. The
fit has four solutions with equally good fit quality [34] and
identical masses and widths of the resonances (listed in
Table I), while the phases and the product of the electronic
widths with the branching fractions are different (listed in
Table II). Figure 1 shows the fit results. The resonance R,
has a mass and width consistent with that of Y (4008)
observed by Belle [5] within 1.06 and 2.96, respectively.

The resonance R, has a mass 4222.0 & 3.1 MeV/¢?, which
agrees with the average mass, 4251 &= 9 MeV/c? [8], of the
Y(4260) peak [1-5] within 3.0c. However, its measured
width is much narrower than the average width, 120 £+
12 MeV [8], of the Y(4260). We also observe a new
resonance Rj. The statistical significance of R3 is estimated
to be 7.9¢ (including systematic uncertainties) by compar-
ing the change of A(=21n L) = 74.9 with and without the
R; amplitude in the fit and taking the change of number of
degree of freedom An.d.f. = 4 into account. The fit quality
is estimated using a y’-test method, with y?/n.d.f. =
93.6/110. Fit models taken from previous experiments
[1-5] are also investigated and are ruled out with a
confidence level equivalent to more than 5.4c.

As an alternative description of the data, we use an
exponential [35] to model the cross section near 4 GeV as in
Ref. [4] instead of the resonance R;. The fit results are
shown as dashed lines in Fig. 1. This model also describes
the data very well. A y? test to the fit quality gives
y*/n.d.f. =93.2/111. Thus, the existence of a resonance
near 4 GeV, such as the resonance R, or the Y(4008)
resonance [3], is not necessary to explain the data. The fit
has four solutions with equally good fit quality [34] and

TABLE I. The measured masses and widths of the resonances
from the fit to the ete™ — n"x~J/y cross section with three
coherent Breit-Wigner functions. The numbers in the brackets
correspond to a fit by replacing R, with an exponential describing
the continuum. The errors are statistical only.

Parameters Fit result

M(R;) 3812.67512 ()
Coi(R;) 476.91 5% ()

M(R,) 4222.0 + 3.1 (4220.9 +2.9)
Toi(R>) 441443 (44.1+£3.8)
M(R5) 4320.0 & 10.4 (4326.8 + 10.0)
Lot (Rs) 10147353 (98.21354)
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TABLE II.

The values of '+ ,- B(R = ztz~J /w) (in eV) from a fit to the eTe™ — z7~J /y cross section. ¢, and ¢, (in degrees) are

the phase of the resonance R, and R5, and the phase of resonance R (or continuum) is set to 0. The numbers in the brackets correspond
to the fit by replacing resonance R; with an exponential to describe the continuum. The errors are statistical only.

Parameters Solution I Solution II Solution IIT Solution IV
Lot - Blw(3770) — ntz=J /y] 0.54+0.1 (0.4 £0.1)
Toio B(Ry = nta™J/y) 8.85)3 (- 68511 () 72508 () 5.6775 ()

T,--B(Ry » 7~ ) 13.3 £ 1.4 (12.0 + 1.0)
T,,-BRy > ntaJ/y) 21.1+£3.9 (17.9 £3.3)
b —58 £ 11 (=33 £8)

b —156 +£5 (~132 £3)

9.2+£0.7 (8.9 £ 0.6)
L7508 (1159
1161, (=817

68 + 24 (107 £ 20)

23406 (2.1 +0.4)
13.3733 (12.41]9)
6534 (8111%)
—115%" (=951¢

1.6£0.4 (1.5+0.3)
1.1194 (0.8 £0.3)
8+ 13(33+9)
110 4 16 (144 + 14)

identical masses and widths of the resonances (listed in
Table I), while the phases and the product of the electronic
widths with the branching fractions are different (listed in
Table II). We observe the resonance R, and the resonance
R; again. The statistical significance of resonance Rj in
this model is estimated to be 7.60 (including systematic
uncertainties) [A(—21n £) = 70.7, An.d.f. = 4] using the
same method as above.

The systematic uncertainty for the cross section meas-
urement mainly comes from uncertainties in the luminosity,
efficiencies, radiative correction, background shape, and
branching fraction of J/y — £7¢~. The integrated lumi-
nosities of all the data sets are measured using large angle
Bhabha scattering events, with an uncertainty of 1% [24].
The uncertainty in the tracking efficiency for high momen-
tum leptons is 1% per track. Pions have momenta that range
from 0.1 to 1.06 GeV/c, and their momentum-weighted
tracking efficiency uncertainty is also 1% per track. For the
kinematic fit, we use a similar method as in Ref. [36] to
improve the agreement of the y* distribution between the
data and MC simulation, and the systematic uncertainty for
the kinematic fit is estimated to be 0.6% (1.1%) for u™*u~
(et e™) events. For the MC simulation of signal events, we
use both the 7£Z.(3900)F model [5,21,22] and the phase
space model to describe the eTe™ — xtn~J/y process.
The efficiency difference between these two models is
3.1%, which is taken as systematic uncertainty due to the
decay model.

The efficiencies for the other selection criteria, the
trigger simulation, the event start time determination,
and the FSR simulation, are quite high (>99%), and their
systematic errors are estimated to be less than 1%. In the
ISR correction procedure, we iterate the cross section
measurement until (14 §)e converges. The convergence
criterion is taken as the systematic uncertainty due to the
ISR correction, which is 1%. We obtain the number of
signal events by either fitting or counting events in the
M(£*¢7) distribution. The background shape is described
by a linear distribution. Varying the background shape from
a linear shape to a second-order polynomial causes a 1.6%

(2.1%) difference for the J/y signal yield for the p*pu~
(e™e™) mode, which is taken as the systematic uncertainty
for the background shape. The branching fraction of
J/w — £1¢~ is taken from PDG [8], and the errors are
0.6% for both J/w decay modes. Assuming all the sources
of systematic uncertainty are independent, the total sys-
tematic uncertainties are obtained by adding them in
quadrature, resulting in 5.7% for the u"u~ mode and
5.9% for the eTe™ mode.

In both fit scenarios to the ete™ — zta~J/w cross
section, we observe the resonance R, and R;. Since we
cannot distinguish the two scenarios from the data, we take
the difference in mass and width as the systematic uncer-
tainties, ie., 1.1(6.8) MeV/c? for the mass and 0.0
(3.2) MeV for the width of R,(R3). The absolute c.m.
energies of all the data sets were measured with dimuon
events, with an uncertainty of £0.8 MeV. Such a kind of
common uncertainty will propagate only to the masses of
the resonances with the same amount, i.e., £0.8 MeV/ 2.
In both fits, the y(3770) amplitude was added incoherently.
The possible interference effect of the y(3770) component
was investigated by adding it coherently in the fit with
various phases. The largest deviation of the resonant
parameters between the fits with and without interference
for the w(3770) amplitude is taken as a systematic error,
which is 0.3 (1.3) MeV/c? for the mass and 2.0 (9.7) MeV
for the width of the R,(R;3) resonance. Assuming all the
systematic uncertainties are independent, we get the total
systematic uncertainties by adding them in quadrature,
which is 1.4(7.0) MeV/c? for the mass and 2.0
(10.2) MeV for the width of R,(R3), respectively.

In summary, we perform a precise cross section meas-
urement of e e~ — 2~ J /y for c.m. energies from /s =
3.77 to 4.60 GeV. Two resonant structures are observed,
one with a mass of (4222.0+ 3.1+ 1.4) MeV/c? and
a width of (44.1 £4.3 £2.0) MeV and the other with a
mass of (4320.0 +10.4 +7.0) MeV/c? and a width of
(101.47753 4+ 10.2) MeV, where the first errors are stat-
istical and the second ones are systematic. The first
resonance agrees with the Y(4260) resonance reported
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by BABAR, CLEO, and Belle [1-5]. However, our mea-
sured width is much narrower than the Y(4260) average
width [8] reported by previous experiments. This is thanks
to the much more precise data from BESIII, which results
in the observation of the second resonance. The second
resonance is observed for the first time in the process
ete™ - ntnJ/y. Its statistical significance is estimated
to be larger than 7.66. The second resonance has a mass and
width comparable to the Y (4360) resonance reported by
Belle and BABAR in ete™ — zta y(2S) [10]. If we
assume it is the same resonance as the Y(4360), we
observe a new decay channel of Y(4360) - 7tz J/w
for the first time. Finally, we cannot confirm the existence
of the Y(4008) resonance [3,5] from our data, since a
continuum term also describes the cross section near 4 GeV
equally well.

The BESIII Collaboration thanks the staff of BEPCII and
the IHEP computing center for their strong support. This
work is supported in part by National Key Basic Research
Program of China under Contract No. 2015CB856700;
National Natural Science Foundation of China (NSFC)
under Contracts No. 11235011, No. 11322544,
No. 11335008, and No. 11425524; the Chinese
Academy of Sciences (CAS) Large-Scale Scientific
Facility Program; the CAS Center for Excellence in
Particle Physics (CCEPP); the Collaborative Innovation
Center for Particles and Interactions (CICPI); Joint Large-
Scale Scientific Facility Funds of the NSFC and CAS under
Contracts No. U1232201 and No. U1332201; CAS under
Contracts No. KICX2-YW-N29 and No. KJICX2-YW-N45;
100 Talents Program of CAS; National 1000 Talents
Program of China; INPAC and Shanghai Key Laboratory
for Particle Physics and Cosmology; German Research
Foundation DFG under Collaborative Research Center
Contracts No. CRC 1044 and No. FOR 2359; Seventh
Framework Programme of the European Commission
under Marie Curie International Incoming Fellowship
Grant Agreement No. 627240; Istituto Nazionale di
Fisica Nucleare, Italy; Joint Large-Scale Scientific
Facility Funds of the NSFC and CAS under Contract
No. U1532257; Joint Large-Scale Scientific Facility Funds
of the NSFC and CAS under Contract No. U1532258;
Koninklijke Nederlandse Akademie van Wetenschappen
(KNAW) under Contract No. 530-4CDP03; Ministry of
Development of Turkey under Contract No. DPT2006K-
120470; NSFC under Contract No. 11275266; The
Swedish Resarch Council; U.S. Department of Energy
under Contracts No. DE-FG02-05ER41374, No. DE-SC-
0010504, No. DE-SC0012069, and No. DESC0010118;
U.S. National Science Foundation; University of
Groningen (RuG) and the Helmholtzzentrum fuer
Schwerionenforschung GmbH (GSI), Darmstadt; WCU
Program of National Research Foundation of Korea under
Contract No. R32-2008-000-10155-0.

*Corresponding author.

zgliu@ihep.ac.cn

*Also at State Key Laboratory of Particle Detection and
Electronics, Beijing 100049, Hefei 230026, People’s
Republic of China.

bAlso at Bogazici University, 34342 Istanbul, Turkey.
“Also at the Moscow Institute of Physics and Technology,
Moscow 141700, Russia.

9Also at the Functional Electronics Laboratory, Tomsk State
University, Tomsk, 634050, Russia.

“Also at the Novosibirsk State University, Novosibirsk,
630090, Russia.

fAlso at the NRC “Kurchatov Institute,” PNPI, 188300,
Gatchina, Russia.

€Also at University of Texas at Dallas, Richardson, TX
75083, USA.

T‘Also at Istanbul Arel University, 34295 Istanbul, Turkey.
'Also at Goethe University Frankfurt, 60323 Frankfurt am
Main, Germany.

JAlso at Institute of Nuclear and Particle Physics, Shanghai
Key Laboratory for Particle Physics and Cosmology,
Shanghai 200240, People’s Republic of China.

[1] B. Aubert et al. (BABAR Collaboration), Phys. Rev. Lett. 95,
142001 (2005).

[2] Q. He et al. (CLEO Collaboration), Phys. Rev. D 74,
091104(R) (20006).

[3] C.Z. Yuan et al. (Belle Collaboration), Phys. Rev. Lett. 99,
182004 (2007).

[4] J.P. Lees et al. (BABAR Collaboration), Phys. Rev. D 86,
051102(R) (2012).

[5] Z. Q. Liu et al. (Belle Collaboration), Phys. Rev. Lett. 110,
252002 (2013).

[6] N. Brambilla et al., Eur. Phys. J. C 71, 1534 (2011).

[7] H. X. Chen, W. Chen, X. Liu, and S. L. Zhu, Phys. Rep. 639,
1 (2016).

[8] K. A. Olive et al. (Particle Data Group), Chin. Phys. C 38,
090001 (2014).

[9] X.H. Mo, G. Li, C.Z. Yuan, K.L. He, H. M. Hu, J. H.
Hu, P. Wang, and Z.Y. Wang, Phys. Lett. B 640, 182
(20006).

[10] B. Aubert et al. (BABAR Collaboration), Phys. Rev. Lett. 98,
212001 (2007); X.L. Wang et al. (Belle Collaboration),
Phys. Rev. Lett. 99, 142002 (2007); B. Aubert et al
(BABAR Collaboration), Phys. Rev. D 89, 111103 (2014);
X.L. Wang et al. (Belle Collaboration), Phys. Rev. D 91,
112007 (2015).

[11] M. Ablikim et al. (BESIII Collaboration), Phys. Rev. Lett.
114, 092003 (2015); Phys. Rev. D 93, 011102(R) (2016).

[12] C.-Z. Yuan, Chin. Phys. C 38 (2014) 043001; M. Ablikim
et al. (BESIII Collaboration), following Letter, Phys. Rev.
Lett. 118, 092002 (2017).

[13] E. Eichten, K. Gottfried, T. Kinoshita, K. D. Lane, and T. M.
Yan, Phys. Rev. D 17, 3090 (1978); 21, 203 (1980); S.
Godfrey and N. Isgur, Phys. Rev. D 32, 189 (1985).

[14] F.E. Close and P.R. Page, Phys. Lett. B 628, 215 (2005);
S.L. Zhu, Phys. Lett. B 625, 212 (2005).

[15] T. Barnes, F. E. Close, and E. S. Swanson, Phys. Rev. D 52,
5242 (1995).

092001-7


http://dx.doi.org/10.1103/PhysRevLett.95.142001
http://dx.doi.org/10.1103/PhysRevLett.95.142001
http://dx.doi.org/10.1103/PhysRevD.74.091104
http://dx.doi.org/10.1103/PhysRevD.74.091104
http://dx.doi.org/10.1103/PhysRevLett.99.182004
http://dx.doi.org/10.1103/PhysRevLett.99.182004
http://dx.doi.org/10.1103/PhysRevD.86.051102
http://dx.doi.org/10.1103/PhysRevD.86.051102
http://dx.doi.org/10.1103/PhysRevLett.110.252002
http://dx.doi.org/10.1103/PhysRevLett.110.252002
http://dx.doi.org/10.1140/epjc/s10052-010-1534-9
http://dx.doi.org/10.1016/j.physrep.2016.05.004
http://dx.doi.org/10.1016/j.physrep.2016.05.004
http://dx.doi.org/10.1088/1674-1137/38/9/090001
http://dx.doi.org/10.1088/1674-1137/38/9/090001
http://dx.doi.org/10.1016/j.physletb.2006.07.060
http://dx.doi.org/10.1016/j.physletb.2006.07.060
http://dx.doi.org/10.1103/PhysRevLett.98.212001
http://dx.doi.org/10.1103/PhysRevLett.98.212001
http://dx.doi.org/10.1103/PhysRevLett.99.142002
http://dx.doi.org/10.1103/PhysRevD.89.111103
http://dx.doi.org/10.1103/PhysRevD.91.112007
http://dx.doi.org/10.1103/PhysRevD.91.112007
http://dx.doi.org/10.1103/PhysRevLett.114.092003
http://dx.doi.org/10.1103/PhysRevLett.114.092003
http://dx.doi.org/10.1103/PhysRevD.93.011102
http://dx.doi.org/10.1088/1674-1137/38/4/043001
http://dx.doi.org/10.1103/PhysRevLett.118.092002
http://dx.doi.org/10.1103/PhysRevLett.118.092002
http://dx.doi.org/10.1103/PhysRevD.17.3090
http://dx.doi.org/10.1103/PhysRevD.21.203
http://dx.doi.org/10.1103/PhysRevD.32.189
http://dx.doi.org/10.1016/j.physletb.2005.09.016
http://dx.doi.org/10.1016/j.physletb.2005.08.068
http://dx.doi.org/10.1103/PhysRevD.52.5242
http://dx.doi.org/10.1103/PhysRevD.52.5242

PRL 118, 092001 (2017)

PHYSICAL REVIEW LETTERS

week ending
3 MARCH 2017

[16] L. Liu, G. Moir, M. Peardon, S. M. Ryan, C. E. Thomas,
P. Vilaseca, J.J. Dudek, R. G. Edwards, B. Jod, and D. G.
Richards (Hadron Spectrum Collaboration), J. High Energy
Phys. 07 (2012) 126.

[17] Y. Chen, W.-F. Chiu, M. Gong, L.-C. Gui, and Z.-F. Liu,
Chin. Phys. C 40, 081002 (2016).

[18] L. Maiani, V. Riquer, F. Piccinini, and A. D. Polosa, Phys.
Rev. D 72, 031502 (2005); D. Ebert, R. N. Faustov, and
V. O. Galkin, Eur. Phys. J. C 58, 399 (2008).

[19] Q. Wang, C. Hanhart, and Q. Zhao, Phys. Rev. Lett. 111,
132003 (2013); M. Cleven, Q. Wang, F. K. Guo, C. Hanhart,
Ulf-G. Meissner, and Q. Zhao, Phys. Rev. D 90, 074039
(2014).

[20] A. Martinez Torres, K. P. Khemchandani, D. Gamermann,
and E. Oset, Phys. Rev. D 80, 094012 (2009); R. M.
Albuquerque and M. Nielsen, Nucl. Phys. A815, 53 (2009).

[21] M. Ablikim et al. (BESIII Collaboration), Phys. Rev. Lett.
110, 252001 (2013).

[22] T. Xiao, S. Dobbs, A. Tomaradze, and K. K. Seth, Phys.
Lett. B 727, 366 (2013).

[23] S. Dubynskiy and M. B. Voloshin, Phys. Lett. B 666, 344
(2008); Xin Li and M. B. Voloshin, Mod. Phys. Lett. A 29,
1450060 (2014).

[24] M. Ablikim et al. (BESIII Collaboration), Chin. Phys. C 39,
093001 (2015); 37, 123001 (2013).

[25] M. Ablikim et al. (BESIII Collaboration), Nucl. Instrum.
Methods Phys. Res., Sect. A 614, 345 (2010).

[26] M. Ablikim et al. (BESIII Collaboration), Chin. Phys. C 40,
063001 (2016).

[27] S. Agostinelli et al. (GEANT4 Collaboration), Nucl.
Instrum. Methods Phys. Res., Sect. A 506, 250 (2003).

[28] Z.Y. Deng et al., Chin. Phys. C 30, 371 (2006).

[29] D.J. Lange, Nucl. Instrum. Methods Phys. Res., Sect. A
462, 152 (2001).

[30] S. Jadach, B.F.L. Ward, and Z. Was, Comput. Phys.
Commun. 130, 260 (2000); Phys. Rev. D 63, 113009 (2001).

[31] P. Golonka and Z. Was, Eur. Phys. J. C 45, 97 (2006).

[32] M. Ablikim et al. (BESIII Collaboration), Phys. Rev. D 86,
071101(R) (2012); X. L. Wang et al. (Belle Collaboration),
Phys. Rev. D 87, 051101(R) (2013); M. Ablikim et al.
(BESIII Collaboration), Phys. Rev. D 91, 112005 (2015).

[33] See  Supplemental ~Material at  http://link.aps.org/
supplemental/10.1103/PhysRevLett.118.092001 for a sum-
mary of the number of signal events, luminosity, and cross
section at each energy.

[34] K. Zhu, X. H. Mo, C.Z. Yuan, and P. Wang, Int. J. Mod.
Phys. A 26, 4511 (2011); A. D. Bukin, arXiv:0710.5627.

[35] poe 1 (V3s~Mu)d(,/s), where p, and p, are free parameters,
My, = 2m, + my,,, is the mass threshold of the z*z~J/y
system, and ®(/s) is the phase space factor.

[36] M. Ablikim et al. (BESIII Collaboration), Phys. Rev. D 87,
012002 (2013).

092001-8


http://dx.doi.org/10.1007/JHEP07(2012)126
http://dx.doi.org/10.1007/JHEP07(2012)126
http://dx.doi.org/10.1088/1674-1137/40/8/081002
http://dx.doi.org/10.1103/PhysRevD.72.031502
http://dx.doi.org/10.1103/PhysRevD.72.031502
http://dx.doi.org/10.1140/epjc/s10052-008-0754-8
http://dx.doi.org/10.1103/PhysRevLett.111.132003
http://dx.doi.org/10.1103/PhysRevLett.111.132003
http://dx.doi.org/10.1103/PhysRevD.90.074039
http://dx.doi.org/10.1103/PhysRevD.90.074039
http://dx.doi.org/10.1103/PhysRevD.80.094012
http://dx.doi.org/10.1016/j.nuclphysa.2008.10.015
http://dx.doi.org/10.1103/PhysRevLett.110.252001
http://dx.doi.org/10.1103/PhysRevLett.110.252001
http://dx.doi.org/10.1016/j.physletb.2013.10.041
http://dx.doi.org/10.1016/j.physletb.2013.10.041
http://dx.doi.org/10.1016/j.physletb.2008.07.086
http://dx.doi.org/10.1016/j.physletb.2008.07.086
http://dx.doi.org/10.1142/S0217732314500606
http://dx.doi.org/10.1142/S0217732314500606
http://dx.doi.org/10.1088/1674-1137/39/9/093001
http://dx.doi.org/10.1088/1674-1137/39/9/093001
http://dx.doi.org/10.1088/1674-1137/37/12/123001
http://dx.doi.org/10.1016/j.nima.2009.12.050
http://dx.doi.org/10.1016/j.nima.2009.12.050
http://dx.doi.org/10.1088/1674-1137/40/6/063001
http://dx.doi.org/10.1088/1674-1137/40/6/063001
http://dx.doi.org/10.1016/S0168-9002(03)01368-8
http://dx.doi.org/10.1016/S0168-9002(03)01368-8
http://dx.doi.org/10.1016/S0168-9002(01)00089-4
http://dx.doi.org/10.1016/S0168-9002(01)00089-4
http://dx.doi.org/10.1016/S0010-4655(00)00048-5
http://dx.doi.org/10.1016/S0010-4655(00)00048-5
http://dx.doi.org/10.1103/PhysRevD.63.113009
http://dx.doi.org/10.1140/epjc/s2005-02396-4
http://dx.doi.org/10.1103/PhysRevD.86.071101
http://dx.doi.org/10.1103/PhysRevD.86.071101
http://dx.doi.org/10.1103/PhysRevD.87.051101
http://dx.doi.org/10.1103/PhysRevD.91.112005
http://link.aps.org/supplemental/10.1103/PhysRevLett.118.092001
http://link.aps.org/supplemental/10.1103/PhysRevLett.118.092001
http://link.aps.org/supplemental/10.1103/PhysRevLett.118.092001
http://link.aps.org/supplemental/10.1103/PhysRevLett.118.092001
http://link.aps.org/supplemental/10.1103/PhysRevLett.118.092001
http://link.aps.org/supplemental/10.1103/PhysRevLett.118.092001
http://link.aps.org/supplemental/10.1103/PhysRevLett.118.092001
http://dx.doi.org/10.1142/S0217751X11054589
http://dx.doi.org/10.1142/S0217751X11054589
http://arXiv.org/abs/0710.5627
http://dx.doi.org/10.1103/PhysRevD.87.012002
http://dx.doi.org/10.1103/PhysRevD.87.012002

nature

physics

LETTERS

https://doi.org/10.1038/s41567-019-0494-8

Polarization and entanglement in baryon-
antibaryon pair production in electron-positron

annihilation

The BESIII Collaboration*

Particles directly produced at electron-positron colliders, such
as the J/y meson, decay with relatively high probability into
a baryon-antibaryon pair'. For spin-1/2 baryons, the pair can
have the same or opposite helicites. A non-vanishing phase
A® between the transition amplitudes to these helicity states
results in a transverse polarization of the baryons**. From the
joint angular distribution of the decay products of the bary-
ons, this phase as well as the parameters characterizing the
baryon and the antibaryon decays can be determined. Here,
we report the measurement of A®=42.4 + 0.6 + 0.5° using
A —prnand A > pr’, in® decays at BESIII. We find a value for
the A - pz~ decay parameter of «_=0.750 + 0.009 + 0.004,
17 + 3% higher than the current world average, which has
been used as input for all A polarization measurements since
1978%4. For A >pn* we find a, =—0.758 + 0.010 + 0.007,
giving A, =(a_+a,)/(a_—a,)=—-0.006 + 0.012 + 0.007, a
precise direct test of charge-parity symmetry (CP) violation
in A decays.

At the Beijing Electron-Positron Collider II (BEPC II), elec-
trons and positrons annihilate, creating a resonance. Here, we study
entangled pairs of baryons and antibaryons produced in the pro-
cess ete” — J /w— AA, as illustrated in Fig. 1. The J/y resonance,
a spin-1 meson with mass 3096.900(6) MeV ¢ and decay width
92.9(28) keV (ref. ©), is produced at rest in a single photon anni-
hilation process, which subsequently decays into a AA pair. The
transition between the initial electron-positron pair and the final
baryon-antibaryon pair includes helicity conserving and helicity-
flip amplitudes’'!. Because the electron mass is negligible in com-
parison to the J/y mass, the initial electron and positron helicities
have to be opposite. This implies that the angular distribution and
polarization of the produced A and A particles can be described
uniquely by only two quantities: the J /y — AA angular distribution
parameter a, and the helicity phase A®. The value of the parameter
a, is well known" ', but the parameter A® has never been mea-
sured before. If the phase difference A® is non-vanishing, A and A
will be polarized in the direction perpendicular to the production
plane, and the magnitude of the polarization depends on the angle
6, between the A momentum and the electron beam direction in the
J/y rest frame (Fig. 1).

The polarization of weakly decaying particles, such as the A
hyperons, can be inferred from the angular distribution of the daugh-
ter particles. In the case of decay A — pz~ and with the A hyperon
polarization given bY the vector P,, the angular distribution of the
daughter protons is_—(1+a_P,-n), where n is the unit vector along
the proton momentim in the A rest frame. The asymmetry para-
meter a_ of the decay is bounded by —1 <a_<1 and characterizes

the degree of mixing of parity-conserving and parity-violating
amplitudes in the process”. The corresponding asymmetry param-
eters a, for A — p ¥, a, for A— nz’and @, for A — fiz" are defined
in the same way’. The joint angular distribution of J /y— AA (A— f
and A = f, f=pr~ or na°) depends on the A and A polarization and
the spin correlation of the AA pair via the parameters a, and A®.

The spin correlation implies a correlation between the directions of
the detected (anti-)nucleons. Together with the long lifetime of A
and A, this provides an example of a quantum entangled system as
defined in refs. '". The joint angular distribution of the decay chain
J/w— (A— pr~)(A — p ) can be expressed as’

WE;a,, A, a_,a,)

=1+ oty,cos2 0,+ a_a, [sin2 0, (”1,x”2,x_ay/”1,y”2,y)

+ (cos2 0,+ av/)nl’znzlz]

+ a_a+/\/1—_a,; cos(A@)sin O cos O (n n, ,+n, 1, )

+. l—avf sin(A@®) sin 6, cos 6, (a_nl’y + a+n2’y)

where fi, (fi,) is the unit vector in the direction of the nucleon
(antinucleon) in the rest frame of A (A). The components of these
vectors are expressed using a coordinate system (%,9,2) with the
orientation shown in Fig. 1. The Z axis of both A and A rest frames
is oriented along the A momentum p, in the J/y rest system. The §
axis is perpendicular to the production plane and oriented along
the vector k_Xx p,, where k_ is the electron beam momentum in the
J/y rest system. The variable & denotes the set of kinematic variables
(6,, 1, 11,), which uniquely specifies an event configuration. The
terms multiplied by a_a, in equation (1) represent the contribution
from AA spin correlations, while the terms multiplied by a_ and a,
separately represent the contribution from the polarization, P

J1- -a, 2 sin(A®)cos 0, sin 6,

1+a,cos 29,

2)

Py(cos 0,)=

The presence of all three contributions in equation (1) enables an
unambiguous determination of the parameters @, and AP and the
decay asymmetries a_, a,. If A is reconstructed Via its iz’ decay,
the parameters a,, AP and the decay asymmetries a_ and @, can
be determined independently, because the corresponding angular
distribution is obtained by replacing a, by @, and interpreting n, as
the antineutron direction in equation (1). The case where A decays
into nza® is not included in the present analysis because it suffers

*A full list of authors and affiliations appears in the online version of this paper.
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Fig. 1| lllustration of the e+e’91/u/$A1T process. Left: in the collision of
the e* and e~ beams with opposite momenta the J/y particle is created

and decays into a AA pair. The A particle is emitted in the Z direction at

an angle 0, with respect to the e~ beam direction, and the A is emitted

in the opposite direction. The hyperons are polarized in the direction
perpendicular to the production plane (y). The hyperons are reconstructed,
and the polarization is determined by measuring their decay products:
(anti-)nucleons and pions. Right: a Feynman diagram of AA pair production
in e*e~ annihilation with subsequent weak decays of A and A.

from low efficiency due to a selection criterion designed to suppress
the combinatorial background.

The BESIII experiment'® is located at the Beijing Electron-
Positron Collider (BEPCII), where the centre-of-mass energy can
be varied between 2GeV and 4.6GeV. The experiment is well
known for the recent discoveries of exotic four-quark hadrons'>*.
The cross-section of the BESIII detector in the plane perpendicu-
lar to the colliding beams is shown in Fig. 2. The inner part of the
detector is a cylindrical tracking system that allows the determina-
tion of the momenta of charged particles from the track curvature
in the magnetic field of a superconducting solenoid. An electromag-
netic calorimeter outside the tracker measures energies deposited
by particles. The signals from one J/y— (A—px )(A = pr*)
event are shown in Fig. 2. A data sample of 1.31X 10° J/y events is
used in the analysis. The A hyperons are reconstructed using their
pr decays and the A hyperons using their p z* or 7iz° decays. The
event reconstruction and selection procedures are described in the
Methods. The resulting data samples are essentially background-
free, as shown in Supplementary Figs. 1 and 2. A sample of Monte
Carlo (MC) simulated events including all known J/y decays is
used to determine the background contribution. The sizes of the
final data samples are 420,593 and 47,009 events, with an estimated
background of 399+ 20 and 66.0+8.2 events for the pz 5 z* and
pr iz’ final states, respectively. For each event the full set of the
kinematic variables & is reconstructed.

The free parameters describing the angular distributions for the
two data sets—a,, A®D, a_, &, and @,—are determined from a simul-
taneous unbinned maximum likelihood fit. In the fit, the likelihood
function is constructed from the probability density function for an
event characterized by the vector &%

PEsa,, AP, a_,ay) =CWED;a,, AD,a_,a)e”)  (3)

with a,=a, and a,=@, for the pz pz* and pr 7z’ data sets,
respectively. The joint angular distribution W(&;a,, A®,a_,a,)
is given by equation (1), and e(&) is the detection egficiency. The
normalization factor C~'= /W(g sa,, AD,a_,a,)e(§)dE has to
be evaluated for each choice of parameters (o, A®, a_, a,). The
maximum log likelihood fit including the normalization procedure
is described in the Methods. The resulting global fit describes the
multidimensional angular distributions very well, as illustrated in
Supplementary Figs. 3 and 4. For a crosscheck, the fit was applied to
the two data sets separately, and the obtained values of the parame-
ters agree within statistical uncertainties as shown in Supplementary
Table 1. The details of the fit as well the evaluation of the systematic
uncertainties are discussed in the Methods, and the contributions
to the systematic uncertainty are listed in Supplementary Table 2.
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50 cm

Fig. 2| An example J/y > (A > pr )(A > pn’) event in the BESIII detector.
Cross-section of the detector in the plane perpendicular to the colliding
electron-positron beams and a schematic representation of the information
collected for the event. The mean decay length of the neutral A(A)is 5cm.
The curved tracks of the charged particles from the subsequent A(A)
decays are registered in the drift chamber, indicated by the brown region of
the display. The momenta of (anti-)baryons are greater than 750 MeV ¢’
and pions are less than 300 MeV ¢

A clear polarization signal, strongly dependent on the A direc-
tion, cos 6, is observed for A and A. In Fig. 3, the moment

Ni

m i i
,u(cos@A)=N Z (nl(’)),—nz()}),) 4)
i=1

related to the polarization, is calculated for m =50 bins in cos 6,.
N is the total number of events in the data sample and N is the
number of events in the kth cos 6, bin. The expected angular depen-
dence of the moment is

2
a_—a, 1+a,cos”6,

u(cosb,) = Py (64) (5)

2 3+aw

for the acceptance corrected data. The helicity phase is determined
tobe A@=(42.4+0.6+0.5)°, where the first uncertainty is statistical
and the second systematic. This corresponds to the A and A trans-
verse polarization dependence on cos#, as shown in Supplementary
Fig. 5 with the maximum polarization of 24.8% (ref. *). This large
value of A® enables a simultaneous determination of the decay
asymmetry parameters for A—pz, A —»pz* and A - 7in’, as
shown in Table 1. The value of a_=0.750+0.009 +0.004 differs
by more than 5s.d. from the world average of a "°%=0.642+0.013
established in 1978 (PDG, Particle Data Group)®. We note that the
two most precise results*** included in the average were obtained by
measuring the asymmetry in the secondary scattering of the polar-
ized protons from A decays on a Carbon target. The a_ value was
then determined using a compilation of the polarized proton scat-
tering data on Carbon®, which is no longer in use (data sets*~® are
used instead). In addition, the average value a "°“ does not include
a systematical uncertainty of 5% mentioned in ref.?!, which points
to the need for a critical reevaluation of the a *° value. Considering
the caveats concerning the current world average a ", our new
result implies that all published measurements on A /A polarization
derived using a "¢ are 17+ 3% too large. The value obtained for
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Fig. 3 | The polarization signal for A(A)ine'e” > JAy> AA. a,b, For each
event, the weight (n{?—néf)y) is calculated and the average weight u(cos6,)
is obtained using equation (4) for m=50 bins in cosd,. The moments
u(cos6,) are plotted as a function of cos, for pr pr* (a) and pr 7in° (b)
data sets. Filled circles indicate BESIII data and solid red lines show the
result of the global fit based on equation (3). The dashed line represents
the expected distribution without polarization W(§; 0, 0,0, 0) =1in
equation (3). The errors are 1s.d. statistical and calculated by error
propagation of equation (4).

Table 1| Summary of the results

Parameters This work Previous results

a, 0.461+0.006 +0.007 0.469 +0.027 (ref. ')
AD 424+0.6+0.5° -

a_ 0.750+0.009 +0.004 0.642 +0.013 (ref. ©)
a, —0.758 +0.010 £ 0.007 —0.71+0.08 (ref. ©)
@ —0.692+0.016 +0.006 =

Acr —0.006+0.012+0.007 0.006 +0.021 (ref. ©)
Wo/ox, 0.913+0.028 +0.012 -

Parameters: J /4y > AA angular distribution parameter a,, helicity phase A®, asymmetry
parameters for the A — pz~ (a_), A > pr* (a,) and A > fin© (@) decays, CP asymmetry A, and
ratio @o/x ,. The first uncertainty is 1s.d. statistical, and the second is systematic, calculated as
described in the Methods.

the ratio @,/a, is 30 smaller than unity, indicating an isospin three-
half contribution to the final state’’*. The reported values of @_ and
a,, along with the covariance (reported in the Methods), enable a
calculation of the CP odd observable A, =(a_+a,)/(a.—a,)=
—0.006+0.012+0.007, where the uncertainties refer to statistical
and systematic, respectively. This is the most sensitive test of CP
violation for A baryons with a substantially improved precision
over previous measurements® (Table 1) using a direct method.
The Standard Model calculations predict Ao,= 107 (ref. *'), while
larger values are expected in various extensions of the Standard
Model aiming to explain the observed baryon-antibaryon asym-
metry in the universe®”. This new method to test for CP violation
in baryon decays is expected to reach sensitivities comparable to
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theoretical predictions when larger data sets of foreseen experi-
ments become available.
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Methods

Monte Carlo simulation. The optimization of event selection criteria and the
estimation of backgrounds are based on Monte Carlo (MC) simulations. The
Geant4-based simulation software includes the geometry and the material
description of the BESIII spectrometer, the detector response and the digitization
models, as well as the database of the running conditions and detector
performance. Production of the J/y resonance is simulated by the MC event
generator kkmc™; the known decays are generated by Besevtgen®* with branching
ratios set to the world average values‘, and missing decays are generated by the
Lundcharm’ model with optimized parameters”. Signal and background events
are generated using helicity amplitudes. For the signal process J /yy— AA, the
angular distribution of equation (1) is used. For the backgrounds, J /y— Z°Z°,
X*T~and AZ°+ c.c. decays, the helicity amplitudes are taken from ref.* and the
angular distribution parameters are fixed to —0.24 (ref. ) for J /yr— X°Z° and
J/w— Z*E " and to 0.38 (ref. ©) for ] /yy— AZ +c.c.

General selection criteria. Charged tracks detected in the main drift chamber
(MDC) must satisfy |cos 6] <0.93, where 0 is the polar angle with respect to the
positron beam direction. No additional particle identification requirements are
applied to select the tracks. Showers in the electromagnetic calorimeter (EMC)
not associated with any charged track are identified as photon candidates if they
fulfil the following requirements: the deposited energy is required to be larger
than 25MeV and 50 MeV for clusters reconstructed in the barrel (|cos 6| <0.8)
and end cap (0.86 < |cos 6] <0.92), respectively. To suppress electronic noise and
showers unrelated to the event, the EMC time difference from the event start time
is required to be within [0, 700] ns. To remove showers originating from charged
particles, the angle between the shower position and charged tracks extrapolated to
the EMC must be greater than 10°.

Selection of ] /y — AA ,A — px~, A — px'. Events with at least four charged
tracks are selected. Fits of the A and A vertices are performed using all pairs of
positive and negative charged tracks. There should be at least one AA pair in an
event. If more than one set of AA pairs is found (the fraction of such events is
1.18%), the one with the smallest value of (M, - — M,)* + M+ = M,)?% where
M, is the nominal A mass, is retained for further analysis. A four-constraint
kinematic fit imposing overall energy—-momentum conservation (4C-fit) is
performed with the A — pz~ and A — p z* hypothesis, and events with y* <60
are retained. The invariant masses of pz~ and pz* are required to be within
IM,- — M,| <5MeV ¢* and |M;,+—M,| <5MeV c%. The pz~ and p " invariant
mass spectra and the selection windows are shown in Supplementary Fig. 1.

Selection of J /y — AA,A — pn~, A — fin’. Events with at least two charged
tracks and at least three showers are selected. Two showers, consistent with being
photons, are used to reconstruct the z° candidates, and the invariant mass of the
photon pair is required to be in the interval [0.12, 0.15] GeV ¢*%. To improve the
momentum resolution, a mass-constrained fit to the z° nominal mass is applied
to the photon pairs, and the resulting energy and momentum of the 7° are used
for further analysis. Candidates for A are formed by combining two oppositely
charged tracks into the final states pz~. The two daughter tracks are constrained
to originate from a common decay vertex by requiring the y* of the vertex fit to
be less than 100. The maximum energy for the photons from 7° decays in these
events is 300 MeV. Therefore, showers produced by 71 can be uniquely identified
by selecting the cluster with an energy deposit larger than 350 MeV. In addition,
the second moment of the cluster is required to be larger than 20 cm?. The moment
is defined as 3, Er}/ Y., E, where E; is the deposited energy in the ith crystal,
and r, is the radial distance of the crystal i from the cluster centre. To select the
J/w— A(pzf)x(ﬁﬂo) candidate events, a one-constraint (1C) kinematic fit is
performed, where the momentum of the anti-neutron is unmeasured. The selected
events are required to have a ;(]2 __of the 1C kinematic fit less than 10, and if there
is more than one combination, the one with the smallest y2 _,; value is chosen. To
further suppress background contributions, we require | M, o~ — Myl <5MeV 3
where M, is the nominal A mass. Supplementary Fig. 2 shows the invariant mass
(M,,0) of the 7iz” pair and the mass MRS recoiling against the Az", where

2 P = o Mo = .
M, 0= J(Ep+ E0)"—(B, 4+ P 0)°, B, =—(P, + P ,0) is evaluated in the rest frame
of Jiy, and E; =, |1_1':l, |2+ M (with M, the nominal neutron mass). The signal
regions are defined as |[M}, o—M,| <23MeV c*?and |Mkef,‘““"g—Mn| <7MeVc?as
shown in Supplementary Fig. 2. The above selection s{f'étegy is not suitable for the
channel J /y— AA, A — nz’,A — px*. The reason for this is the requirement of
the energy deposit of 350 MeV used to identify the neutron cluster. We estimate
that the overall efficiency would be lower by at least a factor of four with respect to
the J/y— AA,A—pr~, A - Az’ channel.

Background analysis. The potential backgrounds are studied using the inclusive
MC sample for J/y decays. After applying the same selection criteria as for the
signal, the main backgrounds for the A — p z* final state are from J /y— yAA,
AZ+cc, 22 A pr +cc, A”TAT and pr pat decays. Decays of

J/w— AZ°+c.c.and 2°Z° are generated using the helicity amplitudes and include
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subsequent A and A decays. The remaining decay modes are generated according
to the phase space model, and the contribution is shown in Supplementary Fig. 1.
For the A — 7iz” final state, the dominant background processes are from

the decay modes J /y — y AL, AZ"+c.c, 20y A)E°(yA), = (pr*)E ~(7ix")

and A(pr)A (fnf'). Exclusive MC samples for these background channels

are generated and used to estimate the background contamination shown in
Supplementary Fig. 2.

The global fit. Based on the joint angular distribution shown in equation (1), a
simultaneous fit is performed to the two data sets according to the decay modes:
I:J/y— A, A—pr~ and A - pr*
II:]/y— AA,A—pr~ and A — 7z’

There are three common parameters (,, A® and a_) and two separate parameters
(a, and &) for the A decays to pz* and iz, respectively. For data set I, the joint
likelihood function is defined as*
N
[17¢"5a,,a0,0_a,)
R ®
N
1 B a
€Y [T a,, b, a)eE)

i=1

EI

where P(.‘;i’) s, AP, a_, o) is the probability density function defined in
equation (3) and evaluated for the kinematic variables §§“ of event i, and

W(g(i) 30, AD,a_, o) is defined in equation (1). The detection efficiency terms,
e(éy)l), can be set arbitrarily to one because they do not influence the minimization
of the function —In £" with respect to the parameters a,, A®, a_and a,. The
normalization factor (C') ' = -1 Zl\il"llc W(EVT; a,A®,a_,a,)is estimated with
the accepted N, events, whiciMre g/e_nerated with the phase space model, undergo
detector simulation and are selected with the same event criteria as for data. To
ensure an accurate value for the normalization factor, Ny is 7,850,525 for ppz*n~
and 907,253 for piin*z’. The definition of the likelihood function for data set II,
L", is the same except for its calculation with different parameters and data set. To
determine the parameters, we use the package MINUIT from the CERN library*' to
minimize the function defined as

S=—In Li,,~In Ly, +1n Ly +In L, ?)

where In £ and In ngl_n are the likelihood functions for the two data sets and the

background events taken from simulation, respectively. The results of the separate
fits for the two data sets are given in Supplementary Table 1. We compare the fit
with the data using moments T, ..., T; directly related to the terms in equation (1).
The moments are calculated for 100 bins in cos 8, and are explicitly given by

N Lo
T=Y (sin’ Oy n ), +cos” Oyn (")
i=1
N oo o
T,== ) sin,cos 6,(n\n ], +n{in}’)
i=1

N _
T,=— Z sin @, cos 6‘Anl(f}), (8)
i=1
N _
T,=— Z sin 6, cos HAnz(fj,

i=1

Nk
- (@), (1) _ i 2 (@, (i)
L= 2 (nyzny=sin”Oynyyn;y )
i=1

where N, is the number of events in the kth cosd, bin. Supplementary Figs. 3

and 4 show the moments and the A angular distribution for data compared to
those calculated using the probability density function P(&; a,, A®,a_,a,)with
the parameters set to the values from the global fit. The unsymmetric distributions
of T, and T, indicate that significant transverse polarization of A and A hyperons
is observed. The simultaneous fit results for a,, a_, @, A® and &, parameters are
given in Supplementary Table 1. Based on these parameters, the observables @/,
and Agp = (a_+a,)/(a_—a,) are calculated, and their statistical uncertainties are
evaluated taking into account the correlation coefficients p(a,, &) =0.42 and
pla,, a_)=0.82, respectively. As a cross-check, separate fits to data sets I and II are

performed, and the results are consistent with the simultaneous fit within statistical
uncertainties, as shown in Supplementary Table 1.

Systematic uncertainty. The systematic uncertainties can be divided into
two categories. The first category is from the event selection, including the
uncertainties on MDC tracking efficiency, the kinematic fit, z° and 7 efficiencies,
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A and A reconstruction, background estimation and the A, A and M/]:ef]‘“““g mass
window requirements. The second category includes uncertainties associated with
the fit procedure based on equations (1) and (3).

1

@

®3)
4)

®)

(6)

The uncertainty due to the efficiency of charged particle tracking has been
investigated with control samples of ] /yy— AA — pa pr* (ref. ©), taking
into consideration the correlation between the magnitude of charged particle
momentum and its polar angle acceptances. Corrections are made based on
the two-dimensional distribution of track momentum versus polar angle. The
difference between the fit results with and without the tracking correction is
taken as a systematic uncertainty.

The uncertainty due to the z° reconstruction is estimated from the difference
between data and MC simulation using a J/yy— n*z~ 7" control sample. The
uncertainty due to the 7 shower requirement is estimated with a J /w— pz™ 7
control sample, and the correction factors between data and MC simulations
are determined. The differences in the fit results with and without correc-
tions to the efficiencies of the 7° and 7 reconstructions are taken as systematic
uncertainties.

The systematic uncertainties for the determination of the physics parameters
in the fits due to the A and A vertex reconstructions are found to be negligible.
The systematic uncertainties due to kinematic fits are determined by making
corrections to the track parameters distributions in the MC simulations to
better match the data. The corrections are done with the five-dimensional
distributions over the 6,, ii,, fi, variables, where i, and i, are expressed
using spherical coordinates. The fit to data with the corrected MC sam-

ple yields ,=0.462 +0.006, &_=0.749 +0.009, , = —0.752 +0.009 and
a,=—0.688+0.017. The differences between the fit with corrections and the
nominal fit are considered as the systematic uncertainties. For a,, the differ-
ence between the fit results with and without this correction is negligible.

A possible bias and uncertainty due to the fit procedure is estimated using
MC simulation, where the parameters in the joint angular distribution equa-
tion (1) are set to the central values of Table 1 and the number of generated
events is the same as for the data. This procedure tests also if the number of
MC events used for normalization of the probability density function in equa-
tion (6) is sufficient.

The systematic uncertainty caused by the background estimation is studied
by fitting the data with and without considering background subtraction.

The BESIII Collaboration
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The differences in the parameters are taken as the systematic uncertainties.
The contamination rate of background events in this analysis is less than
0.1% according to the full MC simulations, and the uncertainty due to the
background estimation is negligible.

The total systematic uncertainty for the parameters is obtained by summing
the individual systematic uncertainties in quadrature (summarized in
Supplementary Table 2).

Data availability
The data that support the plots within this paper and other findings of this study
are available from the corresponding author upon reasonable request.
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Using e* e~ annihilation data of 2.93 fb~! collected at center-of-mass energy /s = 3.773 GeV with the
BESIII detector, we measure the absolute branching fraction of D° — K ~utv, with significantly improved

precision: o

=K uty,

= (3.413 £ 0.0194y £ 0.0354y)%. Combining with our previous measurement of

Bpo_g-¢+y,» the ratio of the two branching fractions is determined to be Bpo_ -+, /Bpog-¢+y, =

0.974 4 0.007 4, £ 0.012, which agrees with the theoretical expectation of lepton flavor universality

within the uncertainty. A study of the ratio of the two branching fractions in different four-momentum transfer
regions is also performed, and no evidence for lepton flavor universality violation is found with current
statistics. Taking inputs from global fit in the standard model and lattice quantum chromodynamics separately,
we determine f% (0)=0.7327+£0.0039, £0.0030 and |V ;| =0.955+0.005, +0.004y +0.024; ocp.

DOI: 10.1103/PhysRevLett.122.011804

In the standard model (SM), lepton flavor universality
(LFU) requires equality of couplings between three families
of leptons and gauge bosons. Semileptonic (SL) decays of
pseudoscalar mesons, well understood in the SM, offer an
excellent opportunity to test LFU and search for new physics
effects. Recently, various LFU tests in SL B decays were
reported at BABAR, Belle, and LHCb. The measured branch-

. . . ¢
ing fraction (BF) ratios RfD/(*) = By_ptrety [ Bpoporgrs,

(¢ =p, ¢) [1-5] and REC =By o, /By g o
[6,7] deviate from SM predictions by 3.90 [8] and
2.1-2.50, respectively. Various models [9-14] were proposed
to explain these tensions. Precision measurements of SL. D
decays provide critical and complementary tests of LFU.
Reference [15] states that observable LFU violations may
existin D — K~#*v, decays. In the SM, Ref. [16] predicts

Published by the American Physical Society under the terms of
the Creative Commons Attribution 4.0 International license.
Further distribution of this work must maintain attribution to
the author(s) and the published article’s title, journal citation,
and DOI. Funded by SCOAP’.

Ruje = BDo_,K-WU#/BDo_,K-em =0.975 £ 0.001. Above
g* = 0.1 GeV?/c* (q is the total four momentum of
£*v,), one expects R, /. close to 1 with negligible uncer-
tainty [17]. This Letter presents an improved measurement of
D° - K~p'v, [18], and LFU test with D° — K¢,
decays in the full kinematic range and various separate g>
intervals.

Moreover, experimental studies of the D° — K~#*v,
dynamics help to determine the ¢ — s quark mixing matrix
element |V | and the hadronic form factors (FFs) fX(0)
[16,19,20]. The D° — K~e*v, dynamics was well studied
by CLEO-c, Belle, BABAR, and BESIII [21-24]. However,
the D° — K~ p*v, dynamics was only investigated by
Belle and FOCUS [21,25], with relatively poor precision.
By analyzing the D° — K~y *v, dynamics, we determine
|V and f%(0) incorporating the inputs from global
fit in the SM [26] and lattice quantum chromodynamics
(LQCD) [27]. These are critical to test quark mixing matrix
unitarity and validate LQCD calculations on FFs. This
analysis is performed using 2.93 fb~! of data taken at
center-of-mass energy /s = 3.773 GeV with the BESIII
detector.
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Details about the design and performance of the BESIII
detector are given in Ref. [28]. The Monte Carlo (MC)
simulated events are generated with a GEANT4-based [29]
detector simulation software package, BOOST. An inclusive
MC sample, which includes the D°D°, D*D~, and non-
DD decays of y(3770), the initial state radiation (ISR)
production of y(3686) and J/y, and the g (¢ = u, d, s)
continuum process, along with Bhabha scattering, u*pu~
and 777~ events, is produced at /s =3.773 GeV to
determine the detection efficiencies and to estimate the
potential backgrounds. The production of the charmonium
states is simulated by the MC generator KKkMC [30]. The
measured decay modes of the charmonium states are
generated using EVTGEN [31] with BFs from the Particle
Data Group (PDG) [26], and the remaining unknown
decay modes are generated by LUNDCHARM [32]. The
D’ = K “u'v, decay is simulated with the modified pole
model [33].

At /s =3.773 GeV, the w(3770) resonance decays
predominately into D°D° or D* D~ meson pairs. If a D°
meson is fully reconstructed by D° — K*z~, K*z~2° or
K*n~ 7 #*, a D° meson must exist in the recoiling system
of the reconstructed D° [called the single-tag (ST) D°]. In
the presence of the ST D° we select and study D° —
K _/ﬁvﬂ decay [called the double-tag (DT) events]. The BF
of the SL decay is given by

BDU—>K’I4+L/# = NDT/(NtSO’It‘ X €SL)7 (1)

where N§ and Npr are the ST and DT yields, 5 =
epr/€esr is the efficiency of reconstructing D — K ‘,uﬂ/”
in the presence of the ST D° and egr and epp are the
efficiencies of selecting ST and DT events.

All charged tracks must originate from the interaction
point with a distance of closest approach less than 1 cm in
the transverse plane and less than 10 cm along the z axis.
Their polar angles () are required to satisfy | cos 8] < 0.93.
Charged particle identification (PID) is performed by
combining the time-of-flight information and the specific
ionization energy loss measured in the main drift chamber.
The information of the electromagnetic calorimeter (EMC)
is also included to identify muon candidates. Combined
confidence levels for electron, muon, pion and kaon
hypotheses (CL,, CL,, CL,, and CLg) are calculated
individually. Kaon (pion) and muon candidates must satisfy
CLg(r) > CLy k) and CL, > 0.001, CL,, and CL, respec-
tively. In addition, the deposited energy in the EMC of the
muon is required to be within (0.02,0.29) GeV. The 7°
meson is reconstructed via z° — yy decay. The energy
deposited in the EMC of each photon is required to be
greater than 0.025 GeV in the barrel (| cos 8] < 0.80) region
or 0.050 GeV in the end cap (0.86 < |cosd| < 0.92)
region, and the shower time has to be within 700 ns of
the event start time. The 7z° candidates with both photons
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FIG. 1. Fits to [(a)—(c)] the My distributions for the three ST
modes, and (d) the U, distribution for D° — K “u'y, candi-
dates. Dots with error bars are data, solid curves show the fit
results, dashed curves show the fitted non-peaking background
shapes, the dash-dotted curve in (d) is the peaking background
shape of D° — K~z 7" and the red arrows in (a)—(c) give the
Mpgc windows.

from the end cap are rejected because of poor resolution.
The yy combination with an invariant mass (M,,) in the
range (0.115,0.150) GeV/c? is regarded as a z° candidate,
and a kinematic fit by constraining the M,, to the 70
nominal mass [26] is performed to improve the mass
resolution. For D° — K*z~, the backgrounds from cosmic
ray events, radiative Bhabha scattering and dimuon events
are suppressed with the same requirements as used
in Ref. [34].

The ST D° mesons are identified by the energy differ-
ence AE = Epo — Ey,n and the beam-constrained mass
Mgc = \/E2,,., — |Ppo|*, where Epeyp, is the beam energy,
and Epo and p o are the total energy and momentum of the
ST D in the ete™ rest frame. If there are multiple
combinations in an event, the combination with the
smallest |AE| is chosen for each tag mode and for D°
and D. For one event, there may be up to six ST D
candidates selected. To determine the ST yield, we fit the
My distributions of the accepted candidates after imposing
mode dependent AE requirements. The signal is described
by the MC-simulated shape convolved with a double-
Gaussian function accounting for the resolution difference
between data and MC simulation, and the background is
modeled by an ARGUS function [35]. Fit results are shown
in Figs. 1(a)-1(c). The corresponding AE and My require-
ments, ST yields and efficiencies for various ST modes
are summarized in Table I. The total ST yield is N§ =
2341408 £ 2056.

Candidates for D° — K~p*v, must contain two oppo-
sitely charged tracks which are identified as a kaon and a
muon, respectively. The muon must have the same charge
as the kaon on the ST side. To suppress the peaking
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TABLE 1.
Uncertainties are statistical only.

AE and Mpc requirements, ST yields Ngt, ST efficiencies egr and signal efficiencies eg for different ST modes.

ST mode AE (MeV) MBC (GeV/CZ) NST EST (%) EsL, (%)

Ktz~ (-29,27) (1.858,1.874) 538865 + 785 65.37 £0.09 57.74 £0.09
Ktnn® (—69,38) (1.858,1.874) 1080050 + 1532 34.67 +£0.04 61.23 +0.09
Ktnaxt (-31,28) (1.858,1.874) 722493 £ 1126 38.20 + 0.06 56.42 £0.09

backgrounds from D° — K~z"(z°), the K~u* invariant
mass (M g-,+) is required to be less than 1.56 GeV/ c?, and
the maximum energy of any photon that is not used in the
ST selection (Egr,,) must be less than 0.25 GeV.

The kinematic quantity U i = Epigs — |Pmiss| 18 calcu-
lated for each event, where E and P are the energy
and momentum of the missing particle, which can be
calculated by Epngs = Epeam — Ex- — E,+ and Py =
Ppo — Px- — P,+ in the e e™ center-of-mass frame, where
Eg-(,+) and D- (u+) are the energy and momentum of the
kaon (muon) candidates. To improve the U, resolution,
the D energy is constrained to the beam energy and

Ppo = —Ppoy/ Epeam — Miy» Where Py is the unit vector in

the momentum direction of the ST D° and mjo is the D°
nominal mass [26].

The SL decay yield is obtained from an unbinned fit to
the U, distribution of the accepted events of data, as
shown in Fig. 1(d). In the fit, the signal, the peaking
background of D® — K~z*z" decay and other back-
grounds are described by the corresponding MC-simulated
shapes. The former two are convolved with the same
Gaussian function to account for the resolution difference
between data and MC simulation. All parameters are left
free. The fitted signal yield is Npr = 47100 £ 259.

The efficiencies of finding D° — K “utv, for different
ST modes are summarized in Table I. They are weighted
by the ST yields and give the average -efficiency
esr, = (58.93 +0.07)%. To verify the reliability of the
efficiency, typical distributions of the SL decay, e.g.,
momenta and cos@ of K~ and u™, are checked and good
consistency between data and MC simulation has been
found (see Fig. 1 of Ref. [36]).

By inserting Npr, €51 and N} into Eq. (1), one obtains

Bpo gy, = (3413 £ 0.019, £ 0.035,,,)%.

The systematic uncertainties in the BF measurement are
described as follows. The uncertainty in N} is taken as
0.5% by examining the changes of the fitted yields by
varying the fit range, the signal shape, and the endpoint of
the ARGUS function. The efficiencies of muon and kaon
tracking (PID) are studied with ete™ — yu™u~ events and
DT hadronic events, respectively. The uncertainties of
tracking and PID efficiencies each are assigned as 0.3%
per kaon or muon. The differences of the momentum and

cos @ distributions between D° — K “u"v, and the control
samples have been considered. The uncertainty of the
Eiray requirement is estimated to be 0.1% by analyzing
the DT hadronic events. The uncertainty in the Mg-,+
requirement is estimated with the alternative M-+
requirements of 1.51 or 1.61 GeV/c?, and the larger
change on the BF 0.4% is taken as the systematic
uncertainty. The uncertainty of the U, fit is estimated
to be 0.5% by applying different fit ranges, and signal and
background shapes. The uncertainty of the limited MC size
is 0.1%. The uncertainty in the MC model is estimated to be
0.1%, which is the difference between our nominal DT
efficiency and that determined by reweighting the ¢?
distribution of the signal MC events to data with the
obtained FF parameters (see below). The total uncertainty
is 1.02%, which is obtained by adding these uncertainties in
quadrature.

The BFs of D° - K u*v, and D° - K*y~p, are
measured separately. The results are Bpo_, Kuty, =
(3.433 £0.0264, +0.039,)%  and B[_)O—ﬂ(*y’[/# =
(3.392 + 0.027 o = 0.034Syst)%. The BF asymmetry is
determined to be A = [(Bpo_k-y+y, = Bpookuz,)/
(BDO—’K_M+V,4 + BDo_,KW-D#)} = (0.6 £ 0.64, £ 0.84y5) %,
and no asymmetry in the BFs of D® — K~y v, and D° —
K*pu~p, decays is found. All the systematic uncertainties
except for those in the EZT,, requirement and MC model
are studied separately and are not canceled out in the BF
asymmetry calculation.

The D° — K~y v, dynamics is studied by dividing the
SL candidate events into various ¢ intervals. The measured
partial decay rate (PDR) in the ith ¢? interval, AL, is
determined by

ATh, = / (dT)dq)dq? = Nivy (xp0 x N2). (2)

where N f)m is the SL decay signal yield produced in the ith
g* interval, 7,y is the D° lifetime and N is the ST yield.
The signal yield produced in the ith ¢* interval in data is
calculated by

Nimervals

Né)ro = Z

(s_l)ijNobs’ (3)
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bars are data. Solid curves are the fit, the projection or the R/, expected with the parameters in Ref. [17] where the uncertainty is

negligible due to strong correlations in hadronic FFs.

where the observed DT yield in the jth ¢? interval N’ Cbs 1
obtained from the similar fit to the corresponding Umlss
distribution of data (see Fig. 2 of Ref. [36]). ¢ is the
efficiency matrix (Table I of Ref. [36]), which is obtained
by analyzing the signal MC events and is given by

€ij = Z(I/Ntso%) x [(N;éc X NST)/(Néen X &g7) 5 (4)
%

where N, is the DT yield generated in the jth ¢? interval
and reconstructed in the ith g? interval, Néen is the total
signal yield generated in the jth ¢* interval, and the index k
denotes the kth ST mode. The measured PDRs are shown in
Fig. 2(a) and details can be found in Table II of Ref. [36].

The FF is parametrized as the series expansion para-
meterization [37] (SEP), which has been shown to be
consistent with constraints from QCD [22,24,38]. The
2-parameter SEP is chosen and is given by

1 FE(0)P(0)@(0, 1)
P(1)®(t,ty) 14 ri(29)z(0, 1)

X {1+ ri(1)[z(t.1)]}- (5)

Here, P(1) = z(t,m3

fin) =

.) and @ is given by

i\ 174

o(1.0) = g (o) VTV
X (VI =T+ = 1) (Vi =1+ 1 —1)?
x (1, —1)34, (6)

where z(1.10) = [(\/Ty =1— /. =10) / (VI =T+ /Ty =To)].
ty = (mp £mg)? tg=1t.(1—+/1—1t_/t,), mp and my
are the masses of D and K particles, mp: is the pole mass
of the vector FF accounting for the strong interaction
between D and K mesons and usually taken as the mass
of the lowest lying ¢§ vector meson D7 [26], and yy can be
obtained from dispersion relations using perturbative
QCD [39].

The PDRs are fitted by assuming the ratio fX (¢%)/ /X (¢?)
to be independent of ¢, and minimizing the y> con-
structed as

N intervals
2 i
X = § (Armsr -
ij=1

ATL,)CrH (AThg — ATy),  (7)

where Al“gxp is the expected PDR in the ith ¢® interval given
by [40,41]

Vcs2 =
e — il ‘ Bl (a2 ( )
2
x{ ol il? + ol o+ .+ 2mp )
Ll |2+1m2m%)—m%<ReL'f<q2>]
3 FO 47¢ mp f(qz)
1 2 ff(qz) 2} )
- dq”, (8)
T I K ()

and Cj;
measured PDRs among ¢ intervals. In Eq. (8), G is the
Fermi coupling constant, m, is the mass of the lepton, |pg|
and Ey are the momentum and energy of the kaon in the D
rest frame, Wy = (m3, + m% —m2)/(2mp) is the maxi-
mum energy of the kaon in the D rest frame, and
Fo=Wy—Eg +m%/(2mp) = ¢*/(2mp). The statistical
covariance matrix (Table III of Ref. [36]) is constructed as

= ( ON%) D _eueuloN)P (9)
a

The systematic covariance matrix (Table IV of Ref. [36]) is
obtained by summing all the covariance matrices for each
source of systematic uncertainty. In general, it has the form

syst - . .
= C™ 4 ;™ is the covariance matrix of the

qyst
G

8(AT g )3(Alhsr ). (10)

where §(AT ;) is the systematic uncertainty of the PDR in
the ith ¢ interval. The systematic uncertainties in Nt 70
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and Eg,, requirement are considered to be fully correlated
across ¢ intervals while others are studied separately in
each g? interval with the same method used in the BF
measurement.

Figures 2(a) and 2(b) show the fit to the PDRs of D? —
K~y v, and the projection to /X (¢%). The goodness of fit is
x>/NDOF = 15.0/15, where NDOF is the number of
degrees of freedom. From the fit, we obtain the product
of fX(0)|Vs| = 0.7133 £ 0.0038, & 0.00304y, the first
order coefficient r| = —1.90 & 0.21, + 0.07, and the
FF ratio fX/fX = —0.6 & 0.8, & 0.2y The nominal fit
parameters are taken from the results obtained by fitting
with the combined statistical and systematic covariance
matrix, and the statistical uncertainties of the fit parameters
are taken from the fit with only the statistical covariance
matrix. For each parameter, the systematic uncertainty is
obtained by calculating the quadratic difference of uncer-
tainties between these two fits.

Combining Bpo_ -,+, With our previous measurement
Bpo_g-ety, = (3.505 & (f.014Stat +0.033,5)% [24] gives
Ryje = 0974 £ 0.007 4, £ 0.012, which agrees with
the theoretical calculations with LQCD [16,17] and an
SM quark model [42]. Additionally, we determine R/, in
each ¢ interval, as shown in Fig. 2(c), where the error bars
include both statistical and the uncanceled systematic
uncertainties. In the R/, calculation, the uncertainties in
N, 70 as well as the tracking and PID efficiencies of the
kaon cancel. Below ¢* = 0.1 GeV?/c*, R, is signifi-
cantly lower than 1 due to smaller phase space for D° —
K~ p*v, with nonzero muon mass that cannot be neglected.
Above 0.1 GeV?/c*, R,/ is close to 1. They are consistent
with the SM prediction, and no deviation larger than 2o is
observed.

In summary, by analyzing 2.93 fb~! of data collected at
/s = 3.773 GeV with the BESIII detector, we present an
improved measurement of the absolute BF of the SL decay
D’ — K~ p*v,. Our result is consistent with the PDG
value [26] and improves its precision by a factor of
three. Combining the previous BESIII measurements of
D’ — K~e*v,, we calculate R, , ratios in the full ¢* range
and various ¢ intervals. No significant evidence of LFU
violation is found with current statistics and systematic
uncertainties. By fitting the PDRs of this decay, we obtain
FK(0)|V | =0.7133+0.00384, +0.0029;. Using |V ]|
given by global fit in the SM [26] yields fX(0) =
0.7327 £ 0.0039, & 0.0030,y, while using the 7%(0)
calculated in LQCD [27] results in |V.|=0.955+
0.005 &= 0.004y £ 0.024; ocp. These results are con-
sistent with our measurements using D°Y) — Ke'ty,
[24,43,44] and DY — p*v, [45] within uncertainties and
are important to test the LQCD calculation of fX(0)
[17,27,46] and quark mixing matrix unitarity with better
accuracy.
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Using a 3.19 fb~! data sample collected at an e e~ center-of-mass energy of E,,,, = 4.178 GeV with the
BESIII detector, we measure the branching fraction of the leptonic decay Dy — u*v, to be
BDT—WW = (5.49 £ 0.16, £ 0.155) x 107>, Combining our branching fraction with the masses of
the D} and p* and the lifetime of the D, we determine f,+ |V | = 246.2 £ 3.6, + 3.5, MeV. Using
the ¢ — s quark mixing matrix element |V | determined from a global standard model fit, we evaluate the
Dy decay constant f pr = 252.9 £ 3.7y *+ 3.645 MeV. Alternatively, using the value of f+ calculated
by lattice quantum chromodynamics, we find |V, | = 0.985 4 0.014,, + 0.014,. These values of

Bps v, for |Vesls fp+ and |V | are each the most precise results to date.

DOI: 10.1103/PhysRevLett.122.071802

The leptonic decay DY — Vv, (€ = e, p, or 1) offers a
unique window into both strong and weak effects in the
charm quark sector. In the standard model (SM), the partial
width of the decay D] — #*v, can be written as [1]

G2 mZ 2
__F 22 2 14
FD*—»”*U - |Vcs| prMeMmps 1- 2 ’ (1)
s ¢ 87 ] s m?.
s

where fp+ is the Dy decay constant, |V| is the ¢ — s
Cabibbo-Kobayashi-Maskawa (CKM) matrix element, G
is the Fermi coupling constant, m, is the lepton mass, and
mp+ is the Dy mass. In recent years, much progress has
been achieved in the measurements of f+ and |V| with
D} — ¢*uv, decays at the CLEO [2-4], BABAR [5], Belle
[6] and BESIII [7] experiments. However, compared to the
precision of the most accurate lattice quantum chromody-
namics (LQCD) calculation of f Dt [8], the accuracy of
the measurements is still limited. Improved measurements

Published by the American Physical Society under the terms of
the Creative Commons Attribution 4.0 International license.
Further distribution of this work must maintain attribution to
the author(s) and the published article’s title, journal citation,
and DOI. Funded by SCOAP’.

of fp+ and |V | are critical to calibrate various theoretical
calculations of fp+ [8-37], such as those from quenched
and unquenched LQCD, QCD sum rules, etc., and to test
the unitarity of the quark mixing matrix with better
precision.

In the SM, the ratio of the branching fraction (BF) of
Df — 7"v, over that of Df — u*v, is predicted to be 9.74
with negligible uncertainty and the BFs of D — u*v, and
Dy — b, decays are expected to be the same. However,
hints of lepton flavor universality (LFU) violation in
semileptonic B decays were recently reported at BABAR,
LHCb, and Belle [38-42]. It has been argued that new
physics mechanisms, such as a two-Higgs-doublet model
with the mediation of charged Higgs bosons [43,44] or a
seesaw mechanism due to lepton mixing with Majorana
neutrinos [45], may cause LFU or CP violation. Tests of
LFU and searches for CP violation in D} — v, decays
are therefore important tests of the SM.

In this Letter, we present an experimental study of the
leptonic decay D — pu'v, [46] by analyzing a 3.19 fb~!
data sample collected with the BESIII detector at an
ete™ center-of-mass energy of E ., = 4.178 GeV. At this
energy, D} mesons are produced mainly through the
process eTe” — DD}~ +c.c. In an event where a Dy
meson [called a single-tag (ST) D; meson] is fully
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reconstructed, one can then search for a y or z° and a D
meson in the recoiling system [called a double-tag
(DT) event].

Details about the design and performance of the BESIII
detector are given in Ref. [47]. The end cap time-of-flight
(TOF) system was upgraded with multigap resistive plate
chamber technology and now has a time resolution of 60 ps
[48,49]. Monte Carlo (MC) events are generated with a
GEANT4-based [50] detector simulation software package
[51], which includes both the geometrical description of the
detector and the detector’s response. An inclusive MC
sample is produced at E_,, = 4.178 GeV, which includes
all open charm processes, initial state radiation (ISR)
production of the y(3770), y(3686), and J /y, and ¢g(q =
u, d, s) continuum processes, along with Bhabha scattering,
wtu~, 7, and yy events. The open charm processes are
generated using CONEXc [52]. The effects of ISR [53] and
final state radiation (FSR) [54] are considered. The decay
modes with known BF are generated using EVTIGEN [55]
and the other modes are generated using LUNDCHARM [56].

The ST Dy mesons are reconstructed from 14 hadronic
decay modes, Dy — K*K~z~, K'K-z"x° KYK-,
KYK=7°, K9K%n~, K3K*n~n~, KK n"n~, K n'n",
TYATIT, Ny Mgt T 77”7 R 11; o7 and 7,,p",
where the subscripts of 7(") represent the decay modes used
to reconstruct ).

All charged tracks except for those from Kg decays must
originate from the interaction point (IP) with a distance of
closest approach less than 1 cm in the transverse plane and
less than 10 cm along the z axis. The polar angle 6 of each
track defined with respect to the positron beam must satisfy
|cosf| < 0.93. Measurements of the specific ionization
energy loss (dE/dx) in the main drift chamber and the TOF
are combined and used for particle identification (PID) by
forming confidence levels for pion and kaon hypotheses
(CL,, CLg). Kaon (pion) candidates are required to
satisfy CLK(;:) > CL”(K)

To select K9 candidates, pairs of oppositely charged
tracks with distances of closest approach to the IP less than
20 cm along the z axis are assigned as z" 7~ without PID
requirements. These z*z~ combinations are required to
have an invariant mass within =12 MeV of the nominal K§
mass [57] and have a decay length of the reconstructed K
larger than 20 of the vertex resolution away from the IP.
The 7° and 7 mesons are reconstructed via yy decays. It is
required that each electromagnetic shower starts within
700 ns of the event start time and its energy is greater than
25(50) MeV in the barrel (end cap) region of the electro-
magnetic calorimeter (EMC) [47]. The opening angle
between the shower and the nearest charged track has to
be greater than 10°. The yy combinations with an invariant
mass M, € (0.115,0.150) and (0.50,0.57) GeV/c?* are
regarded as 7° and 5 mesons, respectively. A kinematic fit
is performed to constrain M,, to the 7° or # nominal mass

[57]. The n candidates for the #z~ ST channel are also
reconstructed via 7°77 7~ candidates with an invariant mass
within (0.53,0.57) GeV/c?. The 1’ mesons are recon-
structed via two decay modes, 77"z~ and yp°, whose
invariant masses are required to be within (0.946,0.970)
and (0.940,0.976) GeV/c?, respectively. In addition, the
minimum energy of the y from 5’ — yp° decays must be
greater than 0.1 GeV. The p° and p™ mesons are recon-
structed from ztz~ and z*zY candidates, whose invariant
masses are required to be larger than 0.5 GeV/c? and
within (0.67,0.87) GeV/c?, respectively.

The momentum of any pion not originating from a K%, 7,
or 1 decay is required to be greater than 0.1 GeV/c to
reject soft pions from D* decays. For zt 7=z~ and K~z 7~
combinations, the dominant peaking backgrounds from
K97~ and K9K~ events are rejected by requiring the
invariant mass of any z"z~ combination be more than
+0.03 GeV/c? away from the nominal K% mass [57].

To suppress non-D7 D}~ events, the beam-constrained
mass of the ST Dy candidate

Mac = \/ (Een/2) = | 2)

is required to be within (2.010,2.073) GeV/c?, where 50;
is the momentum of the ST Dy candidate. This requirement
retains Dy mesons directly from e'e™ annihilation and
indirectly from D~ decay (See Fig. 1 in Ref. [58]). In each
event, we only keep the candidate with the D7 recoil mass

- 2 -
Mrec = \/(Ecm Y ‘pD; : + m%)\‘) - |pD;

closest to the nominal D}* mass [57] per tag mode per
charge. Figure 1 shows the invariant mass (M ,,) spectra of
the accepted ST candidates. The ST yield for each tag mode
is obtained by a fit to the corresponding M ,, spectrum. The
signal is described by the MC-simulated shape convolved
with a Gaussian function representing the resolution differ-
ence between data and MC simulation. For the tag mode
Dy — K9K~, the peaking background from D~ — K3z~ is
described by the MC-simulated shape and then smeared
with the same Gaussian function used in the signal shape
with its size as a free parameter. The nonpeaking back-
ground is modeled by a second- or third-order Chebychev
polynomial function. Studies of the inclusive MC sample
validate this parametrization of the background shape. The
fit results on these invariant mass spectra are shown in
Fig. 1. The events in the signal regions are kept for further
analysis. The total ST yield in data is N = 388660 +
2592 (see tag-dependent ST yields and background yields
in the signal regions in Table I of Ref. [58]).

At the recoil sides of the ST D mesons, the D} — u*v,
candidates are selected with the surviving neutral and

0
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FIG. 1. Fits to the M, distributions of the accepted ST

candidates. Dots with error bars are data. Blue solid curves
are the fit results. Red dashed curves are the fitted backgrounds.
The black dotted curve in the K(S)K‘ mode is the D™ — Kgﬂ'_
component. The pairs of arrows denote the signal regions.

charged tracks. To select the soft y(z°) from D? and to
separate signals from combinatorial backgrounds, we
define two kinematic variables

AE=E, — Etag — Eniss — Ey(zr“) (4)
and
MM? = (Egy, — Eyg — Ey(0) — E, )
_|_5lag_5y(ﬂ0) _ﬁu|2' (5)

_ N 2 2 N _ N -
Here E 5 = A/ |pmiss| + mpy and piss = “Prag ~ Py(x)

are the missing energy and momentum of the recoiling
system of the soft y(z°) and the ST Dy, where E; and p;
[i = p,y(2°) or tag] denote the energy and momentum of
the muon, y(z") or ST Dy, respectively. MM? is the missing
mass square of the undetectable neutrino. We loop over all
remaining y or z° candidates and choose the one giving a
minimum |AE|. The events with AE € (—0.05,0.10) GeV
are accepted. The muon candidate is required to have an
opposite charge to the ST D7 meson and a deposited energy
in the EMC within (0.0,0.3) GeV. It must also satisfy a two
dimensional (2D, e.g., | cos §,| and momentum p,) require-
ment on the hit depth (d,,) in the muon counter, as explained
in Ref. [59]. To suppress the backgrounds with extra photon
(s), the maximum energy of the unused showers in the DT

:‘ T T |

80F B

- E \ 10 5
& F ; z
% 60F ) :
E ; 02 -01 0 0.1 0.{
N E
~ 40 =
Z E E
: | . |
2 E
= 20 E
,,,,,,,,,,, A

0.2 0.1 0 0.1 0.2

MM? (GeVZ/c?)

FIG. 2. Fit to the MM? distribution of the Df — 'y,
candidates. Inset plot shows the same distribution in log scale.
Dots with error bars are data. Blue solid curve is the fit result.
Red dotted curve is the fitted background. Orange hatched and
blue cross-hatched histograms are the BKGI component and
the combined BKGII and BKGIII components, respectively
(see text).

selection (E¢y,,) is required to be less than 0.4 GeV and no
additional charged track that satisfies the charged track
selection criteria is allowed. To improve the MM? reso-
lution, the candidate tracks, plus the missing neutrino, are
subjected to a 4-constraint kinematic fit requiring energy
and momentum conservation. In addition, the invariant
masses of the two D, mesons are constrained to the
nominal D, mass, the invariant mass of the D;y(z") or
D{y(n°) combination is constrained to the nominal D}
mass, and the combination with the smaller y? is kept.
Figure 2 shows the MM? distribution for the accepted DT
candidate events.

To extract the DT yield, an unbinned constrained fit is
performed to the MM? distribution. In the fit, the back-
ground events are classified into three categories: events
with correctly reconstructed ST D7 and u* but an
unmatched y(z°) from the Di~ (BKGI), events with a
correctly reconstructed ST Dy but misidentified p*
(BKGII), and other events with a misreconstructed ST
D7 (BKGIII). The signal and BKGI shapes are modeled
with MC simulation. The signal shape is convolved with a
Gaussian function with its mean and width as free param-
eters. The ratio of the signal yield over the BKGI yield is
constrained to the value determined with the signal MC
events. The size and shape of the BKGII and BKGIII
components are fixed by analyzing the inclusive MC
sample. From the fit to the MM? distribution, as shown
in Fig. 2, we determine the number of D{ — u*v, decays
to be Npr = 1135.9 + 33.1.

The efficiencies for reconstructing the DT candidate
events are determined with an exclusive MC sample of
ete™ — D D:~, where the Dy decays to each tag mode
and the Dy decays to u"v,. Dividing them by the ST
efficiencies determined with the inclusive MC sample

yields the corresponding efficiencies of the y(z°)u'y,
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reconstruction. The averaged efficiency of finding
y(7°)uty, is (52.67 +0.19)% as determined from

gy(ﬂo)ﬂJrl/# = Z(I)DTID (NéTSBT)/(NtsolgggT)’ (6)

4

where N, ebr, and ey are the ST yield, ST efficiency, and
DT efficiency in the ith ST mode, respectively. The factor
wpm = 0.897 accounts for the difference between the p*

PID efficiencies in data and MC simulation [eﬁ;[féMc)].

These efficiencies are estimated using ete™ — yutu~
samples but reweighted by the p™ 2D distribution of
D{ — u"v,. It is non-negligible mainly due to the imper-
fect simulation of d, and its applicability in different
topology environments is verified via three aspects:
(i) Studies with signal MC events show that e%ﬁ?D =
(7479 £0.03)% for Dj — p*v, signals can be well
reproduced by the 2D reweighted efficiency ey, =
(7491 £0.10)% with ete™ — yu™u~ samples. (i) Our
nominal BF (BDT—WV,,) obtained later can be well repro-
duced by removing the d, requirement, with negligible

difference but obviously lower precision due to much

higher background [60]. (i) The ey for ete™ —

yisrw (3686), w(3686) — nta~J/y, J/w — utu~ events
can be well reproduced by the corresponding 2D
reweighted efficiencies with ete™ — yutu~ samples (see
Table II of Ref. [58]). The BF of D{ — u*v, is then
determined to be (5.49 + 0.164, O.lSSyst) x 1073 from

BDT—m*u}, = flc-%%NDT/(NtSO'It‘Sy(ﬂO)y*uﬂ)v (7)
where the radiative correction factor f©¢ = 0.99 is due to
the contribution from DY — yD;" — yutv, [61], with
Di+ as a virtual vector or axial-vector meson. This
contribution is almost identical with our signal process
for low energy radiated photons. We further examine the
BFs measured with individual tags which have very
different background levels, and a good consistence is
found (see Table I of Ref. [58] for tag-dependent DT yields,
87,(7[0);#”# and BD;—»;ﬁuM)‘

The systematic uncertainties in the BF measurement are
estimated relative to the measured BF and are described
below.

For uncertainties in the event selection criteria, the u™
tracking and PID efficiencies are studied with ete™ —
yuu~ events. After correcting the detection efficiency by

wpm» We assign 0.5% and 0.8% as the uncertainties in y*
tracking and PID efficiencies, respectively. The photon
reconstruction efficiency has been previously studied
with J/yw — 777 7° decays [62]. The uncertainty of
finding y(z°) is weighted according to the BFs of D" —
yDY and DT — z°DF [57] and assigned to be 1.0%.

The efficiencies for the requirements of E¢,, and no extra
good charged track are studied with a DT hadronic sample.
The systematic uncertainties are taken to be 0.3% and
0.9% considering the efficiency differences between data
and MC simulation, respectively. The uncertainty of the AE
requirement is estimated by varying the signal region by
40.01 GeV, and the maximum change of the BF, 0.5%, is
taken as the systematic uncertainty.

To determine the uncertainty in the MM? fit, we change
the fit range by 40.02 GeV?/c?, and the largest change
of the BF is 0.6%. We change the signal shape by varying
the y(z°) match requirement and the maximum change is
0.2%. Two sources of uncertainty in the background
estimation are considered. The effect of the background
shape is obtained to be 0.2% by shifting the number of
the main components of BKGII by + 10 of the uncertainties
of the corresponding BFs [57], and varying the relative
fraction of the main components of BKGII by 50%. The
effect of the fixed number of the BKGII and BKGIII is
estimated to be 0.5% by varying the nominal numbers by
410 of their uncertainties. To evaluate the uncertainty in
the fixed ratio of signal and BKGI, we perform an
alternative fit to the MM? distribution of data without
constraining the ratio of signal and BKGI. The change in
the DT yield, 1.1%, is assigned as the relevant uncertainty.

The uncertainty in the number of ST Dy mesons is
assigned to be 0.8% by examining the changes of the fit
yields when varying the signal shape, background shape,
bin size, and fit range and considering the background
fluctuation in the fit. The uncertainty due to the limited MC
size is 0.4%. The uncertainty in the imperfect simulation of
the FSR effect is estimated as 0.4% by varying the amount
of FSR photons in signal MC events [54]. The uncertainty
due to the quoted BFs of D}~ subdecays from the Particle
Data Group (PDG) [57] is examined by varying each
subdecay BF by +16. The efficiency change is found to be
0.4% and is taken as the associated uncertainty. The
uncertainty in the radiative correction is assigned to be
1.0%, which is taken as 100% of its central value from
theoretical calculation [61]. The ST efficiencies in the
inclusive and signal MC samples are slightly different
with each other due to different track multiplicities in these
two environments. This may cause incomplete cancellation
of the uncertainties of the ST efficiencies. The associated
uncertainty is assigned as 0.6%, by taking into account the
differences of the efficiencies of tracking/PID of K* and
z*, as well as the selections of neutral particles between
data and MC simulation in different environments. The
total systematic uncertainty is determined to be 2.7% by
adding all the uncertainties in quadrature.

Combining our BF with the world average values of G,
my,, mp+ and the lifetime of Dy [57] in Eq. (1) yields

For|Ves| = 246.2 4 3.6, £ 3.5 MeV.
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Here the systematic uncertainties arise mainly from the
uncertainties in the measured BF (1.5%) and the lifetime of
the D} (0.4%). Taking the CKM matrix element |V | =
0.97359105501) from the global fit in the SM [57] or
the averaged decay constant fpr =249.9 £0.4 MeV of
recent LQCD calculations [8,10] as input, we determine

fD; =2529+ 374 3.6Syst MeV
and
|V.s| =0.985 + 0.014, + 0.014y.

The additional systematic uncertainties according to the
input parameters are negligible for |V | and 0.2% for f .
The measured |V | is consistent with our measurements
using D — K¢*v, [63-66] and D} — ne*v, [67], but
with much better precision.

Combining the obtained fp+|V,| and its counterpart
fp+|Veq| measured in our previous work [68], along
with |V 4/ V.| = 0.23047 £ 0.00045 from the SM global
fit [57], yields fp:/fp+ = 1.24 £ 0044, £ 0.024. It is
consistent with the CLEO measurement [2] within 16 and
the LQCD calculation within 2 [8]. Alternatively, with the
inputof fp+/fp+ = 1.1749 & 0.0016 calculated by LQCD
[8], we obtain |V,.;/V > = 0.048 £ 0.003, + 0.001 .
which agrees with the one expected by |V.,| and |V 4|
given by the CKMfitter within 2¢. Here, only the system-
atic uncertainty in the radiative correction is canceled since
the two data samples were taken in different years.

Based on our result for B+ _,,+, and those measured at
the CLEO [2], BABAR [5], and Belle [6] experiments, along
with a previous measurement at BESIII [7], the inverse-
uncertainty weighted BF is determined to be BD,?—»;:*U,, =
(5.49 +0.17) x 107* [69]. The ratio of Bp; _,+,, over the
PDG value of Bpi_,+, = (5.484+0.23)% [57] is deter-
mined tobe [(Bp: .+, )/ (Bps ~y+y,)] = 9.98 + 0.52, which
agrees with the SM predicted value of 9.74 within uncertainty.

The BFs of D — u*v, and Dy — u~D, decays are also
measured separately. The results are B D —uty, = (5.62+
0.23,) x 107 and Bp; -y, = (5.40 4 0.23,) x 1073,
The BF asymmetry is determined to be Acp=
[(BD;r—w*y# - BD;—W’D},)/(BD;—WWM + BD;—W’DM)] = (20 +
3.0g & 1.2y )%, Where the uncertainties in the tracking
and PID efficiencies of the muon, the ST yields, the limited
MC statistics, as well as the signal shape and fit range in
MM? fits for D and Dy have been studied separately and
are not canceled.

In summary, by analyzing 3.19 fb~! of e*e~ collision
data collected at E,, = 4.178 GeV with the BESIII detec-
tor, we have measured B(D{ — u*v,), the decay constant
fp#»and the CKM matrix element |V ,|. These are the most

precise measurements to date, and are important to calibrate
various theoretical calculations of f,+ and test the unitarity
of the CKM matrix with better accuracy. We also search
for LFU and CP violation in D} — v, decays, and no
evidence is found.
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