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detector will make it possible to study the differential transverse flow in forward rapidity, where 
the space-time picture of the QGP is expected to be very different. By correlating that with 
information at mid-rapidity, they also provide detailed information on the pT dependence of the 
longitudinal asymmetry and decorrelation effects. In turn, this information will elucidate the space-
time dynamics of the QGP in the longitudinal direction and hence provide unique/critical input for 
current theoretical effort in tuning the 3+1D hydrodynamic models. 

 
Figure 2-38: (left panel) The pseudorapidity coverage in η1 × η2 of the STAR detector prior to the 
removal of FTPC in 2012.  (Right panel) The projected η1 × η2 acceptance after the iTPC and 
forward upgrade. 

 
Finally, STAR can take advantage of the flexibility of the RHIC machine to measure these 
observables in different collision systems and beam energies. As an example, it would be highly 
desirable to measure the p(v2) and event plane correlations in U+U and Cu+Au collisions where 
the QGP properties are similar to Au+Au collisions but with completely different collision geometry. 
For the measurement of event plane correlations in STAR, experiences from LHC experiments 
[112] show that it is very important to have multiple non-overlapping detectors that provide 
independent measurement of φn as well as cross-checks to control the systematic uncertainties.  
 
 
2.4.3 Event-shape engineering 

 
The granularity and large acceptance of the forward detectors will enable STAR to sort 

events according to their apparent ellipticity or triangularity and then measure the vn signal in the 
mid-rapidity with the TPC (see Figure 2-39). This event shape engineering technique was 
proposed in Ref. [112], and recently successfully applied to ALICE and ATLAS data analysis [113].  
The proposed implementation in STAR would be to first Fourier expand the multiplicity in the EPD, 
and then study the response of the collective flow signals (including radial flow) at mid-rapidity via 
TPC to various EPD selected shapes. The study performed by the ATLAS collaboration shows 
that the v2-vn correlation with in a fixed centrality not only provides a means to directly separate 
the linear and non-linear effect in v4 and v5 but also the intrinsic initial geometry correlation 
between E2 and En. Figure 2-40 shows that the measured v 2− v4 contains a quadratic term that is 

1
η

4− 2− 0 2 4

2η

4−

2−

0

2

4

TPC-TPC

TPC-FTPC FTPC
FTPC

TPC+fTPC (2001-2012)

1
η

4− 2− 0 2 4

, charge, PID)
T

iTPC 2019- (p
, charge)

T
FTS 2021- (p

)γ, 0π, 
T

FCS 2021- (E

EPD 2019- (hits)

Future Capabilities

STAR Forward Upgrade Workshop, Shandong University, Qingdao, China, May 7-8, 2019



P.Tribedy, forward upgrade workshop, Shandong University, 2019 2

Why forward upgrade at RHIC is unique ?
At RHIC it is possible to build detectors that can cover up to beam 

rapidity and study many unexplored physics
2
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FIG. 1: Elliptic flow as a function of pseudorapidity (v2(η))
for charged hadrons in minimum-bias collisions at

√
s

NN
=

130 GeV (open triangles) [11] and 200 GeV (closed triangles).
One sigma statistical errors are shown as the error bars.
Systematic errors (90% C.L.) are shown as gray boxes only
for the 200 GeV data.

at −34 cm away from the nominal vertex position,
along the beam axis [11]. The vertex trigger enabled
a special sample (∼ 1 million triggers) of such events
to be taken. The track-based method required events
with vertices within about 10 cm of the nominal vertex
position, which allowed a large fraction of the 2001
Au+Au data set at 200 GeV (∼ 25 million triggers) to
be used. The minimum-bias sample for the hit-based
method consists of all triggered events that have a valid
reconstructed vertex. This engenders biases similar to
those discussed in [11] and leads to the average number
of participants ⟨Npart⟩ given in Table I. For the track-
based method, only the fraction of the cross-section
unbiased by trigger and vertex inefficiencies is used to
form the minimum-biased sample. The average number
of participants for this method is also given in Table I.
For the centrality dependent v2(η) analysis, the data
samples were subdivided into the three centrality classes
given in Table I. The top 3% of the cross-section,
where the flow signal is smallest, was omitted to reduce
the resulting statistical and systematic errors on the
most central bin. Differences in the average number
of participants between the two methods, for the same
fraction of the Au+Au cross-section, occur because the
track-based method is track weighted whereas the hit-
based method is event weighted. This results in slightly
higher ⟨Npart⟩ values for the track-based method, which
are insignificant given the systematic error in ⟨Npart⟩.
For both methods the resulting centrality classes are
unbiased. The summary of the number of events used
is also given in Table I.

Monte Carlo (MC) simulations of the detector per-
formance based on the Hijing [20] event generator and
GEANT 3.21[21] simulation package were used for sys-
tematic error studies.

Figure 1 shows the minimum-bias result for the

200-GeV data using the hit-based method (as described
in [11]). The data show a steady decrease in v2 with
increasing |η|, similar to that seen at the lower energy of√

s
NN

= 130 GeV (also shown). No significant difference
in shape or magnitude is seen within the systematic
errors. The ratio of v2 at

√
s

NN
= 200 GeV compared

to 130 GeV, averaged over all η, is 1.04 ± 0.03(stat.) ±
0.04(syst.).

The track-based method correlates the azimuthal angle
of tracks that traverse the spectrometer, φtrk, with the
event plane as measured in the octagon, Ψ2, event by
event. The method used is based upon the scheme
described by Poskanzer and Voloshin [22], where the
strength of the flow is given by the nth Fourier coefficient
of the particle azimuthal angle distribution

dN

d(φtrk − ΨR)
∼ 1 +

∑

n

2vn cos [n (φtrk − ΨR)]. (1)

In this analysis only the n = 2 component is studied and
the true reaction plane, ΨR, is approximated by the event
plane Ψ2.

The use of tracking requires events with vertices
near the nominal vertex range (−8 cm < vz < 10 cm) to
ensure maximum track acceptance in the spectrometer.
Only the parts of the OCT detector with complete
azimuthal acceptance (i.e. those away from mid-rapidity)
are used to determine the reaction plane. Two sub-
events, symmetric in η and of equal charged particle
multiplicity, are used to determine the event plane
resolution. The sub-event sizes are vertex dependent,
resulting in a resolution correction that is both centrality
and vertex dependent. The resulting sub-event ranges lie
between 2.05 < |η| < 3.2, and are widely separated, thus
greatly reducing the effects of any short range non-flow
correlations. The event plane is determined using

Ψ2 =
1

2
tan−1

( ∑

i wi sin(2φi)
∑

i wi cos(2φi)

)

, (2)

where φi is the ith hit’s measured angle, and the sums
run over all hits in both sub-events. The sub-events are
combined for the event plane determination in order to
maximize its resolution. Vertex dependent corrections,
some determined on an event-by-event basis, are used
as weights (wi) [11] in order to remove acceptance and
occupancy biases. The resulting distributions of event
plane angles are found to be flat within 2%.

To determine the v2 coefficient, the measured
dN

d(φtrack−Ψ2) distribution is divided by a mixed event
distribution in order to remove detector related effects,
such as non-uniformities in the azimuthal acceptance of
the spectrometer:
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where ∆φ denotes φtrack−Ψ2 and Cres is the event plane

resolution correction. The dN
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collisions which span a factor of 10 in collision energy
(

!!!!!!!!

sNN
p

). The results are folded about midrapidity (positive
and negative ! bins are averaged). The distributions are
observed to be independent of collision energy over a
substantial !0 range. This is consistent with and extends
a similar observation made by BRAHMS [10] over a more
restricted !0 range. Both the 19.6 and 130 GeV data reach
85%–90% of their maximum value before deviating sig-
nificantly (more than 5%) from the common limiting
curve. These data demonstrate that limiting fragmenta-
tion applies well in the Au! Au system and that the
‘‘fragmentation region’’ is rather broad, covering more
than half of the available range of !0 over which particles
are produced. In particular, the fragmentation region
grows significantly between 19.6 and 130 GeV, extending
more than two units away from the beam rapidity. A
similar effect was observed in p! !pp collisions, over a
range of

!!!

s
p

from 53 to 900 GeV [16]. In both cases,

particle production appears to approach a fixed limiting
curve which extends far from the original beam rapidity,
indicating that this universal curve is an important fea-
ture of the overall interaction and not simply a nuclear
breakup effect. This result is in sharp contrast to the
boost-invariance scenario [18] which predicts a fixed
fragmentation region and a broad central rapidity plateau
that grows in extent with increasing energy.

Figure 2(b) shows the scaled pseudorapidity distribu-
tions for a set of noncentral collisions, which also exhibit
limiting fragmentation over a broad range of !0. Figure 3
shows the centrality dependence of the dNch=d!0=
hNpart=2i distribution at the two extreme energies: 19.6
and 200 GeV. These data demonstrate that particle pro-
duction in the fragmentation region changes significantly
with centrality. Figure 4 shows the ratio of noncentral to
central data with (90% C.L.) systematic errors included.
The error in the ratio involves a partial cancellation of
the systematic errors in the individual measurements.
For !0 > "1:5, the scaled pseudorapidity density actu-
ally grows in the peripheral data with respect to the more
central data. This effect has already been observed for

TABLE II. Total charged multiplicity in three fiducial ranges
of ! for central (0%–6%) collisions.
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Nch#j!j< 4:7$ Nch#j!j< 5:4$ Nch#total$
19.6 GeV 1670% 100 1680% 100 1680% 100
130 GeV 4020% 200 4100% 210 4170% 210
200 GeV 4810% 240 4960% 250 5060% 250
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FIG. 2. Au! Au data for
!!!!!!!!

sNN
p & 19:6, 130, and 200 GeV,

plotted as dNch=d!0 per participant pair, where !0 ' !" ybeam
for (a) 0%–6% central and (b) 35%–40% central. Systematic
errors (90% C.L.) are shown for selected, typical, points.
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FIG. 1. The charged particle pseudorapidity distribution,
dNch=d!, measured for Au! Au at

!!!!!!!!

sNN
p & 200, 130, and

19.6 GeV for the specified centrality bins. Note: the 45%–
55% bin is not reported for the 19.6 GeV data due to uncer-
tainties caused by the very low multiplicity in these events. The
typical systematic errors (90% C.L.) are shown as bands for
selected centrality bins. The statistical errors are negligible.
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fSTAR iTPC
fSTAR iTPC

Previous measurements have large uncertainties & limited capabilities, 
therefore fSTAR will open many new possibilities 
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Vortical and Chiral Effects
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Cyclone “Fani” : Last week in India
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How extreme are heavy ion collisions
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Angular momentum in HICs

Vorticity:
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Global Polarization & CME
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The Chiral Magnetic Effect
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Search for the Faraday fluid
x

z
B

s s

FIG. 1. Schematic illustration of how the magnetic field ~

B in a heavy ion collision results in a

directed flow of electric charge, �v1. The collision occurs in the z-direction, meaning that the

longitudinal expansion velocity ~u of the conducting QGP produced in the collision points in the

+z (�z) direction at positive (negative) z. We take the impact parameter vector to point in the

+x direction, choosing the nucleus moving toward positive (negative) z to be located at negative

(positive) x. The trajectories of the spectators that “miss” the collision because of the nonzero

impact parameter are indicated by the red and blue arrows. This configuration generates a magnetic

field ~

B in the +y direction, as shown. The directions of the electric fields (and hence currents) due

to the Faraday, Lorentz and Coulomb e↵ects are shown. The two di↵erent Coulomb contributions

are indicated, one due to the force exerted by the spectators and the other coming from Coulomb

forces within the plasma. The dashed arrows indicate the direction of the directed flow of positive

charge in the case where the Faraday + spectator Coulomb e↵ects are on balance stronger than

the Lorentz e↵ect. Hence, the total directed flow in this example corresponds to v1 < 0 (v1 > 0)

for positive charges at spacetime rapidity ⌘

s

> 0 (⌘
s

< 0), and opposite for negative charges.

sign at positive and negative rapidity can also easily be understood, as we explain in Fig. 1

and below.

As illustrated in Fig. 1, there are three distinct origins for a sideways push on charged

components of the fluid, resulting in a sideways current:
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via a simple blue shift argument. Fig. 7 also shows the charge-odd electromagnetically

induced flow coe�cients �v

n

computed from charged pions and protons+antiprotons in

19

-2.0 -1.0 0.0 1.0 2.0
y

-4.0

FIG. 7. The electromagnetically induced di↵erence between the mean p

T

and v

n

coe�cients of ⇡

+

and ⇡

� mesons (solid lines) and between protons and antiprotons (dashed lines) as a function of

particle rapidity for 20-30% Au+Au collisions at 200 GeV. Three di↵erent p

T

integration ranges

are shown for each of the �v

n

as a function of particle rapidity.

Thus, when we compare pions and protons with the same p

T

, the hydrodynamic radial flow

generates a stronger blue shift e↵ect for the less relativistic proton spectra, which is to say

that the proton spectra are more sensitive to the hydrodynamic radial flow [37]. Similarly,

when the electromagnetic fields that we compute induce a small di↵erence between the radial

flow velocity of positively charged particles relative to that of negatively charged particles,

the resulting di↵erence between the mean p

T

of protons and antiprotons is greater than the

di↵erence between the mean p

T

of positive and negative pions. Turning to the �v

n

’s, we see

in Fig. 7 that the di↵erence between the electromagnetically induced �v

n

’s for protons and

those for pions are much smaller in magnitude. We shall also see below that these di↵erences

are modified somewhat by contributions from pions and protons produced after freezeout

by the decay of resonances. For both these reasons, these di↵erences cannot be interpreted

via a simple blue shift argument. Fig. 7 also shows the charge-odd electromagnetically

induced flow coe�cients �v

n

computed from charged pions and protons+antiprotons in

19

STAR preliminary



9

Initial conditions of heavy ion collisions 
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What scale of physics dominate initial state?
The Initial Stages of Colliding Nuclei and Hadrons

Prithwish Tribedy

September 12-17, 2016, on South Padre Island, TX, USA

Hot Quarks 2016, workshop for young scientist on the physics of ultra relativistic A-A collisions 

IP-Sat : Color charge distribution inside Nuclei

IP-Sat (Impact Parameter dependent saturation) parametrization HERA
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ΛQCD

Over a decade we have been proposing different transverse 
structures of the initial stages of the colliding nuclei

Gluon saturation predicts at higher energies the fields inside the 
colliding nuclei should have correlations smaller than nucleon scale

Do sub-nucleonic scale correlations manifest in observables ? 

NucleonNucleus Sub-nucleon Quark hotspots
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Sub-nucleonic hotspots are not needed to explain heavy ion flow 
harmonic data, they maybe essential to explain p+p data 

What manifest in flow measurements
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Rapidity provides way to very Bjorken x 
3

FIG. 1. Transverse profile of a single proton configuration at four di↵erent intervals dY of the evolution. The di↵erent
panels show a contour plot of the real part of the trace of the Wilson line <(tr[1 � V (x, y)])/N

c

as a function of the transverse
coordinates x and y. The small (large) blue circles show the position and size of the three constituent quarks (the proton).

emphasize that even though we will be interested in the
evolution of a finite size proton where translation invari-
ance is explicitly broken, the use of periodic boundary
conditions does not pose any additional problems. We
find that, as long as the kernel decays su�ciently fast at
large distance scales and the physical extent of the proton
is small compared to the lattice size, (unphysical) contri-
butions from across the lattice boundary are suppressed
by several orders of magnitude.

We solve the lattice version of Eq. (8) numerically by
performing a series of updates in dY according to the fol-
lowing procedure: We first generate the stochastic fields
⇠
x

at each lattice point and subsequently perform the
color rotations V

z

⇠
z

V

†
z

to obtain the argument of the left
hand side exponential. We then perform the two con-
volutions with the kernel, which for a lattice with pe-
riodic boundary conditions can be performed in Fourier
space at cost of order N2

? log(N2

?), which is significantly
more e�cient than the direct implementation in coordi-
nate space, which scales as N4

?. Finally, we perform the
matrix exponential by use of analytic matrix diagonaliza-
tion formulae [28] and compute the Wilson lines at the
next rapidity step. This procedure is then repeated to
obtain the evolution over a finite rapidity interval.

Within this framework observables can be computed in
a straightforward way as functionals of the Wilson lines
at any given Y [12, 14–16]. When converting the results
to physical units, the scale of the lattice computation is
set by the proton radius R

p

' 1 fm.1 If not stated other-
wise, the results presented in this paper are obtained for
N? = 2048 lattices with physical size N?a? = 8.53 fm,
lattice spacing a? = 4.167 ⇥ 10�3 fm, and rapidity step
size dY = 3.33 ⇥ 10�3. We will consider a fixed cou-
pling constant ↵

s

= 0.3 for simplicity and comment on
expected modifications due to running coupling e↵ects.

1

The precise value of R
p

can be fixed by fitting experimental data

on DIS cross sections within our model. We expect R
p

to be close

to the gluonic radius (see e.g. [29]).

IV. EVOLUTION OF A SINGLE PROTON

When studying the energy evolution of a single pro-
ton, we start at some moderately small value of x = x

0

,
where the evolution becomes dominated by the gluon de-
grees of freedom. We thus need a parametrization of the
initial Wilson line configurations of a proton at x

0

, which
in principle could be constrained by DIS data. Within
this exploratory study, we refrain from performing actual
fits to experimental data and instead consider di↵erent
parameters within a simple model of the proton.
Our approach is motivated by the phenomenologically

successful constituent quark model [30, 31] and amounts
to sampling a distribution of moderately small x gluons
around the large x constituent quarks. In practice we first
sample the positions ~x

CQ

= (x
CQ

, z

CQ

) of the three large
x constituent quarks according to a three dimensional
Gaussian distribution inside the proton, such that

h~x 2

CQ

i = R

2

p

. (10)

We then initialize the Wilson lines according to a
color neutral distribution of randomly distributed color
charges ⇢

a

(x) inside the constituent quarks, which we
think of as corresponding to the gluons radiated o↵ the
constituent quarks between x ⇠ 1 and the initial value of
x = x

0

.
We divide this large x region into N

0

Y

= 100 intervals,
such that the initial Wilson lines are given by [32]

V

0

(x) =

N

0
Y

Y

i=1

exp

✓

�ig

⇢

Yi
a

(x)ta

r2

? +m

2

◆

(11)

where r2

? = @

i

@

i and m ⇠ ⇤
QCD

is the same e↵ective
mass scale as in Eq. (9), which regulates the infrared be-
havior of the Coulomb tails. We consider a Gaussian
distribution of the color charges ⇢

Yi
a

(x), which – follow-
ing standard McLerran-Venugopalan type models [3] –
we take as uncorrelated between points (x and y) in the
transverse plane, di↵erent colors, and di↵erent rapidity

Schenke, Schlichting 1407.8458

� = �4.8 (x � 1.6 � 10�5)� = �2.3 (x � 2 � 10�4)� = 0 (x � 2 � 10�3)

Gluon density inside protons and nuclei changes with x (rapidity)

Proton

Nucleus

small x
Rapidity provides way to very Bjorken x 

3

FIG. 1. Transverse profile of a single proton configuration at four di↵erent intervals dY of the evolution. The di↵erent
panels show a contour plot of the real part of the trace of the Wilson line <(tr[1 � V (x, y)])/N

c

as a function of the transverse
coordinates x and y. The small (large) blue circles show the position and size of the three constituent quarks (the proton).
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obtain the evolution over a finite rapidity interval.
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where the evolution becomes dominated by the gluon de-
grees of freedom. We thus need a parametrization of the
initial Wilson line configurations of a proton at x
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, which
in principle could be constrained by DIS data. Within
this exploratory study, we refrain from performing actual
fits to experimental data and instead consider di↵erent
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around the large x constituent quarks. In practice we first
sample the positions ~x

CQ

= (x
CQ

, z

CQ

) of the three large
x constituent quarks according to a three dimensional
Gaussian distribution inside the proton, such that

h~x 2

CQ

i = R

2

p

. (10)

We then initialize the Wilson lines according to a
color neutral distribution of randomly distributed color
charges ⇢

a

(x) inside the constituent quarks, which we
think of as corresponding to the gluons radiated o↵ the
constituent quarks between x ⇠ 1 and the initial value of
x = x

0

.
We divide this large x region into N

0

Y

= 100 intervals,
such that the initial Wilson lines are given by [32]

V

0

(x) =

N

0
Y

Y

i=1

exp

✓

�ig

⇢

Yi
a

(x)ta

r2

? +m

2

◆

(11)

where r2

? = @

i

@

i and m ⇠ ⇤
QCD

is the same e↵ective
mass scale as in Eq. (9), which regulates the infrared be-
havior of the Coulomb tails. We consider a Gaussian
distribution of the color charges ⇢

Yi
a

(x), which – follow-
ing standard McLerran-Venugopalan type models [3] –
we take as uncorrelated between points (x and y) in the
transverse plane, di↵erent colors, and di↵erent rapidity

Schenke, Schlichting 1407.8458

� = �4.8 (x � 1.6 � 10�5)� = �2.3 (x � 2 � 10�4)� = 0 (x � 2 � 10�3)

Gluon density inside protons and nuclei changes with x (rapidity)

Proton

Nucleus

small x

Testing ground for QCD evolution equations (BK, JIMWLK)

3

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0.14

 0  10  20  30  40  50

〈v
n2 〉

1/
2

centrality percentile

η/s = 0.2
ALICE data vn{2}, pT>0.2 GeV v2

 v3
 v4
 v5

FIG. 4. (Color online) Root-mean-square anisotropic flow co-
efficients ⟨v2n⟩

1/2, computed as a function of centrality, com-
pared to experimental data of vn{2}, n ∈ {2, 3, 4}, by the
ALICE collaboration [3] (points). Results are for 200 events
per centrality with bands indicating statistical errors.
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FIG. 5. (Color online) Comparison of vn(pT ) using two dif-
ferent switching times τswitch = 0.2 fm/c (wide), and 0.4 fm/c
(narrow). Experimental data by the ATLAS collaboration us-
ing the event-plane (EP) method [4] (points). Bands indicate
statistical errors.

The effect of changing the switching time from
τswitch = 0.2 fm/c to τswitch = 0.4 fm/c is shown in Fig. 5.
Results agree within statistical errors, but tend to be
slightly lower for the later switching time. The nonlinear
interactions of classical fields become weaker as the sys-
tem expands and therefore Yang-Mills dynamics is less
effective than hydrodynamics in building up flow at late
times. Yet it is reassuring that there is a window in time
where both descriptions produce equivalent results.

Because a constant η/s is at best a rough effective
measure of the evolving shear viscosity to entropy den-
sity ratio, we present results for a parametrized temper-
ature dependent η/s, following [33]. We use the same
parametrization (HH-HQ) as in [33, 34] with a minimum
of η/s(T ) = 0.08 at T = Ttr = 180MeV. The result,
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FIG. 6. (Color online) Comparison of vn(pT ) using con-
stant η/s = 0.2 and a temperature dependent η/s(T ) as
parametrized in [33]. Experimental data by the ATLAS col-
laboration using the event-plane (EP) method [4] (points).
Bands indicate statistical errors.

compared to η/s = 0.2 is shown for 20− 30% central col-
lisions in Fig. 6. The results are indistinguishable when
studying just one collision energy. The insensitivity of
our results to two very different functional forms may
suggest that a very large fraction of the magnitude of
the flow coefficients is built up at later times when η/s
is very small. Also, since second order viscous hydrody-
namics breaks down when Πµν is comparable to the ideal
terms, our framework may be inadequate for large values
of η/s.

At top RHIC energy, as shown in Fig. 7, the experi-
mental data from STAR [35] and PHENIX [1] is well de-
scribed when using a constant η/s = 0.12, which is about
40% smaller than the value at LHC. A larger effective η/s
at LHC than at RHIC was also found in [36]. The tem-
perature dependent η/s(T ) used to describe LHC data
works well for low-pT RHIC data, but underestimates
v2(pT ) and v3(pT ) for pT > 1GeV. The parametrizations
of η/s(T ) in the literature are not definitive and signif-
icant improvements are necessary. Our studies suggest
great potential for extracting the temperature dependent
properties of QCD transport coefficients by performing
complementary experiments extracting flow harmonics at
both RHIC and LHC.

In Fig. 8 we present results for v1(pT ) compared to ex-
perimental data from ALICE [37], extracted in [39], and
from ATLAS [38]. v1(pT ) cannot be positive definite be-
cause momentum conservation requires ⟨v1(pT )pT ⟩ = 0.
There is a disagreement between the experimental results
(discussed in [38]) and between theory and experiment at
LHC. On the other hand, v1(pT ) at RHIC is very well re-
produced (see Fig. 7). One possible explanation for the
data crossing v1(pT ) = 0 at a lower pT than the calcu-
lation at LHC could be the underestimation of the pion
pT -spectra at very low pT – see Fig. 2. However, this is

Gale, Jeon, Schenke, PT, Venugopalan 1209.6330 

Nuclei with sub-nucleonic 
scale correlations Nuclei with nucleonic 

scale correlations

Flow observables in A+A may be dominated by nucleon geometry ?   
Ollitrault et al “New paradigm”, nucleons are not important: 1902.07168
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A different picture when you change rapidity

Schenke, Schlichting 1605.07158

Initial states in 3D!
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Longitudinal de-correlation around mid-rapidity
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FIG. 10. Decorrelation of the initial spatial eccentricity
r

2

(⌘a, ⌘b) for ⌘b = 2.4 in central events (b = 0 fm) with
↵s = 0.225, comparing to results from the torque model
[78], AMPT [77] and the 3DMCG model [15]. We com-
pare to experimental data from the CMS Collaboration
[66].

FIG. 11. Decorrelation of the initial spatial eccentricity
r

3

(⌘a, ⌘b) for ⌘b = 2.4 in central events (b = 0 fm) with
↵s = 0.225, comparing to results from the torque model
[78], AMPT [77] and the 3DMCG model [15]. We com-
pare to experimental data from the CMS Collaboration
[66].

Legendre coe�cient of the n-th order eccentricity corre-
lator C̃n

N

. We present the results for m = 0.4 GeV in
Fig. 14. No significant m dependence was observed. One
can clearly see that also the fluctuations of the transverse
geometry in rapidity depend strongly on the evolution
speed characterized by ↵

s

. It will be very interesting to
compare these results to other initial state models and
experimental measurements, where ✏

n

in Eq. (24) should
be replaced by Q-vectors.

IV. CONCLUSIONS AND OUTLOOK

We have presented the first step towards a fully three
dimensional initial state for heavy ion collisions from
quasi first principles calculations within the e↵ective the-
ory of the color glass condensate. Our calculations are
accurate for single inclusive quantities to leading loga-
rithmic order in 1/x. They should further capture the
main e↵ects for multi-particle observables that involve
di↵erent rapidities, in particular for rapidity separations
<⇠ ↵�1

s

. We computed the rapidity distributions of pro-
duced gluons and their fluctuations, as well as the spatial
geometry of the energy momentum tensor and its vari-
ation in rapidity. For observables that allow for an ap-
proximate comparison to experimental heavy ion data,
good agreement is found when using evolution speeds in
x that are similar to those extracted from DIS measure-
ments. Interestingly, for this evolution speed our model
shows a weaker decorrelation than other models in cen-
tral collisions, leading to a good description of the usually
under-estimated decorrelation measure r

2

.

This work provides the basis for important phe-
nomenological applications and further theoretical devel-
opments. On the phenomenology side, the initial energy
momentum tensors computed in this work can in prin-
ciple be used to initialize viscous hydrodynamic simula-
tions. However, additional modeling will be required to
extend the distributions to large rapidities where large
x e↵ects, that are not captured in our framework, play
a role. Concerning theoretical improvements, we dis-
cussed that at NLO (beyond leading logarithmic accu-
racy), quantum fluctuations beyond the logarithmically
enhanced contribution need to be taken into account.
When doing so, full 3-D Yang Mills simulations can be
performed, which will be an important next step towards
a fully 3-D initial state from first principles.
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Abstract

The decorrelation of the orientation of the event-plane angles in the initial state of relativistic Pb-Pb and p-Pb collisions,
the “torque e↵ect”, is studied in a model of entropy deposition in the longitudinal direction involving fluctuations of
the longitudinal source profile on large scales. The radiation from a single wounded nucleon is asymmetric in space-
time rapidity. It is assumed that the extent in rapidity of the region of deposited entropy is random. Fluctuations in
the deposition of entropy from each source increase the event-plane decorrelation: for Pb-Pb collisions they improve
the description of the data, while for p-Pb collisions the mechanism is absolutely essential to generate any sizable
decorrelation. We also show that the experimental data for rank-four flow may be explained via folding of the elliptic
flow. The results suggest the existence of long range fluctuations in the space-time distribution of entropy in the initial
stages of relativistic nuclear collisions.

Keywords: ultrarelativistic Pb-Pb and p-Pb collisions, event-by-event fluctuations, harmonic flow, event plane
correlations

1. Introduction

During the collective expansion of the fireball formed
in relativistic heavy-ion collisions azimuthal deformations
of the density are transformed into azimuthal asymme-
try of particle emission spectra [1, 2]. In the presence of
collective flow, the particle spectra contain the harmonic
components

dN

p?dp?d⌘ d�
/ . . .+ v

2

(p?, ⌘) cos[2(��  
2

)] (1)

+ v
3

(p?, ⌘) cos[3(��  
3

)] + . . . .

In each collision, the event-plane of the second or third
order harmonic flow is oriented predominantly along the
direction of elliptic or triangular deformations of the fire-
ball. It has been suggested that the angles  n of the event-
plane orientation might vary as a function of pseudorapid-
ity [3] or transverse momentum [4]. The e↵ect leads to the
factorization breaking for the two-particle cumulant flow
coe�cients,

Vn�(t1, t2) <
p
Vn�(t1, t1)Vn�(t2, t2) , (2)

where ti is the transverse momentum or pseudorapidity,

Vn�(t1, t2) = hhcos[n(�
1

� �
2

)]ii, (3)
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Wojciech.Broniowski@ifj.edu.pl (Wojciech Broniowski)

Figure 1: Schematic view of the entropy distribution in an early
stage of an ultrarelativistic nuclear collision. The matter deposited
from each wounded nucleon occupies an interval in space-time ra-
pidity with a randomly distributed end. As a result, the event-plane
angles in the forward and backward bins are decorrelated.

and the average is taken over events and over all particle
pairs with particles i in a bin around ti.

The factorization breaking in transverse momentum has
been studied quantitatively in dynamical models [4–6] in
p-Pb and Pb-Pb collisions. The hydrodynamic response
from fluctuating initial conditions can describe the experi-
mentally observed event-plane fluctuations and the factor-
ization breaking in p? [7, 8].

The decorrelation of the event-plane angles at di↵er-
ent pseudorapidities is seen in a number of calculations,
both in hydrodynamic, cascade, or hybrid models [3, 9–
14]. Nevertheless, a simultaneous description of the Pb-Pb
and p-Pb data [8] poses a real challenge. In this paper we
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FIG. 12: (Color online) Distribution of strings created be-
tween the partons of two colliding Pb nucleus as a function of
space-time rapidity (⌘s) at

p
sNN = 2.76 TeV for 0�1% (top

panel) and 40-50% (bottom panel) collision centrality. The
figure is taken from Ref. [207].

ultra central collisions [205]. They also result in p

T

de-
pendent event planes, which break down the flow factor-
ization v

n,n

(p
T1

, p

T2

) = v

n

(p
T1

)v
n

(p
T2

) [206]. Like the
lumpy initial energy density in the transverse plane, it
is also expected (the reason for which will be discussed
shortly) that the energy density is lumpy in the longitu-
dinal (space rapidity) direction.

Recent measurement of decorrelation of anisotropic
flow along longitudinal direction by CMS collaboration
has corroborated the above expectation. Studies of fluc-
tuations along the longitudinal direction and their e↵ects
on anisotropic flows of final charged hadrons have only
recently been started. At present the current understand-
ing of longitudinal correlation (or decorrelation) of flow
harmonics is as follows

• The fluctuations of energy density along the lon-
gitudinal direction due to the fragmentation and
di↵erent lengths of the coloured string produced in
the scattering of nucleons [207–209].

• A gradual twist of the fireball (or more specifically
the event plane) along the longitudinal direction
Ref. [210, 211].

Let us discuss each of them separately. Regarding the
contribution of colour string we shall particularly dis-
cuss here a recent study Ref. [207] where AMPT trans-
port model is used to evaluate the initial conditions for
(3+1)D hydrodynamic model.

FIG. 13: (Color online) Top panel: The factorization ratio
r2 as a function of space-time rapidity ⌘

a for two di↵erent
reference rapidity bin 3.0 < ⌘

b
< 4.0 and 4.4 < ⌘

b
< 5.0

in Pb-Pb collisions at
p
sNN = 2.76 TeV (open and solid

diamonds), and for 2.5 < ⌘

b
< 3.0 and 3.0 < ⌘

b
< 4.0 in

Au-Au collisions at
p
sNN = 200 GeV (open and solid circles)

from event-by-event (3+1)D ideal hydrodynamics simulations
compared with experimental data from CMS collaboration
Ref. [212] for Pb-Pb collisions at

p
sNN = 2.76 TeV (empty

and solid squares). The figures are from Ref. [207].

AMPT uses HIJING to generate initial partons from
hard and semi-hard scatterings and excited strings from
soft interactions. The number of mini-jet partons per
binary nucleon-nucleon collision in hard and semi-hard
scatterings follow a Poisson distribution with the mean
value given by the jet cross-section. The number of ex-
cited strings is equal to the number of participant nu-
cleons in each event. Besides random fluctuations from
mini-jet partons, the parton density fluctuates along lon-
gitudinal direction according to the length of strings.
There are basically three types of strings:

1. Strings associated with each wounded nucleon (be-
tween a valence quark and a diquark),

η

5

x η x η x
η

(a) (b) (c)

FIG. 3. View of the three dimensional distribution of T ⌧⌧ in a single event from di↵erent angles, covering the entire transverse
plane and 4.8 units in rapidity.

two-particle multiplicity [67] and eccentricity correlations
in rapidity.

A. Rapidity dependence of the multiplicity

We first present results for the rapidity dependence of
the transverse momentum integrated gluon multiplicity.
Fig. 4 shows the event averaged gluon multiplicity rela-
tive to its value at Y = 0 for ↵

s

= 0.15, ↵
s

= 0.225,
and ↵

s

= 0.3 and m = 0.4 GeV. The dependence on the
coupling ↵

s

is clearly visible. In particular, we find ap-
proximate scaling with ↵

s

Y , as demonstrated explicitly
in the lower panel of the figure. The statistical errors
are smaller than the width of the line. To demonstrate
the event-by-event fluctuations, we also show results from
three single events using thin lines. To get a sense of the
magnitude of the rapidity dependence we compare to a
Gaussian fit (width � = 3.86) of experimental data for
dN

ch

/dY from ALICE, also scaled by the value at Y = 0
[68]. Hydrodynamic evolution will broaden the initial
distribution in space-time rapidity to produce somewhat
broader dN

ch

/dY spectra (see e.g. [9]). We thus con-
clude that when characterizing the evolution speed by a
constant ↵

s

, it needs to be 0.15 or greater to generate
results compatible with the experimental data. In order
to compare to evolution speeds quoted in the description
of structure functions we compute

� =
d ln Q2

s

dY
. (17)

Q
s

is defined as the inverse of r at which the dipole am-
plitude N = tr h1 � V †(b + r/2)V (b � r/2)i/N

c

, where
the average is over b, reaches the value 0.15. 2 We fur-
ther neglect the detailed Y dependence of � and quote
a range of � values over the considered Y range. We

2

We constrain ourselves to small values of the dipole amplitude

because at large r non-perturbative e↵ects that are not included

in our prescription a↵ect its value. [57]

find � ⇡ 0.28 � 0.3 for ↵
s

= 0.15 and � ⇡ 0.6 � 0.8 for
↵

s

= 0.3. Values of � = 0.2 � 0.3 are consistent with
experimental data on structure functions [69–71].

FIG. 4. a) Gluon multiplicity relative to its value at Y = 0
for ↵s = 0.15, ↵s = 0.225, and ↵s = 0.3 using m = 0.4GeV.
The various dashed lines show results from three single events
for each value of the coupling constant. The green dash-dot-
dotted line is a Gaussian fit to the charged hadron dN

ch

/dY

data from ALICE [68]. b) The same results plotted vs. ↵sY .

Longitudinal strings Torqued-fireball 3D-Glauber 3D-Glasma

V. KHACHATRYAN et al. PHYSICAL REVIEW C 92, 034911 (2015)

tracks
|<2.4η|N

210 310

)
Tb

,p
Ta

(p 2r

0.7

0.8

0.9

1

 = 5.02 TeVspPb

/s = 0.08η = 0.4fm, σKozlov et al., 

 = 2.76 TeVsPbPb

/s = 0.12ηVISH2+1, MC-Glauber, 
/s = 0.12ηVISH2+1, MC-KLN, 

/s = 0.08η = 0.4fm, σKozlov et al., 

PbPb centrality(%)CMS

 2.0 GeV/c≈
T
b - p

T
ap

 < 3.0 GeV/c
T
a2.5 < p

0.12.57.515.025.035.045.055.0

tracks
|<2.4η|N

210 310

)
Tb

,p
Ta

(p 3r

0.9

1

1.1

1.2

1.3

FIG. 7. (Color online) The pT-dependent factorization ratios r2

and r3 as a function of event multiplicity in pPb and PbPb collisions.
The curves show the calculations for PbPb collisions from viscous
hydrodynamics in Ref. [24] with MC-Glauber and MC-KLN initial-
condition models and η/s = 0.12, and also from hydrodynamic
predictions for PbPb and pPb data in Ref. [25]. The horizontal solid
lines denote the r2 (top) and r3 (bottom) value of unity. The error bars
correspond to statistical uncertainties, while systematic uncertainties
are negligible for the rn results and thus are not shown.

ηa and ηb. However, the main issue with this approach is
that the requirement of |"η| > 2 for removing short-range
two-particle correlations cannot be fulfilled anymore because
the denominator of the factorization ratio takes the Vn"(ηa,ηb)
components, where ηa ≈ ηb. The correlation signal from
collective flow is strongly contaminated by short-range jet-like
correlations. To avoid this problem, an alternative observable is
developed for the study of η-dependent factorization by taking

advantage of the wide η coverage of the CMS tracker and HF
calorimeters.

The η-dependent factorization ratio rn(ηa,ηb) is defined as

rn(ηa,ηb) ≡ Vn"(−ηa,ηb)
Vn"(ηa,ηb)

, (7)

where Vn"(ηa,ηb) is calculated in the same way as Eq. (4)
but for pairs of particles taken from varied ηa and ηb regions
in fixed pa

T and pb
T ranges. Here, particle a is chosen from

charged tracks with 0.3 < pa
T < 3.0 GeV/c and |ηa| < 2.4,

while particle b is selected from the HF calorimeter towers
with the energy exceeding 1 GeV (with a total coverage of
2.9 < |η| < 5.2) without any explicit transverse energy (ET)
threshold for each tower. With this approach, the η values of
both particles from a pair can be varied over a wide range,
while it is possible to ensure a large η gap by combining
detector components covering central and forward η regions.
As illustrated by the schematic in Fig. 8, for 4.4 < ηb < 5.0
from the HF calorimeters, a minimum η gap of two units
between a calorimeter tower and any charged particle from
the silicon tracker is guaranteed. Away-side back-to-back jet
correlations could still be present but they are shown to have
a negligible contribution at low pT because of very high
multiplicities [22], especially in central PbPb collisions. To
account for any occupancy effect of the HF detectors due to
large granularities in η and φ, each tower is weighted by its ET
value when calculating the average in Eq. (4). For consistency,
each track is also weighted by its pT value. The finite azimuthal
resolution of the HF towers (0.349 radians) has negligible
effects on the Vn" calculation, which takes an ET-weighted
average of 36 tower segments over a 2π coverage.

If, for each event, the event-plane angle %n does vary for
particles produced at different η regions, the following relation
for rn(ηa,ηb) can be derived:

rn(ηa,ηb) = ⟨vn(−ηa)vn(ηb) cos{n[%n(−ηa) − %n(ηb)]}⟩
⟨vn(ηa)vn(ηb) cos{n[%n(ηa) − %n(ηb)]}⟩

.

(8)
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FIG. 8. (Color online) A schematic illustration of the acceptance coverage of the CMS tracker and HF calorimeters, and the procedure for
deriving the η-dependent factorization ratio rn(ηa,ηb).

034911-10

V. KHACHATRYAN et al. PHYSICAL REVIEW C 92, 034911 (2015)

tracks
|<2.4η|N

210 310

)
Tb

,p
Ta

(p 2r

0.7

0.8

0.9

1

 = 5.02 TeVspPb

/s = 0.08η = 0.4fm, σKozlov et al., 

 = 2.76 TeVsPbPb

/s = 0.12ηVISH2+1, MC-Glauber, 
/s = 0.12ηVISH2+1, MC-KLN, 

/s = 0.08η = 0.4fm, σKozlov et al., 

PbPb centrality(%)CMS

 2.0 GeV/c≈
T
b - p

T
ap

 < 3.0 GeV/c
T
a2.5 < p

0.12.57.515.025.035.045.055.0

tracks
|<2.4η|N

210 310

)
Tb

,p
Ta

(p 3r

0.9

1

1.1

1.2

1.3

FIG. 7. (Color online) The pT-dependent factorization ratios r2

and r3 as a function of event multiplicity in pPb and PbPb collisions.
The curves show the calculations for PbPb collisions from viscous
hydrodynamics in Ref. [24] with MC-Glauber and MC-KLN initial-
condition models and η/s = 0.12, and also from hydrodynamic
predictions for PbPb and pPb data in Ref. [25]. The horizontal solid
lines denote the r2 (top) and r3 (bottom) value of unity. The error bars
correspond to statistical uncertainties, while systematic uncertainties
are negligible for the rn results and thus are not shown.
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The η-dependent factorization ratio rn(ηa,ηb) is defined as
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, (7)
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T ranges. Here, particle a is chosen from
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threshold for each tower. With this approach, the η values of
both particles from a pair can be varied over a wide range,
while it is possible to ensure a large η gap by combining
detector components covering central and forward η regions.
As illustrated by the schematic in Fig. 8, for 4.4 < ηb < 5.0
from the HF calorimeters, a minimum η gap of two units
between a calorimeter tower and any charged particle from
the silicon tracker is guaranteed. Away-side back-to-back jet
correlations could still be present but they are shown to have
a negligible contribution at low pT because of very high
multiplicities [22], especially in central PbPb collisions. To
account for any occupancy effect of the HF detectors due to
large granularities in η and φ, each tower is weighted by its ET
value when calculating the average in Eq. (4). For consistency,
each track is also weighted by its pT value. The finite azimuthal
resolution of the HF towers (0.349 radians) has negligible
effects on the Vn" calculation, which takes an ET-weighted
average of 36 tower segments over a 2π coverage.

If, for each event, the event-plane angle %n does vary for
particles produced at different η regions, the following relation
for rn(ηa,ηb) can be derived:
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Definition of the observables

Cm,n,m+n = ⟨⟨cos(mφ1 + nφ2 − (m+ n)φ3)⟩⟩

General 3-particle correlator : 
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collective flow is strongly contaminated by short-range jet-like
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2-particle de-correlation observable :
η-η η
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STAR measurements (Au+Au) :
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FIG. 7. (Color online) The pT-dependent factorization ratios r2

and r3 as a function of event multiplicity in pPb and PbPb collisions.
The curves show the calculations for PbPb collisions from viscous
hydrodynamics in Ref. [24] with MC-Glauber and MC-KLN initial-
condition models and η/s = 0.12, and also from hydrodynamic
predictions for PbPb and pPb data in Ref. [25]. The horizontal solid
lines denote the r2 (top) and r3 (bottom) value of unity. The error bars
correspond to statistical uncertainties, while systematic uncertainties
are negligible for the rn results and thus are not shown.

ηa and ηb. However, the main issue with this approach is
that the requirement of |"η| > 2 for removing short-range
two-particle correlations cannot be fulfilled anymore because
the denominator of the factorization ratio takes the Vn"(ηa,ηb)
components, where ηa ≈ ηb. The correlation signal from
collective flow is strongly contaminated by short-range jet-like
correlations. To avoid this problem, an alternative observable is
developed for the study of η-dependent factorization by taking

advantage of the wide η coverage of the CMS tracker and HF
calorimeters.

The η-dependent factorization ratio rn(ηa,ηb) is defined as

rn(ηa,ηb) ≡ Vn"(−ηa,ηb)
Vn"(ηa,ηb)

, (7)

where Vn"(ηa,ηb) is calculated in the same way as Eq. (4)
but for pairs of particles taken from varied ηa and ηb regions
in fixed pa

T and pb
T ranges. Here, particle a is chosen from

charged tracks with 0.3 < pa
T < 3.0 GeV/c and |ηa| < 2.4,

while particle b is selected from the HF calorimeter towers
with the energy exceeding 1 GeV (with a total coverage of
2.9 < |η| < 5.2) without any explicit transverse energy (ET)
threshold for each tower. With this approach, the η values of
both particles from a pair can be varied over a wide range,
while it is possible to ensure a large η gap by combining
detector components covering central and forward η regions.
As illustrated by the schematic in Fig. 8, for 4.4 < ηb < 5.0
from the HF calorimeters, a minimum η gap of two units
between a calorimeter tower and any charged particle from
the silicon tracker is guaranteed. Away-side back-to-back jet
correlations could still be present but they are shown to have
a negligible contribution at low pT because of very high
multiplicities [22], especially in central PbPb collisions. To
account for any occupancy effect of the HF detectors due to
large granularities in η and φ, each tower is weighted by its ET
value when calculating the average in Eq. (4). For consistency,
each track is also weighted by its pT value. The finite azimuthal
resolution of the HF towers (0.349 radians) has negligible
effects on the Vn" calculation, which takes an ET-weighted
average of 36 tower segments over a 2π coverage.

If, for each event, the event-plane angle %n does vary for
particles produced at different η regions, the following relation
for rn(ηa,ηb) can be derived:

rn(ηa,ηb) = ⟨vn(−ηa)vn(ηb) cos{n[%n(−ηa) − %n(ηb)]}⟩
⟨vn(ηa)vn(ηb) cos{n[%n(ηa) − %n(ηb)]}⟩

.
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Longitudinal de-correlation around mid-rapidity

Longitudinal de-correlation scaled w.r.to beam rapidity, LHC results 
seems to show a scaling, do we see a breaking at RHIC ?
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Definition of the observables

Cm,n,m+n = ⟨⟨cos(mφ1 + nφ2 − (m+ n)φ3)⟩⟩
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correspond to statistical uncertainties, while systematic uncertainties
are negligible for the rn results and thus are not shown.
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threshold for each tower. With this approach, the η values of
both particles from a pair can be varied over a wide range,
while it is possible to ensure a large η gap by combining
detector components covering central and forward η regions.
As illustrated by the schematic in Fig. 8, for 4.4 < ηb < 5.0
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the silicon tracker is guaranteed. Away-side back-to-back jet
correlations could still be present but they are shown to have
a negligible contribution at low pT because of very high
multiplicities [22], especially in central PbPb collisions. To
account for any occupancy effect of the HF detectors due to
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We have made precision measurements of the shear viscosity to 
entropy density ratio η/s of the matter formed in HICs

φ

Achieving quantitative understanding

Example: Shear viscosity to entropy density ratio η/s 
Broad theoretical efforts and experimental advances 
lead to increasingly precise determination of η/s 

41
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Can we map out the temperature dependence 
profile of transport parameters ?

“…temperature dependence will be 
more tightly constrained by upcoming 
measurements…” 
Page 22, The 2015 LONG RANGE 
PLAN for NUCLEAR SCIENCE 

Transport properties of matter formed in HICs
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Can we map out the temperature dependence 
profile of transport parameters ?

“…temperature dependence will be 
more tightly constrained by upcoming 
measurements…” 
Page 22, The 2015 LONG RANGE 
PLAN for NUCLEAR SCIENCE 

Transport properties of matter formed in HICs

η
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Constraining temperature dependence of η/s(T)

Niemi et al 1203.2452

Viscosity has temperature dependence, RHIC & LHC probe 
different regions 
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FIG. 7. (Color online) Charged hadron v2(pT ) at RHIC, with
GLmix initialization.
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FIG. 8. (Color online) Proton v2(pT ) at RHIC, with BCfit
initialization.

from binary collisions is large, of order ∼ 70 %, see Ta-
ble I. Therefore, we show only results with the BCfit ini-
tialization; these are compared to data from the ALICE
collaboration [45]. The calculated spectra are somewhat
flatter than the data. Here, we have used the same decou-
pling temperature as at RHIC, i.e., Tdec = 100 MeV. We
could improve the agreement with the data by decoupling
at even lower temperature than at RHIC. Another way
to improve the agreement is choosing a larger chemical
freeze-out temperature. This would give steeper spectra,
but the proton multiplicity at RHIC would then be over-
estimated. However, we have tested that the dependence
of the spectra and the elliptic flow on η/s is unchanged

by these details.
As was the case at RHIC, at LHC the slopes of the

spectra are practically independent of the η/s parame-
terization. We note that here we have used the initial-
ization time τ0 = 1.0 fm, i.e., the same as at RHIC. In
Ref. [9] we observed a quite visible correlation between
the shear viscosity and the spectral slopes. Here, the later
initialization time and the fact that we now compensate
for the entropy production between different η/s param-
eterizations almost completely removes this correlation.
However, the earlier the evolution starts, the more the
viscosity will affect the slopes.
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FIG. 9. (Color online) Charged hadron spectra at LHC, with
BCfit initialization.

The pT -differential elliptic flow for all charged hadrons
is shown in Fig. 10 and for protons in Fig. 11. The
charged hadron elliptic flow is compared with ALICE
four-particle cumulant data [46]. We can see that in the
10− 20 % centrality class, changing the hadronic η/s or
changing the high-temperature η/s has quite a similar
impact on the elliptic flow, e.g. the difference between
the LH-LQ and LH-HQ and between the LH-LQ and
HH-LQ curves is nearly the same. However, the more pe-
ripheral the collision is, the more the viscous suppression
is dominated by the hadronic η/s. This is confirmed by
comparing the grouping of the flow curves in the 40− 50
% centrality class at LHC with that at RHIC, cf. Figs. 6
and 10. As was the case in Au+Au collisions at RHIC,
also here the grouping of the curves for the protons is
similar to that of all charged hadrons, cf. Fig. 11.
Note that, within our set-up, the best agreement with

the ALICE data is obtained with the HH-HQ parameter-
ization, i.e., with a temperature-dependent η/s in both
hadronic and high-temperature phases. However, in the
low-pT region our calculations systematically underesti-
mate the elliptic flow in all centrality classes. As was the
case with the pT -spectrum, decoupling at a lower tem-

8

perature and choosing a higher chemical freeze-out tem-
perature would improve the agreement, without changing
the grouping of the elliptic flow curves with the η/s pa-
rameterizations.

0.00

0.05

0.10

0.15

0.20

0.25

v 2
(p

T) charged hadrons

LHC 2760 AGeV

10-20 %

LH-LQ
LH-HQ
HH-LQ
HH-HQ
ALICE v2{4} 20-30 %

0.00

0.05

0.10

0.15

0.20

0.25

0 1 2 3

v 2
(p

T)

pT [GeV]

30-40 %

0 1 2 3
pT [GeV]

40-50 %

FIG. 10. (Color online) Charged hadron v2(pT ) at LHC, with
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In Fig. 12 we show the pT -differential elliptic flow for√
sNN = 5.5 TeV Pb+Pb collisions. In this case the

viscous suppression of v2(pT ) is dominated by the high-
temperature η/s in central collisions, while peripheral
collisions resemble more the lower-energy central colli-
sions at LHC, i.e., both hadronic and high-temperature
viscosity contribute similarly to the suppression. Fur-
thermore, the higher the pT , the more the hadronic
viscosity contributes to the suppression. This happens
mainly because δf increases with both viscosity and pT .
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FIG. 12. (Color online) Charged hadron v2(pT ) at LHC 5.5
A TeV, with BC initialization.

V. EFFECTS OF SHEAR INITIALIZATION,
MINIMUM OF η/s AND RELAXATION TIME

One of the main results of Ref. [9] is that, at RHIC,
the high-temperature shear viscosity has very little effect
on the elliptic flow. In this section we elaborate more
on this analysis, and explicitly show that this statement
holds for an out-of-equilibrium initialization of the shear-
stress tensor as well. We also study the effect of varying
the relaxation time.
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FIG. 13. (Color online) Charged hadron v2(pT ) at RHIC,
with BCfit and NS initialization.

Figure 13 shows the elliptic flow of charged hadrons in
the 20 − 30 % centrality class at RHIC. Instead of set-
ting πµν to zero initially, here the so-called Navier-Stokes

RHIC LHCη/s(T ! TC ) �/s(T > TC )

Region of nearly perfect fluidity (RHIC collisions spend a lot of time here)
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Recent STAR results and comparison to model indicate a large 
fraction of flow correlations are developed at the hadronic stage
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This unique feature of RHIC
can be utilized 
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Constraining temperature dependence of η/s(T)

RHIC

LHC

Measurements at RHIC with STAR forward upgrade can 
constrain η/s (T) over wide window of temperatures

Denicol et al  
1512.01538

Viscosity has temperature dependence : 
RHIC collisions can probe the region of perfect fluidity 

Denicol et al PhysRevLett.116.212301
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Constraining temperature dependence of η/s(T)

Denicol et al PhysRevLett.116.212301

to PHOBOS data [47] in Fig. 2. The normalization of the
initial entropy densitywas adjusted in each scenario to fit the
most central (0%–3% central) events. The dip around
midrapidity is less pronounced than in models that use a
flat rapidity plateau in the initial entropy density distribution
[13]. A large viscosity at higher temperatures inhibits the
longitudinal expansionmost and leads to the best description
of the spectra with the used initial state model. At ηp ¼ 4,
dN=dηp is overestimated by approximately 15% in the two
scenarios with the smallest QGP viscosity.
Rapidity dependent anisotropic flow.—The flow har-

monics vn as functions of pseudorapidity are calculated
using the event average,

vnf2gðηpÞ ¼
hvnvnðηpÞ cos n½(ψn − ψnðηpÞ)%iffiffiffiffiffiffiffiffiffi

hv2ni
p : ð3Þ

ψnðηpÞ is the event plane at pseudorapidity ηp, and vn and
ψn are the average values over the pseudorapidity range
jηpj < 6. We have verified that, in the simulation, the
resulting vnf2gðηpÞ’s are very close to the root mean square

values
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hv2nðηpÞi

q
. For clarity of notation, in the following

we will refer to vnf2gðηpÞ from Eq. (3) as vnðηpÞ.
We show results for the charged hadron v2ðηpÞ for (top

panel) 0%–40% and (bottom panel) 3%–15% and 15%–
25% central

ffiffiffi
s

p
¼ 200GeV collisions and pT > 0.15 GeV

in Fig. 3 for the four different scenarios discussed above.
[All results for vnðηpÞ were symmetrized around ηp ¼ 0 to
increase the statistics.] One can see that different temper-
ature dependencies lead to variations in the ηp dependence.
Because the average temperature decreases with increasing
rapidity, a large hadronic shear viscosity causes v2ðηpÞ to
drop more quickly with jηpj, while a large QGP viscosity
makes the distribution flatter in ηp. The constant ηT=ðεþPÞ
case lies between the two cases. Previous calculations using
UrQMD in the low temperature regime, which can be
compared to the case of large hadronic viscosity, show a
similar trend [17,20], although with a smaller effect.
The v2 of charged hadrons as a function of pseudor-

apidity at the RHIC has been measured by the PHOBOS
[48,49] and STAR [50] collaborations. As shown in Fig. 3,
the existing data can already constrain the temperature
dependence of ηT=ðεþ PÞ. Clearly, a large hadronic
viscosity is favored by the PHOBOS data, while a constant
value is hard to reconcile with the experimentally observed
decrease of v2 with pseudorapidity. Assuming that the
initial state is not dramatically different from our model
description, a QGP shear viscosity as large as the largest
one used in this calculation can be excluded. We note that
this scenario predicts a wrong centrality dependence of v2
even at midrapidity. The scenario with large hadronic and
moderate QGP shear viscosity is still compatible with most
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FIG. 1. The four scenarios of temperature dependent ηT=ðεþ
PÞ at μB ¼ 0.
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FIG. 2. dN=dηp of charged hadrons in two different centrality
classes for the four scenarios compared to experimental data from
the PHOBOS Collaboration [47].

FIG. 3. v2 of charged hadrons as a function of pseudorapidity
for the four different shear viscosity scenarios compared to
experimental data from the PHOBOS Collaboration [48,49].
(Top panel) 0%–40% centrality. (Bottom panel) 3%–15% and
15%–25% centralities.

PRL 116, 212301 (2016) P HY S I CA L R EV I EW LE T T ER S
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Existing data has large uncertainties to constrain η/s (T)

fSTAR fSTAR

Measurements at RHIC with STAR forward upgrade can 
constrain η/s (T) over wide window of temperatures
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Collectivity in Small systems
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High multiplicity events in small collision systems and HICs

Collectivity in small collision systems

What kind of initial state correlations lead to such momentum 
space distribution of particle emission ? 

Hydrodynamic evolution: one possible mechanism, but what 
else ?

Signature of collectivity: similar pattern of particle emission 
over a wide range in momentum space
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From Heavy Ion to small collisions

p+Aud+Au3He+AuAu+Au
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How anisotropy is generated with time  

fig: McDonald et al, 
arXiv:1704.07680

Initial conditions: position space and momentum space anisotropy 

Full stress-energy tensor from IP-Glasma 

Before hydrodynamics takes over, the system already has momentum 
space anisotropy 
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How anisotropy is generated with time  
Schenke, Shen, PT  in preparation 

Au+Au p/d/3He+Au

IP-Glasma + MUSIC (Hydro)

Smooth evolution in A+A Evolution in small systems

Very different trends between large and small systems
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How anisotropy is generated in small systems

Use STAR data to constrain model

Make prediction for small systems

Schenke, Shen, PT  in preparation 
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How anisotropy is generated in small systems
Effect of initial flow and viscous tensor

!40 B j ö r n  S c h e n k e ,  B N L

B. Schenke, C. Shen, P. Tribedy, in preparation

PHENIX Collaboration, e-Print: arXiv:1805.02973
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pT (GeV)

0.00
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P
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pAu no initial ⇡µ⌫

pAu no initial uµ and ⇡µ⌫

PHENIX pAu 0-5%

τ0=0.4fm

Too little if no initial flow

Too large without full Tμν

IP-Glasma + 
MUSIC + UrQMD

Flow in d+A using a hybrid framework constrained by A+A data at RHIC

Schenke, Shen, PT  in preparation 

A large fraction of the anisotropy is coming from initial flow not geometry 

In IP-Glasma framework this initial flow is coming from Glasma & CGC
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Hydrodynamics (single-
particle anisotropy)

Hydro vs other models such as CGC

Ψt
2

Ψt
2Small v2 {2}

Ψt
2Large v2 {2}

Ψt
2Small v2 {2}

CGC (two-particle anisotropy)

There is something 
called event-plane

There is no such thing 
called event-plane

Ψ2 {recon}

Ψ2 {recon} Ψ2 {recon}

Ψ2 {recon}

Δφ

C(Δφ)

π0

Large v2 {2}
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How much anisotropy come from Hydro ?
Triggered by interesting discussions at GHP@APS 2019

Ψt
2

Ψt
2Large v2 {2}Large v2 {2}

Ψ2 (pT)

Ψ2 (pT) Ψ2 (pT)Ψ2 (pT)

Hydrodynamics (single-
particle anisotropy)

CGC (two-particle anisotropy)

v2(2PC) =
v2
2{2}(pT,1, pT,2)

v2{2}(pT,2, pT,2)

=
�v2(pT , 1)v2(pT,2) cos(2�2(pT,1) � 2�2(pT,2))��

�v2
2(pT,2)�

Only STAR has the capability to measure factorization breaking of long-
range azimuthal correlation, even one systems is enough

Goal is to test if factorization holds
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Summary

References 

87. Dumitru A, Gelis F, McLerran L and Venugopalan R 2008 Nucl. Phys. A810 91–108, 0804.3858 

88. G. Denicol, A. Monnai, B. Schenke, Phys. Rev. Lett. 116, 212301 (2016), 1512.01538   

89. B. Schenke, S. Schlichting (2016), 1605.07158 

90. H. Niemi et al, Phys. Rev. Lett. 106, 212302 (2011), 1101.2442 

91. Aprahamian, Ani et al, “Reaching for the horizon: The 2015 long-range plan for                         
nuclear science”, 2015, ht tp: / /science.energy.gov/~/media/np/nsac/pdf/2015LRP/
2015_LRPNS_091815.pdf  

92. P. Tribedy [STAR Collaboration], arXiv:1612.05593 [nucl-ex]. 
93. P. Bozek et al, Phys. Rev. C83, 034911 (2011). J. Jia and P. Huo, Phys. Rev. C90, 034915 (2014), L.-

G. Pang et al, Eur. Phys. J. A52, 97 (2016), arXiv:1511.04131 [nucl-th]. 

94. V. Khachatryan et al. (CMS), Phys. Rev. C92, 034911 (2015). 
95. A. Bzdak, D. Teaney, Phys. Rev. C87(2), 024906 (2013), 1210.1965  

96. J. Jia, S. Radhakrishnan, M. Zhou (2015), 1506.03496 

97. ATLAS detector, Tech. Rep. ATLAS-CONF-2015-051, URL : http://cds.cern.ch/record/2055672  
98. A. Monnai, B. Schenke (2015), 1509.04103  

99. A. Mazeliauskas, D. Teaney (2015), 1509.07492 

100.R.S. Bhalerao, J.Y. Ollitrault, S. Pal, D. Teaney, Phys. Rev. Lett. 114(15), 152301 (2015), 1410.7739 

101.L.G. Pang, G.Y. Qin et al., arXiv:1410.8690 (2014); private communications.  

102.A. Dobrin (ALICE), Nucl. Phys. A904-905, 455c (2013), arXiv:1211.5348 [nucl-ex] . 

103.G. Aad et al. (ATLAS Collaboration), https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/
CONFNOTES/ATLASCONF-2014-022 .

Physics Measurements Longitudinal  
decorrelation 

Cn(Δη)                
rn (ηa,ηb)

Temperature 
dependent 
transport 
η/s(T), 
ζ/s(T)

Mixed flow 
Harmonics  
correlation 

Cm,n,m+n

Ridge 
VnΔ

Event 
Shape 
and 
Jet-

studies
  Detectors Acceptance

Forward  
Calorimeter  

(FCS)

-2.5 > η > - 4.2, 
ET (photons, 

hadrons) One of these 
detectors 
necessary

One of these 
detectors 
necessary

Good 
to have One of 

these 
detectors 
neededForward 

Tracking System 
(FTS)

-2.5 > η > - 4.2, 
pT (charged 
particles)

Important Important

Table 1: Summary of physics topics and corresponding detector requirements under proposed upgradefSTAR upgrade at RHIC will provide unique opportunity to :                                                               
1) Breaking of boost invariance in heavy ion collisions 
2) Transport parameters near the region of perfect fluidity 
3) Breaking of flow factorization in small collision systems 
4) Enhanced Spin Polarization and reduced CME like phenomena 
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A different picture when you change rapidity
Schenke, Schlichting 1407.8458

� = �4.8 (x � 1.6 � 10�5)� = �2.3 (x � 2 � 10�4)� = 0 (x � 2 � 10�3)

How color fields inside colliding nuclei changes with x (rapidity)

Even for a fixed nucleon configuration the correlation length 
has to change as saturation scale change with rapidity  

Rapidity provides way to very Bjorken x 
3

FIG. 1. Transverse profile of a single proton configuration at four di↵erent intervals dY of the evolution. The di↵erent
panels show a contour plot of the real part of the trace of the Wilson line <(tr[1 � V (x, y)])/N

c

as a function of the transverse
coordinates x and y. The small (large) blue circles show the position and size of the three constituent quarks (the proton).

emphasize that even though we will be interested in the
evolution of a finite size proton where translation invari-
ance is explicitly broken, the use of periodic boundary
conditions does not pose any additional problems. We
find that, as long as the kernel decays su�ciently fast at
large distance scales and the physical extent of the proton
is small compared to the lattice size, (unphysical) contri-
butions from across the lattice boundary are suppressed
by several orders of magnitude.

We solve the lattice version of Eq. (8) numerically by
performing a series of updates in dY according to the fol-
lowing procedure: We first generate the stochastic fields
⇠
x

at each lattice point and subsequently perform the
color rotations V

z

⇠
z

V

†
z

to obtain the argument of the left
hand side exponential. We then perform the two con-
volutions with the kernel, which for a lattice with pe-
riodic boundary conditions can be performed in Fourier
space at cost of order N2

? log(N2

?), which is significantly
more e�cient than the direct implementation in coordi-
nate space, which scales as N4

?. Finally, we perform the
matrix exponential by use of analytic matrix diagonaliza-
tion formulae [28] and compute the Wilson lines at the
next rapidity step. This procedure is then repeated to
obtain the evolution over a finite rapidity interval.

Within this framework observables can be computed in
a straightforward way as functionals of the Wilson lines
at any given Y [12, 14–16]. When converting the results
to physical units, the scale of the lattice computation is
set by the proton radius R

p

' 1 fm.1 If not stated other-
wise, the results presented in this paper are obtained for
N? = 2048 lattices with physical size N?a? = 8.53 fm,
lattice spacing a? = 4.167 ⇥ 10�3 fm, and rapidity step
size dY = 3.33 ⇥ 10�3. We will consider a fixed cou-
pling constant ↵

s

= 0.3 for simplicity and comment on
expected modifications due to running coupling e↵ects.

1

The precise value of R
p

can be fixed by fitting experimental data

on DIS cross sections within our model. We expect R
p

to be close

to the gluonic radius (see e.g. [29]).

IV. EVOLUTION OF A SINGLE PROTON

When studying the energy evolution of a single pro-
ton, we start at some moderately small value of x = x

0

,
where the evolution becomes dominated by the gluon de-
grees of freedom. We thus need a parametrization of the
initial Wilson line configurations of a proton at x

0

, which
in principle could be constrained by DIS data. Within
this exploratory study, we refrain from performing actual
fits to experimental data and instead consider di↵erent
parameters within a simple model of the proton.
Our approach is motivated by the phenomenologically

successful constituent quark model [30, 31] and amounts
to sampling a distribution of moderately small x gluons
around the large x constituent quarks. In practice we first
sample the positions ~x

CQ

= (x
CQ

, z

CQ

) of the three large
x constituent quarks according to a three dimensional
Gaussian distribution inside the proton, such that

h~x 2

CQ

i = R

2

p

. (10)

We then initialize the Wilson lines according to a
color neutral distribution of randomly distributed color
charges ⇢

a

(x) inside the constituent quarks, which we
think of as corresponding to the gluons radiated o↵ the
constituent quarks between x ⇠ 1 and the initial value of
x = x

0

.
We divide this large x region into N

0

Y

= 100 intervals,
such that the initial Wilson lines are given by [32]

V

0

(x) =

N

0
Y

Y

i=1

exp

✓

�ig

⇢

Yi
a

(x)ta

r2

? +m

2

◆

(11)

where r2

? = @

i

@

i and m ⇠ ⇤
QCD

is the same e↵ective
mass scale as in Eq. (9), which regulates the infrared be-
havior of the Coulomb tails. We consider a Gaussian
distribution of the color charges ⇢

Yi
a

(x), which – follow-
ing standard McLerran-Venugopalan type models [3] –
we take as uncorrelated between points (x and y) in the
transverse plane, di↵erent colors, and di↵erent rapidity
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� = �4.8 (x � 1.6 � 10�5)� = �2.3 (x � 2 � 10�4)� = 0 (x � 2 � 10�3)

Gluon density inside protons and nuclei changes with x (rapidity)

Proton

Nucleus

small x
Rapidity provides way to very Bjorken x 

3

FIG. 1. Transverse profile of a single proton configuration at four di↵erent intervals dY of the evolution. The di↵erent
panels show a contour plot of the real part of the trace of the Wilson line <(tr[1 � V (x, y)])/N

c

as a function of the transverse
coordinates x and y. The small (large) blue circles show the position and size of the three constituent quarks (the proton).

emphasize that even though we will be interested in the
evolution of a finite size proton where translation invari-
ance is explicitly broken, the use of periodic boundary
conditions does not pose any additional problems. We
find that, as long as the kernel decays su�ciently fast at
large distance scales and the physical extent of the proton
is small compared to the lattice size, (unphysical) contri-
butions from across the lattice boundary are suppressed
by several orders of magnitude.

We solve the lattice version of Eq. (8) numerically by
performing a series of updates in dY according to the fol-
lowing procedure: We first generate the stochastic fields
⇠
x

at each lattice point and subsequently perform the
color rotations V

z

⇠
z

V

†
z

to obtain the argument of the left
hand side exponential. We then perform the two con-
volutions with the kernel, which for a lattice with pe-
riodic boundary conditions can be performed in Fourier
space at cost of order N2

? log(N2

?), which is significantly
more e�cient than the direct implementation in coordi-
nate space, which scales as N4

?. Finally, we perform the
matrix exponential by use of analytic matrix diagonaliza-
tion formulae [28] and compute the Wilson lines at the
next rapidity step. This procedure is then repeated to
obtain the evolution over a finite rapidity interval.

Within this framework observables can be computed in
a straightforward way as functionals of the Wilson lines
at any given Y [12, 14–16]. When converting the results
to physical units, the scale of the lattice computation is
set by the proton radius R

p

' 1 fm.1 If not stated other-
wise, the results presented in this paper are obtained for
N? = 2048 lattices with physical size N?a? = 8.53 fm,
lattice spacing a? = 4.167 ⇥ 10�3 fm, and rapidity step
size dY = 3.33 ⇥ 10�3. We will consider a fixed cou-
pling constant ↵

s

= 0.3 for simplicity and comment on
expected modifications due to running coupling e↵ects.

1

The precise value of R
p

can be fixed by fitting experimental data

on DIS cross sections within our model. We expect R
p

to be close

to the gluonic radius (see e.g. [29]).

IV. EVOLUTION OF A SINGLE PROTON

When studying the energy evolution of a single pro-
ton, we start at some moderately small value of x = x

0

,
where the evolution becomes dominated by the gluon de-
grees of freedom. We thus need a parametrization of the
initial Wilson line configurations of a proton at x

0

, which
in principle could be constrained by DIS data. Within
this exploratory study, we refrain from performing actual
fits to experimental data and instead consider di↵erent
parameters within a simple model of the proton.
Our approach is motivated by the phenomenologically

successful constituent quark model [30, 31] and amounts
to sampling a distribution of moderately small x gluons
around the large x constituent quarks. In practice we first
sample the positions ~x

CQ

= (x
CQ

, z

CQ

) of the three large
x constituent quarks according to a three dimensional
Gaussian distribution inside the proton, such that

h~x 2

CQ

i = R

2

p

. (10)

We then initialize the Wilson lines according to a
color neutral distribution of randomly distributed color
charges ⇢

a

(x) inside the constituent quarks, which we
think of as corresponding to the gluons radiated o↵ the
constituent quarks between x ⇠ 1 and the initial value of
x = x

0

.
We divide this large x region into N

0

Y

= 100 intervals,
such that the initial Wilson lines are given by [32]
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where r2

? = @
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@

i and m ⇠ ⇤
QCD

is the same e↵ective
mass scale as in Eq. (9), which regulates the infrared be-
havior of the Coulomb tails. We consider a Gaussian
distribution of the color charges ⇢

Yi
a

(x), which – follow-
ing standard McLerran-Venugopalan type models [3] –
we take as uncorrelated between points (x and y) in the
transverse plane, di↵erent colors, and di↵erent rapidity
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� = �4.8 (x � 1.6 � 10�5)� = �2.3 (x � 2 � 10�4)� = 0 (x � 2 � 10�3)

Gluon density inside protons and nuclei changes with x (rapidity)

Proton

Nucleus

small x

Testing ground for QCD evolution equations (BK, JIMWLK)
Can we study this with precision measurements at forward rapidity ?
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Many approaches to describe initial stages

DIPSY

IP-Jazma

AdS/CFT
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FIG. 1: Elliptic flow as a function of pseudorapidity (v2(η))
for charged hadrons in minimum-bias collisions at

√
s

NN
=

130 GeV (open triangles) [11] and 200 GeV (closed triangles).
One sigma statistical errors are shown as the error bars.
Systematic errors (90% C.L.) are shown as gray boxes only
for the 200 GeV data.

at −34 cm away from the nominal vertex position,
along the beam axis [11]. The vertex trigger enabled
a special sample (∼ 1 million triggers) of such events
to be taken. The track-based method required events
with vertices within about 10 cm of the nominal vertex
position, which allowed a large fraction of the 2001
Au+Au data set at 200 GeV (∼ 25 million triggers) to
be used. The minimum-bias sample for the hit-based
method consists of all triggered events that have a valid
reconstructed vertex. This engenders biases similar to
those discussed in [11] and leads to the average number
of participants ⟨Npart⟩ given in Table I. For the track-
based method, only the fraction of the cross-section
unbiased by trigger and vertex inefficiencies is used to
form the minimum-biased sample. The average number
of participants for this method is also given in Table I.
For the centrality dependent v2(η) analysis, the data
samples were subdivided into the three centrality classes
given in Table I. The top 3% of the cross-section,
where the flow signal is smallest, was omitted to reduce
the resulting statistical and systematic errors on the
most central bin. Differences in the average number
of participants between the two methods, for the same
fraction of the Au+Au cross-section, occur because the
track-based method is track weighted whereas the hit-
based method is event weighted. This results in slightly
higher ⟨Npart⟩ values for the track-based method, which
are insignificant given the systematic error in ⟨Npart⟩.
For both methods the resulting centrality classes are
unbiased. The summary of the number of events used
is also given in Table I.

Monte Carlo (MC) simulations of the detector per-
formance based on the Hijing [20] event generator and
GEANT 3.21[21] simulation package were used for sys-
tematic error studies.

Figure 1 shows the minimum-bias result for the

200-GeV data using the hit-based method (as described
in [11]). The data show a steady decrease in v2 with
increasing |η|, similar to that seen at the lower energy of√

s
NN

= 130 GeV (also shown). No significant difference
in shape or magnitude is seen within the systematic
errors. The ratio of v2 at

√
s

NN
= 200 GeV compared

to 130 GeV, averaged over all η, is 1.04 ± 0.03(stat.) ±
0.04(syst.).

The track-based method correlates the azimuthal angle
of tracks that traverse the spectrometer, φtrk, with the
event plane as measured in the octagon, Ψ2, event by
event. The method used is based upon the scheme
described by Poskanzer and Voloshin [22], where the
strength of the flow is given by the nth Fourier coefficient
of the particle azimuthal angle distribution

dN

d(φtrk − ΨR)
∼ 1 +

∑

n

2vn cos [n (φtrk − ΨR)]. (1)

In this analysis only the n = 2 component is studied and
the true reaction plane, ΨR, is approximated by the event
plane Ψ2.

The use of tracking requires events with vertices
near the nominal vertex range (−8 cm < vz < 10 cm) to
ensure maximum track acceptance in the spectrometer.
Only the parts of the OCT detector with complete
azimuthal acceptance (i.e. those away from mid-rapidity)
are used to determine the reaction plane. Two sub-
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multiplicity, are used to determine the event plane
resolution. The sub-event sizes are vertex dependent,
resulting in a resolution correction that is both centrality
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where φi is the ith hit’s measured angle, and the sums
run over all hits in both sub-events. The sub-events are
combined for the event plane determination in order to
maximize its resolution. Vertex dependent corrections,
some determined on an event-by-event basis, are used
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occupancy biases. The resulting distributions of event
plane angles are found to be flat within 2%.
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collisions which span a factor of 10 in collision energy
(
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sNN
p

). The results are folded about midrapidity (positive
and negative ! bins are averaged). The distributions are
observed to be independent of collision energy over a
substantial !0 range. This is consistent with and extends
a similar observation made by BRAHMS [10] over a more
restricted !0 range. Both the 19.6 and 130 GeV data reach
85%–90% of their maximum value before deviating sig-
nificantly (more than 5%) from the common limiting
curve. These data demonstrate that limiting fragmenta-
tion applies well in the Au! Au system and that the
‘‘fragmentation region’’ is rather broad, covering more
than half of the available range of !0 over which particles
are produced. In particular, the fragmentation region
grows significantly between 19.6 and 130 GeV, extending
more than two units away from the beam rapidity. A
similar effect was observed in p! !pp collisions, over a
range of

!!!

s
p

from 53 to 900 GeV [16]. In both cases,

particle production appears to approach a fixed limiting
curve which extends far from the original beam rapidity,
indicating that this universal curve is an important fea-
ture of the overall interaction and not simply a nuclear
breakup effect. This result is in sharp contrast to the
boost-invariance scenario [18] which predicts a fixed
fragmentation region and a broad central rapidity plateau
that grows in extent with increasing energy.

Figure 2(b) shows the scaled pseudorapidity distribu-
tions for a set of noncentral collisions, which also exhibit
limiting fragmentation over a broad range of !0. Figure 3
shows the centrality dependence of the dNch=d!0=
hNpart=2i distribution at the two extreme energies: 19.6
and 200 GeV. These data demonstrate that particle pro-
duction in the fragmentation region changes significantly
with centrality. Figure 4 shows the ratio of noncentral to
central data with (90% C.L.) systematic errors included.
The error in the ratio involves a partial cancellation of
the systematic errors in the individual measurements.
For !0 > "1:5, the scaled pseudorapidity density actu-
ally grows in the peripheral data with respect to the more
central data. This effect has already been observed for
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of ! for central (0%–6%) collisions.
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FIG. 2. Au! Au data for
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sNN
p & 19:6, 130, and 200 GeV,

plotted as dNch=d!0 per participant pair, where !0 ' !" ybeam
for (a) 0%–6% central and (b) 35%–40% central. Systematic
errors (90% C.L.) are shown for selected, typical, points.
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FIG. 1. The charged particle pseudorapidity distribution,
dNch=d!, measured for Au! Au at
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sNN
p & 200, 130, and

19.6 GeV for the specified centrality bins. Note: the 45%–
55% bin is not reported for the 19.6 GeV data due to uncer-
tainties caused by the very low multiplicity in these events. The
typical systematic errors (90% C.L.) are shown as bands for
selected centrality bins. The statistical errors are negligible.
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Limited previous measurements exist at forward rapidity at RHIC
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Background comes from Jets & non-flow → small Δη 
Flow like correlations are early time long-range → large Δη 
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FIG. 1. Transverse profile of a single proton configuration at four di↵erent intervals dY of the evolution. The di↵erent
panels show a contour plot of the real part of the trace of the Wilson line <(tr[1 � V (x, y)])/N

c

as a function of the transverse
coordinates x and y. The small (large) blue circles show the position and size of the three constituent quarks (the proton).

emphasize that even though we will be interested in the
evolution of a finite size proton where translation invari-
ance is explicitly broken, the use of periodic boundary
conditions does not pose any additional problems. We
find that, as long as the kernel decays su�ciently fast at
large distance scales and the physical extent of the proton
is small compared to the lattice size, (unphysical) contri-
butions from across the lattice boundary are suppressed
by several orders of magnitude.

We solve the lattice version of Eq. (8) numerically by
performing a series of updates in dY according to the fol-
lowing procedure: We first generate the stochastic fields
⇠
x

at each lattice point and subsequently perform the
color rotations V

z

⇠
z

V

†
z

to obtain the argument of the left
hand side exponential. We then perform the two con-
volutions with the kernel, which for a lattice with pe-
riodic boundary conditions can be performed in Fourier
space at cost of order N2

? log(N2

?), which is significantly
more e�cient than the direct implementation in coordi-
nate space, which scales as N4

?. Finally, we perform the
matrix exponential by use of analytic matrix diagonaliza-
tion formulae [28] and compute the Wilson lines at the
next rapidity step. This procedure is then repeated to
obtain the evolution over a finite rapidity interval.

Within this framework observables can be computed in
a straightforward way as functionals of the Wilson lines
at any given Y [12, 14–16]. When converting the results
to physical units, the scale of the lattice computation is
set by the proton radius R

p

' 1 fm.1 If not stated other-
wise, the results presented in this paper are obtained for
N? = 2048 lattices with physical size N?a? = 8.53 fm,
lattice spacing a? = 4.167 ⇥ 10�3 fm, and rapidity step
size dY = 3.33 ⇥ 10�3. We will consider a fixed cou-
pling constant ↵

s

= 0.3 for simplicity and comment on
expected modifications due to running coupling e↵ects.

1

The precise value of R
p

can be fixed by fitting experimental data

on DIS cross sections within our model. We expect R
p

to be close

to the gluonic radius (see e.g. [29]).

IV. EVOLUTION OF A SINGLE PROTON

When studying the energy evolution of a single pro-
ton, we start at some moderately small value of x = x

0

,
where the evolution becomes dominated by the gluon de-
grees of freedom. We thus need a parametrization of the
initial Wilson line configurations of a proton at x

0

, which
in principle could be constrained by DIS data. Within
this exploratory study, we refrain from performing actual
fits to experimental data and instead consider di↵erent
parameters within a simple model of the proton.
Our approach is motivated by the phenomenologically

successful constituent quark model [30, 31] and amounts
to sampling a distribution of moderately small x gluons
around the large x constituent quarks. In practice we first
sample the positions ~x

CQ

= (x
CQ

, z

CQ

) of the three large
x constituent quarks according to a three dimensional
Gaussian distribution inside the proton, such that

h~x 2

CQ

i = R

2

p

. (10)

We then initialize the Wilson lines according to a
color neutral distribution of randomly distributed color
charges ⇢

a

(x) inside the constituent quarks, which we
think of as corresponding to the gluons radiated o↵ the
constituent quarks between x ⇠ 1 and the initial value of
x = x

0

.
We divide this large x region into N

0

Y

= 100 intervals,
such that the initial Wilson lines are given by [32]
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where r2

? = @

i

@

i and m ⇠ ⇤
QCD

is the same e↵ective
mass scale as in Eq. (9), which regulates the infrared be-
havior of the Coulomb tails. We consider a Gaussian
distribution of the color charges ⇢

Yi
a

(x), which – follow-
ing standard McLerran-Venugopalan type models [3] –
we take as uncorrelated between points (x and y) in the
transverse plane, di↵erent colors, and di↵erent rapidity
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as a function of the transverse
coordinates x and y. The small (large) blue circles show the position and size of the three constituent quarks (the proton).
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Testing ground for QCD evolution equations (BK, JIMWLK)
Vn∆ = ⟨cos(n(φ1(η1)−φ2(η2)))⟩

window of relative pseudo-rapidity. The proposed forward upgrade of STAR will explore the 
origin of such decorrelations in details.  

    Another promising observable which measures the decorrelation of azimuthal anisotropies 
along pseudo-rapidity is the observable rn (ηa, ηb) = Vn∆ (-ηa,ηb)/Vn∆ (ηa,ηb), where Vn∆ (ηa,ηb) is the 
Fourier coefficient calculated with paris of particles taken from different pseudo-rapidity regions, 
as introduced in Ref [94]. Fig. 6 shows the experimental measurement of this observable for two 
harmonics r2 (ηa, ηb) and r3 (ηa, ηb) by the CMS collaboration [94] and preliminary results from 
STAR with the existing data from the Forward Time Projection Chamber (previously operational 
and currently dismantled detector system). The results are compared to estimates from a 3+1 D 
hydrodynamic simulation, which predicts much stronger variation of rn (ηa, ηb) with η at RHIC 
than at LHC. The current precision of the STAR measurement cannot constrain the model due to 
large uncertainties. A similar stronger longitudinal decorrelation effect was also demonstrated 
using the AMPT calculations (see Fig. 7) performed in Ref [101], where the variation of the 
observable Cn(Δη) cos (n(φ(ηa)-φ(ηb))) with Δη = |ηa-ηb| was studied.  Precise high statistics 

measurements of the rn (ηa, ηb) and the Cn(Δη) observables will be possible with the forward 

upgrade that will provide important insights about the longitudinal dynamics of HICs and help 
constrain 3D fluid dynamical modeling of HICs. 

Fig . 6 : The decorrelation of the second v2 (left panel) and third v3 (right panel) harmonic anisotropies 

between ηa and η-a with reference detector chosen at certain ηb ranges measured by CMS (circles), and 

STAR data (red star and circles), compared to hydrodynamic model calculations for LHC (thin lines) 
and RHIC (thick lines) energies. The correlator rn is calculated from the two-particle flow coefficients              

Vn∆  as: rn (ηa, ηb). The model describes the CMS data and predicts a much stronger effect at RHIC 

even in the smaller ηa range. The large uncertainty of the STAR measurement is due to limitations in 
the available statistics and detector performance. Proposed forward upgrade of STAR is essential for 
precise measurement of rn. 

�

 

Fig . 4 : The de-correlation of the second v2 (left panel) and third v3 (right panel) harmonic anisotropies 
between ηa and η-a with reference detector chosen at certain ηb range measured by CMS data (circles), 
STAR data (star), and hydrodynamic model calculations for LHC (thin lines) and RHIC (thick lines) 
energies. The correlator rn is calculated from the two-particle flow coefficients Vn∆  as: rn (ηa, ηb). The 
model describes the CMS data and predicts a much stronger effect at RHIC even in the smaller ηa range. 
The large uncertainty of the STAR measurement is due to limitations in the available statistics and 
detector performance. Proposed forward upgrade of STAR is essential toward precise measurement of rn. 

the origin of such de-correlations in details. At lower energies such de-correlation are found to be 
stronger than at higher energies. 

   Another promising observable which measures the de-correlation of azimuthal anisotropies 
along pseudo-rapidity is the observable rn (ηa, ηb) = Vn∆ (-ηa,ηb)/Vn∆ (ηa,ηb), where Vn∆ (ηa,ηb) is the 
Fourier coefficient calculated with paris of particles taken from varied pseudo-rapidity ηa and ηb 

regions, as introduced in Ref [8]. Fig.4 shows the experimental measurement of this observable 
for two harmonics r2 (ηa, ηb) and r3 (ηa, ηb) by the CMS collaboration [8] and preliminary results 
from STAR with the existing data from the Forward Time Projection Chamber (previously  

Fig. 5 : AMPT predictions of v2 and v3 de-correlation estimated in terms of the observable Cn (Δη) 
along the pseudo rapidity at RHIC with given parton cross-sections, performed in Ref [15]. Cn 
(Δη) directly probes the longitudinal structure of the HICs. STAR forward upgrade will enable 
precise measurement of such observables and help constrain 3D modeling of HICs.  
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Figure 2-33: The comparison of the decorrelation of v2 (left panel) and v3 (right panel) between ηa 
and η-a with reference detector chosen at certain ηb range between CMS data (circles), STAR data 
(star), and hydrodynamic model calculations for LHC (thin lines) and RHIC (thick lines) energies. 
The correlator rn is calculated from the two-particle flow coefficients VnΔ as: rn (ηa, ηb)=VnΔ(-ηa, ηb) 
/ VnΔ(ηa, ηb). The model describes the CMS data and predicts a much stronger effect at RHIC even 
in the smaller ηa range. The large uncertainty of the STAR measurement is due to limitations in the 
available statistics and detector performance. 
 

 
 

Fig-33a : Two-particle pseudorapidity correlations a_{n,m} expanded in the basis of Legendre 
polynomials[150] for different combinations of orders n & m. Model calculations [148,149] are done with 3 
+ 1 dimensional viscous hydrodynamic simulation for RHIC(left panel) and LHC(right panel). The model 
calculations shown in the right panel are compared to the LHC data.  

A new observable has been recently introduced by the ATLAS collaboration [150] to characterize 
the structure of the longitudinal fluctuation which is referred a_{n,m}.  It is defined in terms of the 
decomposition of the two-particle pseudo rapidity correlations in the basis of Legendre 
polynomials.  Measurement of a_{n,m} done at LHC has been compared to a recent 3 + 1 
dimensional viscous hydrodynamic simulation in Ref [148,149]. The study has shown that the 
coefficients a_{n,m} are not sensitive to the transport properties of the QGP. It is however sensitive 
to the initial state longitudinal fluctuations and the hadronic re-scattering and decays at the final 
stages of the collisions. With the future upgrade, measurements of this observable at RHIC over 
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Fig . 4 : A comparison of the de-correlation of v2 (left panel) and v3 (right panel) between ηa and η-a with reference 
detector chosen at certain ηb range between CMS data (circles), STAR data (star), and hydrodynamic model 
calculations for LHC (thin lines) and RHIC (thick lines) energies. The correlator rn is calculated from the two-
particle flow coefficients Vn∆ as: rn (ηa, ηb). The model describes the CMS data and predicts a much stronger effect at 
RHIC even in the smaller ηa range. The large uncertainty of the STAR measurement is due to limitations in the 
available statistics and detector performance. 

Another promising observable which measures the de-correlation of azimuthal anisotropies along 
pseudo-rapidity is the observable rn (ηa, ηb) = Vn∆ (-ηa,ηb)/Vn∆ (ηa,ηb), where Vn∆ (ηa,ηb) is the 
Fourier coefficient calculated with paris of particles taken from varied pseudo-rapidity ηa and ηb 

regions introduced in Ref [8]. Fig.3 shows the experimental measurement of this observable for 
two harmonics r2 (ηa, ηb) and r3 (ηa, ηb) by the CMS collaboration and with the existing data from 
STAR using Forward Time Projection Chamber. Results are compare to 3+1 D hydrodynamic 
simulations. Although hydrodynamic predictions indicate much stronger correlations, precision 
of the STAR measurement can not contain the model due to large uncertainty. More precise 
measurement of the rn (ηa, ηb) observable will be possible with the forward upgrade.  

Longitudinal correlations using AMPT  
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The correlator rn is calculated from the two-particle flow coefficients VnΔ as: rn (ηa, ηb)=VnΔ(-ηa, ηb) 
/ VnΔ(ηa, ηb). The model describes the CMS data and predicts a much stronger effect at RHIC even 
in the smaller ηa range. The large uncertainty of the STAR measurement is due to limitations in the 
available statistics and detector performance. 
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FIG. 7. (Color online) The pT-dependent factorization ratios r2

and r3 as a function of event multiplicity in pPb and PbPb collisions.
The curves show the calculations for PbPb collisions from viscous
hydrodynamics in Ref. [24] with MC-Glauber and MC-KLN initial-
condition models and η/s = 0.12, and also from hydrodynamic
predictions for PbPb and pPb data in Ref. [25]. The horizontal solid
lines denote the r2 (top) and r3 (bottom) value of unity. The error bars
correspond to statistical uncertainties, while systematic uncertainties
are negligible for the rn results and thus are not shown.

ηa and ηb. However, the main issue with this approach is
that the requirement of |"η| > 2 for removing short-range
two-particle correlations cannot be fulfilled anymore because
the denominator of the factorization ratio takes the Vn"(ηa,ηb)
components, where ηa ≈ ηb. The correlation signal from
collective flow is strongly contaminated by short-range jet-like
correlations. To avoid this problem, an alternative observable is
developed for the study of η-dependent factorization by taking

advantage of the wide η coverage of the CMS tracker and HF
calorimeters.

The η-dependent factorization ratio rn(ηa,ηb) is defined as

rn(ηa,ηb) ≡ Vn"(−ηa,ηb)
Vn"(ηa,ηb)

, (7)

where Vn"(ηa,ηb) is calculated in the same way as Eq. (4)
but for pairs of particles taken from varied ηa and ηb regions
in fixed pa

T and pb
T ranges. Here, particle a is chosen from

charged tracks with 0.3 < pa
T < 3.0 GeV/c and |ηa| < 2.4,

while particle b is selected from the HF calorimeter towers
with the energy exceeding 1 GeV (with a total coverage of
2.9 < |η| < 5.2) without any explicit transverse energy (ET)
threshold for each tower. With this approach, the η values of
both particles from a pair can be varied over a wide range,
while it is possible to ensure a large η gap by combining
detector components covering central and forward η regions.
As illustrated by the schematic in Fig. 8, for 4.4 < ηb < 5.0
from the HF calorimeters, a minimum η gap of two units
between a calorimeter tower and any charged particle from
the silicon tracker is guaranteed. Away-side back-to-back jet
correlations could still be present but they are shown to have
a negligible contribution at low pT because of very high
multiplicities [22], especially in central PbPb collisions. To
account for any occupancy effect of the HF detectors due to
large granularities in η and φ, each tower is weighted by its ET
value when calculating the average in Eq. (4). For consistency,
each track is also weighted by its pT value. The finite azimuthal
resolution of the HF towers (0.349 radians) has negligible
effects on the Vn" calculation, which takes an ET-weighted
average of 36 tower segments over a 2π coverage.

If, for each event, the event-plane angle %n does vary for
particles produced at different η regions, the following relation
for rn(ηa,ηb) can be derived:

rn(ηa,ηb) = ⟨vn(−ηa)vn(ηb) cos{n[%n(−ηa) − %n(ηb)]}⟩
⟨vn(ηa)vn(ηb) cos{n[%n(ηa) − %n(ηb)]}⟩

.

(8)
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FIG. 8. (Color online) A schematic illustration of the acceptance coverage of the CMS tracker and HF calorimeters, and the procedure for
deriving the η-dependent factorization ratio rn(ηa,ηb).
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Several recent models have been proposed with different underlying 
dynamics for longitudinal structure of initial state of HICs  
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The torque e↵ect and fluctuations of entropy deposition in rapidity

in ultra-relativistic nuclear collisions
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Abstract

The decorrelation of the orientation of the event-plane angles in the initial state of relativistic Pb-Pb and p-Pb collisions,
the “torque e↵ect”, is studied in a model of entropy deposition in the longitudinal direction involving fluctuations of
the longitudinal source profile on large scales. The radiation from a single wounded nucleon is asymmetric in space-
time rapidity. It is assumed that the extent in rapidity of the region of deposited entropy is random. Fluctuations in
the deposition of entropy from each source increase the event-plane decorrelation: for Pb-Pb collisions they improve
the description of the data, while for p-Pb collisions the mechanism is absolutely essential to generate any sizable
decorrelation. We also show that the experimental data for rank-four flow may be explained via folding of the elliptic
flow. The results suggest the existence of long range fluctuations in the space-time distribution of entropy in the initial
stages of relativistic nuclear collisions.

Keywords: ultrarelativistic Pb-Pb and p-Pb collisions, event-by-event fluctuations, harmonic flow, event plane
correlations

1. Introduction

During the collective expansion of the fireball formed
in relativistic heavy-ion collisions azimuthal deformations
of the density are transformed into azimuthal asymme-
try of particle emission spectra [1, 2]. In the presence of
collective flow, the particle spectra contain the harmonic
components

dN

p?dp?d⌘ d�
/ . . .+ v

2

(p?, ⌘) cos[2(��  
2

)] (1)

+ v
3

(p?, ⌘) cos[3(��  
3

)] + . . . .

In each collision, the event-plane of the second or third
order harmonic flow is oriented predominantly along the
direction of elliptic or triangular deformations of the fire-
ball. It has been suggested that the angles  n of the event-
plane orientation might vary as a function of pseudorapid-
ity [3] or transverse momentum [4]. The e↵ect leads to the
factorization breaking for the two-particle cumulant flow
coe�cients,

Vn�(t1, t2) <
p
Vn�(t1, t1)Vn�(t2, t2) , (2)

where ti is the transverse momentum or pseudorapidity,

Vn�(t1, t2) = hhcos[n(�
1

� �
2

)]ii, (3)

Email addresses: Piotr.Bozek@fis.agh.edu.pl (Piotr Bożek),
Wojciech.Broniowski@ifj.edu.pl (Wojciech Broniowski)

Figure 1: Schematic view of the entropy distribution in an early
stage of an ultrarelativistic nuclear collision. The matter deposited
from each wounded nucleon occupies an interval in space-time ra-
pidity with a randomly distributed end. As a result, the event-plane
angles in the forward and backward bins are decorrelated.

and the average is taken over events and over all particle
pairs with particles i in a bin around ti.

The factorization breaking in transverse momentum has
been studied quantitatively in dynamical models [4–6] in
p-Pb and Pb-Pb collisions. The hydrodynamic response
from fluctuating initial conditions can describe the experi-
mentally observed event-plane fluctuations and the factor-
ization breaking in p? [7, 8].

The decorrelation of the event-plane angles at di↵er-
ent pseudorapidities is seen in a number of calculations,
both in hydrodynamic, cascade, or hybrid models [3, 9–
14]. Nevertheless, a simultaneous description of the Pb-Pb
and p-Pb data [8] poses a real challenge. In this paper we
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FIG. 12: (Color online) Distribution of strings created be-
tween the partons of two colliding Pb nucleus as a function of
space-time rapidity (⌘s) at

p
sNN = 2.76 TeV for 0�1% (top

panel) and 40-50% (bottom panel) collision centrality. The
figure is taken from Ref. [207].

ultra central collisions [205]. They also result in p

T

de-
pendent event planes, which break down the flow factor-
ization v

n,n

(p
T1

, p

T2

) = v

n

(p
T1

)v
n

(p
T2

) [206]. Like the
lumpy initial energy density in the transverse plane, it
is also expected (the reason for which will be discussed
shortly) that the energy density is lumpy in the longitu-
dinal (space rapidity) direction.

Recent measurement of decorrelation of anisotropic
flow along longitudinal direction by CMS collaboration
has corroborated the above expectation. Studies of fluc-
tuations along the longitudinal direction and their e↵ects
on anisotropic flows of final charged hadrons have only
recently been started. At present the current understand-
ing of longitudinal correlation (or decorrelation) of flow
harmonics is as follows

• The fluctuations of energy density along the lon-
gitudinal direction due to the fragmentation and
di↵erent lengths of the coloured string produced in
the scattering of nucleons [207–209].

• A gradual twist of the fireball (or more specifically
the event plane) along the longitudinal direction
Ref. [210, 211].

Let us discuss each of them separately. Regarding the
contribution of colour string we shall particularly dis-
cuss here a recent study Ref. [207] where AMPT trans-
port model is used to evaluate the initial conditions for
(3+1)D hydrodynamic model.

FIG. 13: (Color online) Top panel: The factorization ratio
r2 as a function of space-time rapidity ⌘

a for two di↵erent
reference rapidity bin 3.0 < ⌘

b
< 4.0 and 4.4 < ⌘

b
< 5.0

in Pb-Pb collisions at
p
sNN = 2.76 TeV (open and solid

diamonds), and for 2.5 < ⌘

b
< 3.0 and 3.0 < ⌘

b
< 4.0 in

Au-Au collisions at
p
sNN = 200 GeV (open and solid circles)

from event-by-event (3+1)D ideal hydrodynamics simulations
compared with experimental data from CMS collaboration
Ref. [212] for Pb-Pb collisions at

p
sNN = 2.76 TeV (empty

and solid squares). The figures are from Ref. [207].

AMPT uses HIJING to generate initial partons from
hard and semi-hard scatterings and excited strings from
soft interactions. The number of mini-jet partons per
binary nucleon-nucleon collision in hard and semi-hard
scatterings follow a Poisson distribution with the mean
value given by the jet cross-section. The number of ex-
cited strings is equal to the number of participant nu-
cleons in each event. Besides random fluctuations from
mini-jet partons, the parton density fluctuates along lon-
gitudinal direction according to the length of strings.
There are basically three types of strings:

1. Strings associated with each wounded nucleon (be-
tween a valence quark and a diquark),

Schenke, Monnai  
1509.04103

Schenke, Schlichting 
1605.07158

η

5

x η x η x
η

(a) (b) (c)

FIG. 3. View of the three dimensional distribution of T ⌧⌧ in a single event from di↵erent angles, covering the entire transverse
plane and 4.8 units in rapidity.

two-particle multiplicity [67] and eccentricity correlations
in rapidity.

A. Rapidity dependence of the multiplicity

We first present results for the rapidity dependence of
the transverse momentum integrated gluon multiplicity.
Fig. 4 shows the event averaged gluon multiplicity rela-
tive to its value at Y = 0 for ↵

s

= 0.15, ↵
s

= 0.225,
and ↵

s

= 0.3 and m = 0.4 GeV. The dependence on the
coupling ↵

s

is clearly visible. In particular, we find ap-
proximate scaling with ↵

s

Y , as demonstrated explicitly
in the lower panel of the figure. The statistical errors
are smaller than the width of the line. To demonstrate
the event-by-event fluctuations, we also show results from
three single events using thin lines. To get a sense of the
magnitude of the rapidity dependence we compare to a
Gaussian fit (width � = 3.86) of experimental data for
dN

ch

/dY from ALICE, also scaled by the value at Y = 0
[68]. Hydrodynamic evolution will broaden the initial
distribution in space-time rapidity to produce somewhat
broader dN

ch

/dY spectra (see e.g. [9]). We thus con-
clude that when characterizing the evolution speed by a
constant ↵

s

, it needs to be 0.15 or greater to generate
results compatible with the experimental data. In order
to compare to evolution speeds quoted in the description
of structure functions we compute

� =
d ln Q2

s

dY
. (17)

Q
s

is defined as the inverse of r at which the dipole am-
plitude N = tr h1 � V †(b + r/2)V (b � r/2)i/N

c

, where
the average is over b, reaches the value 0.15. 2 We fur-
ther neglect the detailed Y dependence of � and quote
a range of � values over the considered Y range. We

2

We constrain ourselves to small values of the dipole amplitude

because at large r non-perturbative e↵ects that are not included

in our prescription a↵ect its value. [57]

find � ⇡ 0.28 � 0.3 for ↵
s

= 0.15 and � ⇡ 0.6 � 0.8 for
↵

s

= 0.3. Values of � = 0.2 � 0.3 are consistent with
experimental data on structure functions [69–71].

FIG. 4. a) Gluon multiplicity relative to its value at Y = 0
for ↵s = 0.15, ↵s = 0.225, and ↵s = 0.3 using m = 0.4GeV.
The various dashed lines show results from three single events
for each value of the coupling constant. The green dash-dot-
dotted line is a Gaussian fit to the charged hadron dN

ch

/dY

data from ALICE [68]. b) The same results plotted vs. ↵sY .
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What is the scale at which boost invariance is broken ?
Prithwish Tribedy, RSC Hardware Meet, BNL, 2017

Can future measurement discriminate these models ? 
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Very first attempt from STAR
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Measurement using 300 M event with TPC → could go up to 1.8
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Measurement from STAR with existing detectors :  
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